LOW-RANK MODIFICATION
OF THE UNSYMMETRIC LANCZOS ALGORITHM

THOMAS HUCKLE

ABSTRACT. The unsymmetric Lanczos algorithm is an important method for
eigenvalue estimation and for solving linear equations. Unfortunately, the
algorithm may break down without providing useful information; this is referred
to as a serious breakdown in the literature. Here, we introduce a low-rank mod-
fication of the original matrix $A$ in the case of a serious breakdown. This
modification can be used to cure a serious breakdown as long as we have or-
thogonality of the already computed Lanczos vectors. We can switch to a new
rank-1 modified matrix $\tilde{A} = A + ab^T$ such that
- the Lanczos algorithm has no serious breakdown in this step when applied
  on $\tilde{A}$,
- the already computed variables in the Lanczos algorithm for $A$ and $\tilde{A}$
  coincide,
- using a Lanczos-based iterative solver, e.g. BCG or QMR, with start vec-
  tors $x_0 = 0$ and $v_1 = f$, we have $A^{-1}f = \tilde{A}^{-1}f$, and thus by con-
  tinuing the Lanczos algorithm with $\tilde{A}$ we automatically get the desired
  solution $A^{-1}f$.

Also, if the Lanczos vectors have lost their orthogonality, we show theoretically
and by numerical examples that the modified Lanczos method has the same
convergence behavior as the Lanczos method without breakdown. Thus, in the
case of a serious breakdown we only have to compute the new rank-1 modified
matrix $\tilde{A}$ and step further in the original algorithm now using $\tilde{A}$.

1. A modified Lanczos algorithm

Let $A$ be an unsymmetric matrix, $v_1$ and $w_1$ two vectors of length 1 that
are not orthogonal, and $\beta_1 = \gamma_1 = 0$, $d_1 = w_1^Tv_1 \neq 0$. Then the unsymmetric
Lanczos algorithm is defined for $j = 1, 2, \ldots$ by the recursion

$$
\alpha_j = w_j^TAv_j/d_j,
\hat{v}_{j+1} = Av_j - \alpha_jv_j - \beta_jv_{j-1},
\hat{w}_{j+1} = A^Tw_j - \alpha_jw_j - \gamma_jw_{j-1},
\beta_j = \frac{\hat{w}_{j+1}^T\hat{v}_{j+1}}{d_j},
d_{j+1} = w_{j+1}^Tv_{j+1},
\gamma_j = \frac{d_j\hat{w}_{j+1}^T\hat{v}_{j+1}}{d_j},
$$
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A serious breakdown occurs if and only if \(|d_j| < \varepsilon\) with \(\|\hat{v}_j\| > \varepsilon\) and \(\|\hat{w}_j\| > \varepsilon\) for a small positive \(\varepsilon \ll 1\). The recursion (1) generates a tridiagonal matrix

\[ T_j = \text{tridiag}\left(\frac{\gamma_k d_{k-1}}{d_k}, \alpha_k, \beta_{k+1}\right) \]

a diagonal matrix \(D_j = \text{diag}(d_1, \ldots, d_j)\), and \(V_j = (v_1, \ldots, v_j)\), \(W_j = (w_1, \ldots, w_j)\). This yields the matrix equations

\[ AV_j = V_jT_j + \hat{v}_{j+1}e_j^T, \quad W_j^TV_j = D_j, \]

where \(e_j = (0, \ldots, 0, 1, 0, \ldots, 0)^T\) with 1 at the \(j\)th position.

These formulae can be applied to find eigenvalue estimates for \(A\) and for the iterative solution of linear equations in \(A\), e.g. with QMR or BCG. In the case of a serious breakdown with \(d_j \approx 0\), look-ahead strategies can be introduced to replace the tridiagonal matrix \(T_j\) by a block tridiagonal matrix or a band matrix.

In this note we will analyze another possible way to handle breakdown. To this end, we replace the original matrix \(A\) by a rank-1 modification \(A + ab^T\), where \(a\) and \(b\) are chosen in such a way that the Lanczos method applied on \(A + ab^T\) has no breakdown in this step, and that the already computed numbers and vectors remain unchanged. Let us assume that the algorithm has computed all variables until the \((j - 1)\)st step, where we get \(|d_j| = |w_j^Tv_j| \leq \varepsilon\) for a given small positive \(\varepsilon\) and \(\|\hat{v}_j\| > \varepsilon\) and \(\|\hat{w}_j\| > \varepsilon\). In the following we will show how \(a\) and \(b\) can be chosen to cure this serious breakdown. We cannot orthogonalize \(Av_j\) against \(w_j\), and \(A^Tw_j\) against \(v_j\), in order to define \(v_{j+1}\) and \(w_{j+1}\) by (1). But we can still orthogonalize \(A^Tw_j\) against \(v_1, \ldots, v_{j-1}\). This gives

\[
\hat{w}_{j+1} := A^Tw_j - \frac{v_{j-1}^TA^Tw_j}{w_{j-1}^T}w_{j-1} \\
= A^Tw_j - \frac{(\hat{v}_j + \alpha_{j-1}v_{j-1} + \beta_{j-1}v_{j-2})^Tw_j}{w_{j-1}^T}w_{j-1} \\
= A^Tw_j - \frac{d_j\|\hat{v}_j\|}{d_{j-1}}w_{j-1}(\approx A^Tw_j),
\]

\[ w_{j+1} := \frac{\hat{w}_{j+1}}{\|\hat{w}_{j+1}\|}. \]

In the same way, we can derive \(w_{j+2}\) by orthogonalizing \(A^Tw_{j+1}\) against \(v_{j-1}\), or more generally,

\[
\hat{w}_{j+k-1} := A^Tw_{j+k-2} - \frac{v_{j-1}^TA^Tw_{j+k-2}}{d_{j-1}}w_{j-1} = A^Tw_{j+k-2} - \frac{\hat{v}_j^Tw_{j+k-2}}{d_{j-1}}w_{j-1} \\
= A^Tw_{j+k-2} - \frac{\|\hat{v}_j\|^2v_j^TA^Tw_{j+k-3}}{d_{j-1}}w_{j-1},
\]

\[ w_{j+k-1} := \frac{\hat{w}_{j+k-1}}{\|\hat{w}_{j+k-1}\|}. \]

Now, let \(k\) be the first index with \(|w_{j+k-1}^TAv_j| \geq n(A)\varepsilon\), where \(n(A)\) is some norm of \(A\), for example the 1-norm. If there exists no such \(k\), then we have the
case of an incurable breakdown, and we have to restart (see [14, 11]). Otherwise, without further orthogonalization we can define

\[ w_{j+k} := A^T w_{j+k-1}. \]

By this definition we relax the orthogonality conditions on \( w_{j+k} \) and in return get the very useful equation

\[ w_{j+k-1}^{T} A^{-1} v_{j-1} = 0. \]

Furthermore, \( w_{j}, \ldots, w_{j+k-1} \) are orthogonal on \( v_{1}, \ldots, v_{j-1}, \) and \( w_{j+k} \) is orthogonal on \( v_{1}, \ldots, v_{j-2} \). We want to find a new matrix \( \tilde{A} := A + \alpha \beta^T \) with vectors \( \alpha \) and \( \beta \) such that nearly all computed variables remain unchanged and the Lanczos algorithm applied to \( \tilde{A} \) has no breakdown in the \((j-1)\)st step. We can satisfy these conditions by choosing \( \alpha \perp w_{1}, \ldots, w_{j-2} \) and \( \beta \in \text{span}(w_{j-1}, \ldots, w_{j+k}) \). Let us define

\[ a := v_{j-1} \quad \text{and} \quad b := \lambda_j w_{j+k}, \quad \tilde{A} := A + \lambda_j v_{j-1} w_{j+k}^T. \]

We denote the new variables of the Lanczos method applied to \( \tilde{A} \) by an additional tilde. Then, for the initial values \( \tilde{v}_{1} := v_{1} \) and \( \tilde{w}_{1} = w_{1} \) we get

\[ \tilde{\alpha}_{r-1} = \alpha_{r-1}, \quad \tilde{v}_{r} = v_{r}, \quad \tilde{w}_{r} = w_{r}, \quad \tilde{d}_{r} = d_{r}, \quad \tilde{\beta}_{r} = \beta_{r}, \quad \tilde{\gamma}_{r} = \gamma_{r} \quad \text{for} \quad r = 2, \ldots, j - 1, \]

\[ \tilde{\alpha}_j = \frac{w_{j+1}^T (A + \lambda_j v_{j-1} w_{j+k}^T) v_{j-1}}{d_{j-1}} = \alpha_j + \lambda_j \|v_j\| (w_{j+k}^T v_j). \]

Here, we use (4) and the original recursion in \( A v_{j-1} = \tilde{v}_{j} + \alpha_{j-1} v_{j-1} + \beta_{j-1} v_{j-2} \). Furthermore, we get

\[ \tilde{\varpi}_{j} = (A + \alpha \beta^T) v_{j-1} - \tilde{\alpha}_{j-1} v_{j-1} - \tilde{\beta}_{j-1} v_{j-2} = \tilde{v}_{j}, \]

and

\[ \tilde{\omega}_{j} = (A + \alpha \beta^T)^T w_{j-1} - \tilde{\alpha}_{j-1} w_{j-1} - \tilde{\beta}_{j-1} w_{j-2} = \tilde{\omega}_{j} + \lambda_j (d_{j-1} w_{j+k} - (w_{j+k}^T v_j) w_{j-1}), \]

which yields

\[ \tilde{\omega}_{j}^T \tilde{\varpi}_{j} = \tilde{\omega}_{j}^T \tilde{v}_{j} + \lambda_j d_{j-1} w_{j+k}^T \tilde{v}_{j} = \tilde{\omega}_{j}^T \tilde{v}_{j} + \lambda_j d_{j-1} \|\tilde{v}_{j}\| (w_{j+k}^T A v_{j}). \]

Now, for small \( \lambda_j \) with

\[ |\lambda_j| > \frac{e \|\tilde{\omega}_{j}\|}{d_{j-1} (w_{j+k}^T A v_{j})}, \]

the Lanczos algorithm applied on \( \tilde{A} \) can continue without breakdown. Furthermore, with \( \tilde{A} \) also \( \tilde{A} \) is regular. This is obvious by considering (5) and the Sherman-Morrison-Woodbury formula (SMW)

\[ \tilde{A}^{-1} = (A + \alpha \beta^T)^{-1} = A^{-1} - A^{-1} \alpha \beta^T A^{-1} / (1 + \beta^T A^{-1} \alpha). \]
with

\[ A^{-1}v_{j-1} = A^{-1}v_{j-1} \quad \text{and} \quad 1 \pm w_{j+k}^T A^{-1}v_{j-1} = 1 \pm w_{j+k}^T v_{j-1} = 1 \neq 0. \]

For \( \widetilde{A} \), equation (2) gives

\[ \widetilde{A} \tilde{V}_m = \tilde{V}_m \tilde{T}_m + \tilde{v}_{m+1} e_m^T. \]  

For \( A \), equation (9) yields

\[ A \tilde{V}_m = \tilde{V}_m \tilde{T}_m + \tilde{v}_{m+1} e_m^T - \lambda_j v_{j-1} w_{j+k}^T \tilde{V}_m \]
\[ = \tilde{V}_m (\tilde{T}_m - \lambda_j e_{j-1} w_{j+k} \tilde{V}_m) + \tilde{v}_{m+1} e_m^T. \]

Thus, the tridiagonal matrix in (2) has to be replaced by a tridiagonal matrix plus a rank-1 matrix. In general, there may occur more breakdowns. Hence, by treating all these, say \( p \) breakdowns in the same way, we arrive at a representation

\[ A \tilde{V}_m = \tilde{V}_m \tilde{T}_m + \tilde{v}_{m+1} e_m^T - \sum_{s=1}^{p} \lambda_s v_{j_s-1} w_{j_s+k_s}^T \tilde{V}_m \]
\[ = \tilde{V}_m (\tilde{T}_m - \sum_{s=1}^{p} \lambda_s e_{j_s-1} w_{j_s+k_s} \tilde{V}_m) + \tilde{v}_{m+1} e_m^T \]

with

\[ \tilde{E}_m = (e_{j_1-1}, \ldots) \quad \text{and} \quad X_m^T = \Lambda W_\# \tilde{V}_m, \]

where \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_p) \) and \( W_\# = (w_{j_1+k_1} \ldots w_{j_p+k_p}) \). The matrix \( X_m \) can be computed recursively by

\[ X_{m+1}^T = \begin{pmatrix} \lambda_1 w_{j_1+k_1} \tilde{v}_{m+1} \\ X_m^T \\ \vdots \end{pmatrix}. \]

Note, that \( X_m^T \) has \( m \) columns and the number of rows is equal to \( p \), the number of occurred breakdowns. In the case of a further breakdown we have to add a new row to \( X_m^T \) with the first elements in this new row all zero.

**Modified Lanczos algorithm:**

start with vectors \( v_1 \) and \( w_1 \) having 2-norm 1, \( d_1 = w_1^T v_1 \neq 0, \beta_1 = \gamma_1 = 0 \), for \( j = 2, 3, \ldots \)

compute \( \alpha_{j-1}, \tilde{v}_j, \tilde{w}_j, v_j, w_j \) as in (1), so long as \( \|\tilde{v}_j\| > \epsilon \) and \( \|\tilde{w}_j\| > \epsilon \);

if \( |d_j| = |w_j^T v_j| < \epsilon : \) replace \( A \) by \( A + \lambda_j v_{j-1} w_{j+k}^T \) with (3), (4), (6);

compute the new \( \alpha_{j-1}, v_j, d_j \) by (7) and (8);

compute \( \beta_j, \gamma_j \) by (1)

The additional costs of this modified algorithm are one inner product \( w_{j+k}^T \tilde{v}_m \) and one SAXPY for each occurred breakdown in order to compute the new Lanczos vector \( \tilde{v}_{m+1} \). For \( \tilde{w}_{m+1} \) we need no additional computations in view of \( v_{j-1}^T \tilde{w}_m = 0 \) in exact arithmetic. It is also possible to compute \( \widetilde{A} \) explicitly.
in $O(n^2)$ operations, but in most applications, e.g. for sparse matrices, this will be too expensive.

Note that we could also replace (3) and (4) by corresponding equations for $v_{j+k}$ instead of $w_{j+k}$. This would lead to a new matrix $\tilde{A}$ of the form $\tilde{A} = A + \lambda_j v_{j+k} w_{j+k}^T$.

If we are interested in eigenvalue estimates for $A$, we need $\alpha_j, \beta_j, \gamma_j, d_j$, and $X_m^T$, which already occur in the modified Lanczos algorithm. Then, we can compute the eigenvalues of $T_m - E_m X_m^T$ as approximations to the eigenvalues of $A$, e.g. using inverse iteration in connection with Sherman-Morrison-Woodbury (SMW) (or secular equation methods).

In [10] Parlett has introduced the idea of a low-rank modification in connection with the symmetric Lanczos algorithm for solving $Ax = b$ with several right-hand sides. If the linear equation is solved using the Lanczos algorithm, one can continue the algorithm with a new right-hand side which leads to a low-rank perturbation of the tridiagonal Lanczos matrix. The idea presented here perturbs the original matrix $A$ and is therefore quite different from the one in [10].

2. Solving linear equations using the modified Lanczos algorithm

If we want to solve a linear equation of the form $Ax = b$ (with $r_0 = b - Ax_0 = v_1$), we can also apply the modified Lanczos method. First, let us assume that the starting vector $x_0 = 0$. Then we get the same starting residual $r_0 = b$ for both $A$ and $A$. This is always possible by replacing $x$ by $x - x_0$ and $b$ by $b - Ax_0$. Now, we can compute a solution $x$ for $Ax = b$ with the modified Lanczos algorithm, e.g. with QMR or any other Lanczos-based method, starting with the matrix $A$ and switching to $A$ if a serious breakdown occurs. Then, we can use SMW to compute

$$x = A^{-1}b = \left(\tilde{A} - \sum_{s=1}^{P} \lambda_s v_{j+s-1} w_{j+k}^T \right)^{-1} b = (\tilde{A} - V_\# Y_\#^T)^{-1} b$$

with $V_\# = (v_{j_1-1}, \ldots, v_{j_p-1})$ and $Y_\#^T = \Lambda W_\#^T$.

Here, (11) follows from the equation

$$w_{j+k}^T \tilde{x} = w_{j+k-1}^T A (A + V_\# Y_\#^T)^{-1} v_1$$

by using (4) and the related orthogonality relations. Thus, the solution $\tilde{A}^{-1}b$ computed with the modified Lanczos algorithm gives also the desired vector $x = A^{-1}b$ without additional costs.

Until now we have ignored the numerical aspects of the method. Here, the main questions are:

(i) how to define a breakdown (how to choose $\varepsilon$),
(ii) how large should be the rank-1 perturbation (how to choose $\lambda$),
(iii) how can we take into account the numerical loss of the biorthogonality of the Lanczos vectors.

First, if \( \varepsilon \) is too large (e.g. \( > 10^{-3} \)), then we can get many unnecessary rank-1 perturbations. On the other hand, if \( \varepsilon \) is too small (e.g. \( < 10^{-10} \)), then we miss a possible breakdown which leads to a loss of accuracy. This loss of accuracy may cause nonconvergence or a series of subsequent breakdowns. Many numerical examples in MATLAB with machine precision \( 10^{-16} \) showed that \( \varepsilon = 10^{-6} \) or \( 10^{-5} \) give a good criterion for deciding whether a breakdown occurs or not. For a similar discussion, see [3] and [12]. In [12], Parlett suggests \( \varepsilon = \text{eps}^{1/3} \) or \( \text{eps}^{1/4} \) for machine precision \( \text{eps} \), and our numerical examples support this choice.

Similar problems arise with \( \lambda \). If \( \lambda \) is too small, then the breakdown is not cured. If \( \lambda \) is too large, then \( ab^T \) predominates \( A \) in \( \tilde{A} \), and the convergence behavior of the iterative method may change totally. Specifically, if we think of preconditioned iterative methods, then by introducing a predominant rank-1 perturbation the spectrum of the new matrix may get worse, and the effect of the preconditioner may be disturbed. Hence, let us define

\[
\lambda_j = \frac{\varepsilon \|\hat{w}_j\|}{d_{j-1}(w^T_{j+k-1}A\hat{v}_j)}
\]

with \( |\Theta| > 1 \) to cure the breakdown. Furthermore, \( \lambda_j \) should be less than \( n(A) \) for some norm of \( A \). Then, the convergence of the iterative method will remain nearly unchanged.

Unfortunately, the Lanczos vectors will lose their biorthogonality in the course of the algorithm. Therefore, the new matrix \( \tilde{A} \) and the related tridiagonal matrix \( \tilde{T} \) computed by the modified Lanczos algorithm will satisfy (9) not exactly. How good (9) and (10) are fulfilled depends on the magnitude of the numbers \( \lambda_j(w^T_jv_{j-1}) \) and \( \lambda_j(w^T_{j+k}v_s) \) for \( s = 1, \ldots, j - 2 \). In exact arithmetic these numbers would be zero independent of \( \lambda_j \), but in practice, \( w^T_sv_{j-1} \) may be near 1. Hence, reorthogonalization seems to be necessary. But we will show in the following that the loss of orthogonality only perturbs the convergence for solving \( \tilde{A}^{-1}b \) but has no influence on the convergence to the really wanted \( A^{-1}b \) as long as the modified algorithm converges.

Furthermore, in view of the loss of orthogonality we need in every step one additional SAXPY and one additional inner product to compute the new vector \( \hat{w}_{j+1} \). In the following we will analyze the modified algorithm, taking into account the loss of orthogonality.

In exact arithmetic the modified Lanczos algorithm, e.g. with QMR, would be equivalent to solving \( \tilde{A}x = b \) with this method, but in view of the loss of orthogonality the already computed numbers are no longer connected with \( \tilde{A} \). Let us consider the influence of the loss of orthogonality. For simplicity, we assume that there is only one serious breakdown in the \( (j-1) \)st step (\( d_j \approx 0 \)). Then we can write the recursion in the matrix form

\[
AV^1 = V^1T^1 + \hat{v}_{j-1}e^T_{j-2},
\]

\[
AV^2 = V^2T^2 + \beta_{j-1}v_{j-2}e^T_{j-1} - \lambda_jv_{j-1}w^T_{j+k}V^2 + \hat{v}_{m+1}e^T_{m}
\]

with

\[
V^1 = (v_1, \ldots, v_{j-2}) \quad \text{and} \quad V^2 = (v_{j-1}, \ldots, v_m).
\]
Combining (13) and (14), we get

\begin{equation}
AV = VT - \lambda_j v_{j-1} w_{j+k}^T (0 V^2) + \hat{v}_{m+1} e_m^T.
\end{equation}

Here, $V = (V^1, V^2)$, and $T^1, T^2, T$ are tridiagonal matrices with coefficients as in (1). If the orthogonality would still hold, we could replace in (15) the 0 by $V^1$, which would give us again relations between the approximate solutions of $A^{-1}b$ and $A^{-1}b$.

First, let us consider the Galerkin method. Here, we define an approximate solution $x_m = V z_m$ in such a way that

\begin{equation}
0 = W^T r_m = W^T (AV z_m - V e_1)
= W^T V ((T - \lambda_j e_{j-1} w_{j+k}^T (0 V^2)) z_m - e_1) + W^T \hat{v}_{m+1} e_m^T.
\end{equation}

If we ignore the last term, which would be 0 in exact arithmetic, the Galerkin condition (16) leads to

\begin{equation}
Hz_m, H = (T - \lambda_j e_{j-1} w_{j+k}^T (0 V^2)) z_m, H = e_1, \quad x_m, H = V z_m, H.
\end{equation}

If we try to solve $\tilde{A}x = b$ in spite of the loss of orthogonality, we would use

\begin{equation}
T z_m, T = e_1, \quad x_m, T = V z_m, T,
\end{equation}

which would provide us also with the solution for $Ax = b$ in exact arithmetic. Hence, we have two different ways to define estimates for $A^{-1}b$. Let us assume that both matrices $T$ and $H$ are regular. With (14) we get

\begin{align*}
w_{j+k}^T (0 V^2) T^{-1} e_1 &= w_{j+k-1}^T (0 V^2 T + \hat{v}_{m+1} e_{m-j+2}) T^{-1} e_1 \\
&= w_{j+k-1}^T (0 V^2) e_1 + w_{j+k-1}^T (0 \hat{v}_{m+1} e_{m-j+2}) T^{-1} e_1 \\
&= (e_m T^{-1} e_1)(w_{j+k-1} \hat{v}_{m+1}).
\end{align*}

Together with (15), this shows

\begin{align*}
AVT^{-1} e_1 &= v_1 + \hat{v}_{m+1} (e_m T^{-1} e_1) - \lambda_j v_{j-1} w_{j+k}^T (0 V^2) T^{-1} e_1 \\
&= v_1 + (e_m T^{-1} e_1)(\hat{v}_{m+1} - \lambda_j (w_{j+k-1} \hat{v}_{m+1}) v_{j-1}).
\end{align*}

In view of (18), we get for the desired solution

\begin{align*}
A^{-1} b &= A^{-1} v_1 = x_{m, T} + (e_m T^{-1} e_1) (-A^{-1} \hat{v}_{m+1} + \lambda_j (w_{j+k-1} \hat{v}_{m+1}) A^{-1} v_{j-1}).
\end{align*}

Similarly,

\begin{align*}
w_{j+k}^T (0 V^2) T^{-1} e_{j-1} &= (e_m T^{-1} e_{j-1}) (w_{j+k-1} \hat{v}_{m+1}) \\
A x_{m, H} &= AV H^{-1} e_1 = v_1 + \hat{v}_{m+1} (e_m H^{-1} e_1)
\end{align*}

and

\begin{align*}
e_m^T H^{-1} e_1 &= (e_m T^{-1} e_1) \frac{1}{1 - \lambda_j (e_m T^{-1} e_{j-1})(w_{j+k-1} \hat{v}_{m+1})}.
\end{align*}

Hence, the approximate solutions that derive from (18) and (17) depend both on the size of $(e_m^T T^{-1} e_1) \hat{v}_{m+1}$, and this last term describes the convergence of the computed approximations for solving $A^{-1}b$. If therefore $x_{m, H}$ or $x_{m, T}$ gives a good approximation for $A^{-1} b$, then the other will also be a good approximation. Thus, the vector $x_{m, T} = VT^{-1} e_1$, the solution for the Galerkin
condition of the modified Lanczos algorithm using only the tridiagonal matrix without rank-1 modification (as if one would like to solve $\tilde{A}^{-1} b$), converges in the same way like $x_{m,H}$, the estimate (17) which also takes into account the rank-1 term. But, in view of the loss of orthogonality, $x_{m,T}$ and $x_{m,H}$ will in general be no longer approximate solutions to $\tilde{A}x = b$.

In the same way, instead of the Galerkin condition, we can use the QMR condition [4],

$$\min \| \Omega_m \left( T_{m+1,m} - \sum_{s=1}^{p} \lambda_s e_{j_i-1} w_{j_i+k,m}^T V_m \right) z_m - e_1 \|$$

or

$$\min \| \Omega_m (T_{m+1,m} z_m - e_1) \|$$

with $T_{m+1,m}$ a tridiagonal matrix with $m + 1$ rows and $m$ columns and $\Omega_m$ a diagonal scaling matrix, e.g. $\Omega_m$ the $m \times m$ identity matrix. To get solutions for $Ax = b$, we can solve (17), (18), (19), (20) directly, or use recursive updates of QR-decompositions of the occurring tridiagonal matrices as described in [3].

Hence, we get the following general method for solving linear equations based on the Lanczos method:

**Iterative solution of linear equations with the modified Lanczos algorithm:**

- transform $Ax = b$ such that the starting value is $x_0 = 0$;
- choose a Lanczos-based iterative algorithm e.g. as described in [13] or [3];
- if a serious breakdown occurs, use the computed last Lanczos vectors to find a rank-1 modification of $A$ as described in the modified Lanczos algorithm; continue in the basic iterative method, now using the new modified matrix without any further changes.

There are some variations in getting the rank-1 term in the case of a serious breakdown. For example,

- one can compute a fixed number of new vectors $w_{j+p-1}$ of the form (3), and then choose the rank-1 term and the index $k$ in such a way that $|w_{j+k-1}^T A v_j|$ is maximal [3],
- use $v_{j+k-1}$ and $w_j$ defined as in (3-4) to get a rank-1 perturbation,
- replace the recursion (3) for the vectors $w_{j+k-1}$ by another formula that leads to the same orthogonality relations.

The advantages of the modified Lanczos solvers are that

- they are very easy to program, because the original algorithm remains unchanged,
- the additional costs of two inner products and two SAXPY’s per iteration are negligible for most matrices,
- the convergence behavior is unchanged.

### 3. Numerical examples

The numerical examples have to demonstrate two assertions:

- the constructed rank-1 perturbation gives the desired solution independent of the loss of orthogonality,
- the modified algorithms with properly chosen $\varepsilon$ and $\lambda$ work in practice.
First, we give an example in which with full orthogonality the modified Lanczos algorithm provides us with the solution for \( Ax = b \) and \( \tilde{A}\tilde{x} = b \), where \( x = \tilde{x} \). We choose \( \varepsilon = 10^{-6} \), \( b = v_1 = e_1 \), \( w_1 = (1, 1, 1, u_4, \ldots) \) with random numbers \( u_j \) between 0 and 1, and the matrix

\[
A = \begin{pmatrix}
0 & \ldots & 0 & 1 \\
1 & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots \\
0 & \ldots & 0 & 1
\end{pmatrix}.
\]

Here, a serious breakdown occurs only in the first step \( j = 2 \). Examples with \( A \) appear often in connection with breakdowns in the Lanczos algorithm because one can easily produce a serious breakdown in one of the first iteration steps. We run the modified Lanczos algorithm with matrix size \( n = 150 \) for \( j = 2, 3, \ldots, 170 = m \) and different values of \( \Theta \) in (12). In the QMR condition we always choose \( \Omega_m \) to be the identity matrix. For other random initial vectors \( v_1 \) and \( w_1 \) with no breakdown we get in the 170th step relative residuals \( \|r_j\|/\|r_0\| \) between \( 10^{-6} \) and \( 10^{-10} \).

**Table 1.** Norm of the relative residual with exact breakdown at \( j = 2, m = 170 \)

<table>
<thead>
<tr>
<th>( \Theta )</th>
<th>( r(\tilde{A}) )</th>
<th>( r(A) ) (17)</th>
<th>( r(A) ) (18)</th>
<th>( r(A) ) (19)</th>
<th>( r(A) ) (20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>5.8E-06</td>
<td>5.8E-06</td>
<td>5.8E-06</td>
<td>4.5E-09</td>
<td>4.5E-09</td>
</tr>
<tr>
<td>100</td>
<td>5.4E-10</td>
<td>5.4E-10</td>
<td>5.4E-10</td>
<td>4.2E-10</td>
<td>4.2E-10</td>
</tr>
<tr>
<td>( 10^3 )</td>
<td>1.6E-09</td>
<td>1.6E-09</td>
<td>1.6E-09</td>
<td>2.7E-10</td>
<td>2.6E-10</td>
</tr>
<tr>
<td>( 10^4 )</td>
<td>9.7E-10</td>
<td>9.7E-10</td>
<td>9.5E-10</td>
<td>2.1E-10</td>
<td>2.0E-10</td>
</tr>
<tr>
<td>( 10^5 )</td>
<td>4.4E-08</td>
<td>4.4E-08</td>
<td>4.4E-08</td>
<td>2.5E-08</td>
<td>2.2E-08</td>
</tr>
</tbody>
</table>

In the second example, we replaced \( A \) by a perturbed matrix \( A + \delta E \), where \( E \) was a random matrix with entries between -1 and 1. Using \( \delta \), one can design near breakdowns to analyze the stability of the modified Lanczos algorithm. For \( |\delta| \) larger than \( 10^{-4} \) no breakdown occurred in the modified algorithm. For example, with \( \delta = 10^{-3} \) the solution was computed without rank-1 modification with relative residual norm \( 6.7E-06 \) for \( m = 150 \) and \( 5.0E-08 \) in the 152nd step.

**Table 2.** Norm of the relative residual with breakdown at \( j = 2, \varepsilon = 10^{-6}, \delta = 10^{-5}, \text{QMR}(20) \)

<table>
<thead>
<tr>
<th>( m/\Theta )</th>
<th>10</th>
<th>100</th>
<th>( 10^3 )</th>
<th>( 10^4 )</th>
<th>( 10^5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>1.4E-06</td>
<td>5.2E-08</td>
<td>3.6E-08</td>
<td>8.9E-10</td>
<td>0.66</td>
</tr>
<tr>
<td>151</td>
<td>1.1E-06</td>
<td>5.0E-08</td>
<td>1.7E-08</td>
<td>7.5E-10</td>
<td>0.45</td>
</tr>
<tr>
<td>152</td>
<td>1.0E-06</td>
<td>4.5E-08</td>
<td>1.7E-08</td>
<td>7.2E-10</td>
<td>1.5E-08</td>
</tr>
<tr>
<td>160</td>
<td>1.0E-06</td>
<td>3.7E-08</td>
<td>1.5E-08</td>
<td>6.9E-10</td>
<td>1.4E-09</td>
</tr>
<tr>
<td>170</td>
<td>1.0E-06</td>
<td>3.2E-08</td>
<td>1.5E-08</td>
<td>6.9E-10</td>
<td>7.2E-10</td>
</tr>
</tbody>
</table>
Both examples show how the convergence depends on the choice of $\Theta$. If $\Theta$ is too small, then the breakdown is not cured and the accuracy is not good. For $\Theta$ too large, the spectra of $\tilde{A}$ and $A$ are different, and therefore the algorithm needs more iterations.

A serious breakdown is a very rare event. But the rank-1 modification is independent of a breakdown. Hence, to show the numerical behavior, we can also introduce a rank-1 modification without breakdown; this will be called an artificial breakdown.

In the following we introduce an artificial breakdown in the 39th step. In spite of $|d_{40}| > \varepsilon$, we use a rank-1 modification of the Lanczos algorithm as if a breakdown had occurred. Here, we take as third example a matrix $A$ with 1 as antidiagonal elements and 0.5 on the first subdiagonal, $n = 150$, and $\Theta = 1000$. For $n = 5$, $A$ looks like

$$A = \begin{pmatrix} 0 & 0 & 0 & 0 & 1 \\ .5 & 0 & 0 & 1 & 0 \\ 0 & 0.5 & 1 & 0 & 0 \\ 0 & 1 & 0.5 & 0 & 0 \\ 1 & 0 & 0 & 0.5 & 0 \end{pmatrix}.$$ 

The right-hand side $b$ was chosen as a random vector of norm 1. The last column in Table 3 shows the residual with no breakdown, the other columns are the results of using an artificial breakdown for $j = 40$. So we can compare the behavior of the original and the modified Lanczos algorithm using the Galerkin method. Tables 3 and 4 show that in view of the loss of orthogonality the residual error $Ax - b$ is large while the true residual $Ax - b$ gets small.

| Table 3. Example 3 with artificial breakdown at $j = 40$ or no breakdown (last column), Galerkin method, $\Theta = 1000$ |
|---|---|---|---|---|
| $m$ | $r(A)$ | $r(A)$ (17) | $r(A)$ (18) | $r(A)$ Gal |
| 35 | $1.12E-04$ | $1.12E-04$ | $1.12E-04$ | $1.12E-04$ |
| 40 | $1.36E-06$ | $1.25E-06$ | $1.25E-06$ | $1.82E-06$ |
| 45 | $4.70E-07$ | $5.24E-07$ | $5.14E-07$ | $1.45E-07$ |
| 50 | $1.28E-08$ | $1.72E-08$ | $1.72E-08$ | $1.91E-08$ |
| 60 | $1.30E-07$ | $4.77E-10$ | $4.77E-10$ | $4.10E-10$ |
| 70 | $1.30E-07$ | $1.28E-11$ | $1.28E-11$ | $1.70E-11$ |
| 80 | $1.30E-07$ | $7.90E-12$ | $7.89E-12$ | $3.25E-12$ |

The last example differs from the preceding example by the size $n = 2000$ and $A(n, n) = 30$. This large diagonal element is introduced to have one large eigenvalue which leads to fast convergence for the corresponding eigenvector and to an early loss of the orthogonality of the Lanczos vectors. Furthermore, we introduce two artificial breakdowns at $j = 20$ and $j = 40$. The last two columns in Table 4 are for the case of no artificial breakdowns.
Table 4. Example 4 with artificial breakdown at $j = 20, 40$ or no breakdown, $\Theta = 1000$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$r(A)$</th>
<th>$r(A)$ (18)</th>
<th>$r(A)$ (20)</th>
<th>$r(A)$ Gal</th>
<th>$r(A)$ QMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>$1.1E-02$</td>
<td>$1.1E-02$</td>
<td>$1.1E-02$</td>
<td>$1.1E-02$</td>
<td>$1.1E-02$</td>
</tr>
<tr>
<td>25</td>
<td>$8.8E-04$</td>
<td>$8.8E-04$</td>
<td>$6.9E-04$</td>
<td>$8.8E-04$</td>
<td>$6.9E-04$</td>
</tr>
<tr>
<td>35</td>
<td>$4.7E-05$</td>
<td>$4.7E-05$</td>
<td>$2.9E-05$</td>
<td>$4.3E-05$</td>
<td>$2.7E-05$</td>
</tr>
<tr>
<td>45</td>
<td>$4.2E-01$</td>
<td>$2.9E-05$</td>
<td>$6.0E-05$</td>
<td>$1.1E-05$</td>
<td>$8.7E-06$</td>
</tr>
<tr>
<td>55</td>
<td>$4.2E-01$</td>
<td>$1.2E-06$</td>
<td>$3.1E-05$</td>
<td>$1.1E-06$</td>
<td>$3.0E-07$</td>
</tr>
<tr>
<td>65</td>
<td>$2.0E-07$</td>
<td>$2.0E-07$</td>
<td>$2.9E-07$</td>
<td>$6.2E-09$</td>
<td>$6.4E-09$</td>
</tr>
<tr>
<td>75</td>
<td>$4.2E-01$</td>
<td>$4.5E-09$</td>
<td>$3.1E-09$</td>
<td>$6.2E-09$</td>
<td>$9.2E-10$</td>
</tr>
</tbody>
</table>

These numerical examples show that the low-rank modification of the modified Lanczos method and also the loss of orthogonality does not change the convergence towards the desired solution $A^{-1}b$.

4. Conclusions

We have introduced a low-rank modification to the unsymmetric Lanczos algorithm. This approach can be used to cure a serious breakdown. For solving linear equations $Ax = b$, in the case of a serious breakdown in the $j$th step, one has only to replace the matrix $A$ by a rank-1 modification $\tilde{A}$ and continue the Lanczos algorithm in the $(j-1)$st step with this new matrix but using only the tridiagonal matrix without rank-1 modification to compute approximations for $A^{-1}b$. This generates directly approximate solutions for the linear equation. In exact arithmetic the algorithm would compute the solution $\tilde{A}^{-1}b = A^{-1}b$. Theoretically, and by numerical examples, we show that the loss of orthogonality of the Lanczos vectors has no influence on the convergence, and that the low-rank modified algorithm has the same convergence behavior as the original Lanczos-based method. In the case of a serious breakdown we can compute the new matrix $A$ explicitly, or we keep the rank-1 term in memory and then have to compute two additional inner products and SAXPY's in every iteration step. If we want to compute eigenvalue estimates based on the modified Lanczos algorithm, we have to compute the eigenvalues of a tridiagonal matrix plus a low-rank term.
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