AN EXTRAPOLATION METHOD FOR A CLASS OF
BOUNDARY INTEGRAL EQUATIONS
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Abstract. Boundary value problems of the third kind are converted into
boundary integral equations of the second kind with periodic logarithmic ker-
nels by using Green’s formulas. For solving the induced boundary integral
equations, a Nystr"om scheme and its extrapolation method are derived for pe-
riodic Fredholm integral equations of the second kind with logarithmic singu-
laritiy. Asymptotic expansions for the approximate solutions obtained by the
Nystr"om scheme are developed to analyze the extrapolation method. Some
computational aspects of the methods are considered, and two numerical ex-
amples are given to illustrate the acceleration of convergence.

1. Introduction and preliminaries

In this paper, we establish an extrapolation method for the boundary integral
equation induced from the boundary value problem of the third kind:
\begin{align}
\triangle u(P) &= 0, \quad P \in D, \\
\frac{\partial u(P)}{\partial n_P} &= -cu(P) + g(P), \quad P \in \Gamma := \partial D,
\end{align}
where $D$ is a bounded, simply connected open region in $\mathbb{R}^2$ with a smooth boundary
$\Gamma$. We seek a solution $u \in C^2(D) \cap C^1(\bar{D})$ for the boundary value problem (1.1)–
(1.2). In (1.2), $n_P$ denotes the exterior unit normal to $\Gamma$ at $P$, the function $g$
is assumed given and continuous on $\Gamma$, and $c$ is a positive constant. This is the
linear version of the boundary value problem considered in [5]. A survey [4] of
boundary integral equation methods in $\mathbb{R}^3$ will help the reader to get an insight into
the connection between boundary value problems and the corresponding integral
equations.

Using Green’s representation formula for harmonic functions, we show as in [5]
that the function $u$ satisfies
\begin{align}
 u(P) &= \frac{1}{2\pi} \int_{\Gamma} u(Q) \frac{\partial}{\partial n_Q} \log |P-Q| \, d\sigma(Q) - \frac{1}{2\pi} \int_{\Gamma} \frac{\partial u(Q)}{\partial n_Q} \log |P-Q| \, d\sigma(Q),
\end{align}
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for all \( P \in D \), where \( d\sigma(Q) \) denotes the differential of the line element along \( \Gamma \) with respect to the point \( Q \). Letting \( P \) tend to a point on \( \Gamma \), and using the boundary condition in (1.2), we obtain

\[
(1.4) \quad u(P) - \frac{1}{\pi} \int_{\Gamma} u(Q) \frac{\partial}{\partial n_Q} \log |P-Q|d\sigma(Q) - \frac{c}{\pi} \int_{\Gamma} u(Q) \log |P-Q|d\sigma(Q) = -\frac{1}{\pi} \int_{\Gamma} g(Q) \log |P-Q|d\sigma(Q), \quad P \in \Gamma.
\]

Then we can solve the boundary integral equation (1.4) for \( u \) on \( \Gamma \) and obtain the normal derivative from (1.2). Finally, the representation (1.3) gives equation (1.4) follows from the results of [10].

With the operator notation

\[
(1.5) \quad (Av)(P) = \frac{1}{\pi} \int_{\Gamma} v(Q) \frac{\partial}{\partial n_Q} \log |P-Q|d\sigma(Q), \quad P \in \Gamma,
\]

and

\[
(1.6) \quad (Bv)(P) = \frac{c}{\pi} \int_{\Gamma} v(Q) \log |P-Q|d\sigma(Q), \quad P \in \Gamma,
\]
equation (1.4) is written symbolically as

\[
(1.7) \quad u(P) - (Av)(P) - (Bv)(P) = -\frac{1}{c} (Bg)(P), \quad P \in \Gamma.
\]

We introduce a parametrization

\[
\mathbf{r}(t) = (\xi(t), \eta(t)), \quad 0 \leq t \leq 2\pi,
\]

for the boundary \( \Gamma \). Assume that each component of \( \mathbf{r} \) is in \( C^\infty_2(-\infty, \infty) \), the space of \( 2\pi \)-periodic functions in \( C^\infty \), with \( |\mathbf{r}'(t)| = \sqrt{\xi'(t)^2 + \eta'(t)^2} \neq 0 \) for \( 0 \leq t \leq 2\pi \).

Using this parametrization, we rewrite the operators \( A \) and \( B \) as

\[
(1.8) \quad (Av)(t) = \frac{1}{\pi} \int_0^{2\pi} \frac{\eta'(s)(\xi(s) - \xi(t)) - \xi'(s)(\eta(s) - \eta(t))}{[\xi(s) - \xi(t)]^2 + [\eta(s) - \eta(t)]^2} v(s)ds
\]

and

\[
(1.9) \quad (Bv)(t) = \frac{c}{\pi} \int_0^{2\pi} v(s)|\mathbf{r}'(s)| \log |\mathbf{r}(t) - \mathbf{r}(s)|ds
\]

\[
= \frac{c}{\pi} \int_0^{2\pi} v(s)|\mathbf{r}'(s)| \log \left[ \frac{|\mathbf{r}(t) - \mathbf{r}(s)|}{|t-s|} \right] ds
\]

\[
+ \frac{c}{\pi} \int_0^{2\pi} v(s)|\mathbf{r}'(s)| \log \left[ \frac{|\mathbf{r}(t) - \mathbf{r}(s)|}{|t-s|} \right] ds
\]

for \( v \in C^2_{2\pi} [0, 2\pi] \), where \( C^2_{2\pi} [0, 2\pi] \) denotes the subspace of \( 2\pi \)-periodic functions in \( C^2(0, 2\pi) \). We denote by \( a(t,s) \) the kernel of the operator \( A \). When \( s = t + 2\pi l \) with an integer \( l \), then

\[
a(t, t + 2\pi l) = \frac{\xi'(t)\eta''(t) - \eta'(t)\xi''(t)}{2\pi[\xi'(t)^2 + \eta'(t)^2]}.
\]
Moreover, $a(t,s)$ is in $C^\infty_{2\pi}(-\infty,\infty)$. In fact, it is clear that for $s \neq t + 2\pi$, $a(t,s)$ is infinitely many times differentiable. To see that it is also differentiable at $s = t + 2\pi$, we consider both numerator and denominator of $a(t,s)$ as functions of $s$ and represent them by their Taylor expansions at $s = t + 2\pi$. Then we find

$$a(t,s) = \frac{1}{2}(\eta'(t)\xi'(t) - \xi''(t)\eta'(t) + O(s - (t + 2\pi))}{\xi''(t)^2 + \eta'(t)^2 + O(s - (t + 2\pi))}. $$

Since the denominator of the right-hand side converges to $\xi'(t)^2 + \eta'(t)^2 \neq 0$ as $s \to t + 2\pi$, one can see that for any integer $n \geq 0$ the $n$th derivative of the right-hand side of the above equation at $s = t + 2\pi$ exists. Since $\xi$ and $\eta$ are $2\pi$-periodic, $a(t,s)$ is $2\pi$-periodic. Hence, we conclude that $a(t,s)$ is in $C^\infty_{2\pi}(-\infty,\infty)$. In (1.9), $\log|t-s|$ has a singularity along the diagonal, $\log|2\pi - s + t|$ and $\log|2\pi - t + s|$ have singularities at $s = t + 2\pi$ and $s = t - 2\pi$, respectively. Let

$$b(t,s) := \log\left[\frac{|r(t) - r(s)|}{|t-s||2\pi - s + t||2\pi - t + s|}\right].$$

Then it can be proved that

$$b(t,s) \in \hat{C}^\infty := C^\infty(\{(t,s) : |t-s| \leq 3\pi, t \in (-\infty,\infty)\}).$$

In fact, for $s \neq t, t + 2\pi, t - 2\pi$, $b(t,s)$ is infinitely many times differentiable. To see that it is also infinitely many times differentiable at $s = t$, we consider $|r(t) - r(s)|^2$ as a function of $s$ and represent it by its Taylor expansion at $s = t$; we find

$$b(t,s) = \frac{1}{2} \log\left[\frac{\xi'(t)^2 + \eta'(t)^2 + O(s - t)}{(2\pi - s + t)^2(2\pi - t + s)^2}\right].$$

Clearly, the right-hand side of the above equation is infinitely many times differentiable at $s = t$. Similarly, one can see that $b(t,s)$ is also infinitely many times differentiable at $s = t + 2\pi$ and $s = t - 2\pi$.

Let $K = A + B$. For $v \in C^\infty_{2\pi}[0,2\pi]$, we have

$$(Kv)(t) = \int_0^{2\pi} k(t,s)v(s)ds,$$

where

$$k(t,s) = \frac{C}{|r'(s)|} \log|t-s| + \frac{C}{\pi} |r'(s)| \log|2\pi - s + t| + \frac{C}{\pi} |r'(s)| \log|2\pi - t + s|$$

$$+ \left\{\frac{C}{\pi} |r'(s)| \log\left[\frac{|r(t) - r(s)|}{|t-s||2\pi - s + t||2\pi - t + s|}\right]\right\} + \frac{1}{\pi} \frac{\eta'(s)[\xi(s) - \xi(t)] - \xi'(s)[\eta(s) - \eta(t)]}{[\xi(s) - \xi(t)]^2 + [\eta(s) - \eta(t)]^2}, \quad t, s \in [0,2\pi].$$

In operator notation, equation (1.7) becomes

$$u(r(t)) - (K(u \circ r))(t) = -\frac{1}{c}(B(g \circ r))(t), \quad t \in [0,2\pi].$$
The following lemma gives the differentiability of the function on the right-hand side of (1.10). We denote by \( C_{2\pi}^n (-\infty, \infty) \) the subspace of \( 2\pi \) periodic functions in \( C^n (-\infty, \infty) \).

**Lemma 1.1.** If \((g \circ r) \in C_{2\pi}^n (-\infty, \infty)\), then \( B(g \circ r) \in C_{2\pi}^n (-\infty, \infty) \).

**Proof.** Let \( F(s) = g(r(s)) |r'(s)| \). Applying the operator \( B \) to \((g \circ r)\) yields

\[
(B(g \circ r))(t) = \frac{c}{\pi} \int_0^{2\pi} F(s) \log |r(t) - r(s)| ds.
\]

Since \( F(s) \log |r(t) - r(s)| \) is periodic in both \( t \) and \( s \) with period \( 2\pi \), \( B(g \circ r) \) is periodic with period \( 2\pi \). We shall complete our proof by showing that for any \( \alpha \in R \), we have \( B(g \circ r) \in C^n(\alpha, 2\pi + \alpha) \), which evidently implies the conclusion of the lemma. Noticing the periodicity of \( F(s) \log |r(t) - r(s)| \), we have

\[
(B(g \circ r))(t) = \frac{c}{\pi} \int_0^{2\pi + \alpha} F(s) \log |r(t) - r(s)| ds, \quad t \in (\alpha, 2\pi + \alpha),
\]

that is,

\[
(B(g \circ r))(t) = \frac{c}{\pi} \int_0^{2\pi + \alpha} F(s) \{ \log |t-s| + \log |2\pi - s + t| + \log |2\pi - t + s| \} ds \nonumber
\]

\[
+ \frac{c}{\pi} \int_0^{2\pi + \alpha} F(s) \log \left[ \frac{|r(t) - r(s)|}{|t-s||2\pi - s + t||2\pi - t + s|} \right] ds,
\]

\( t \in (\alpha, 2\pi + \alpha) \).

It has been proved that the kernel \( b(t, s) \) of the last integral in the right-hand side of the equation above is in \( C^\infty \). Hence, the function defined by this integral is in \( C^n(\alpha, 2\pi + \alpha) \). We need only prove that the function \( I(t) \) defined by the first integral of the equation above is in \( C^n(\alpha, 2\pi + \alpha) \). Notice that

\[
I(t) = \int_{t-2\pi}^{t-\alpha} F(t-s) \log |s| ds + \int_{t-\alpha}^{2\pi + t-\alpha} F(2\pi + t-s) \log |s| ds \nonumber
\]

\[
+ \int_{2\pi-t+\alpha}^{4\pi-t+\alpha} F(s-2\pi + t) \log |s| ds.
\]

Then it suffices to prove the following formula: for \( t \in (\alpha, 2\pi + \alpha) \),

\[
\frac{d^i I}{dt^i} = \int_{t-2\pi}^{t-\alpha} F^{(i)}(t-s) \log |s| ds + \int_{t-\alpha}^{2\pi + t-\alpha} F^{(i)}(2\pi + t-s) \log |s| ds 
\]

\[
+ \int_{2\pi-t+\alpha}^{4\pi-t+\alpha} F^{(i)}(s-2\pi + t) \log |s| ds + x_i(t), \quad i = 0, 1, \ldots, n,
\]

where \( x_i \) is some function in \( C^\infty [\alpha, 2\pi + \alpha] \). This formula holds trivially for \( i = 0 \) with \( x_0 = 0 \). We assume that it holds for some integer \( i \) and prove that it holds for
The kernel in (1.11) takes the form

\[ \frac{d}{dt} \int_{t-2\pi+\alpha}^{t+\alpha} F^{(i)}(t-s) \log |s| ds \]

\[ = \int_{t-2\pi+\alpha}^{t+\alpha} F^{(i+1)}(t-s) \log |s| ds + F^{(i)}(t-\alpha) \log |t-a - F^{(i)}(2\pi + \alpha) \log |t-2\pi-a|, \]

\[ = \int_{t-\alpha}^{t+\alpha} F^{(i)}(2\pi + t-s) \log |s| ds \]

\[ = \int_{t-\alpha}^{t+\alpha} F^{(i)}(2\pi + t-s) \log |s| ds + F^{(i)}(\alpha) \log |2\pi + t - \alpha| - F^{(i)}(2\pi + \alpha) \log |t-\alpha| \]

and

\[ = \int_{t-\alpha}^{t+\alpha} F^{(i)}(s-2\pi + t) \log |s| ds \]

\[ = \int_{t-\alpha}^{t+\alpha} F^{(i+1)}(s - 2\pi + t) \log |s| ds - F^{(i)}(2\pi + \alpha) \log |4\pi - t + \alpha| + F^{(i)}(\alpha) \log |2\pi - t + \alpha|. \]

Then, by the periodicity of \( F \) and these identities, we have that for \( t \in (\alpha, 2\pi + \alpha) \),

\[ \frac{d^{i+1} F}{dt^{i+1}} = \int_{t-2\pi+\alpha}^{t+\alpha} F^{(i+1)}(t-s) \log |s| ds + \int_{t-\alpha}^{t+\alpha} F^{(i+1)}(2\pi + t-s) \log |s| ds \]

\[ + \int_{t-\alpha}^{t+\alpha} F^{(i+1)}(s-2\pi + t) \log |s| ds + x_{i+1}(t), \]

where

\[ x_{i+1}(t) = x_i'(t) + F^{(i)}(\alpha) \log \left( \frac{2\pi + t - \alpha}{4\pi - t + \alpha} \right), \]

which is in \( C^\infty[\alpha, 2\pi + \alpha] \). This completes the proof of the formula and the lemma as well.

Since (1.10) is a Fredholm integral equation of the second kind, we consider the following Fredholm integral equations in a more general setting that includes equation (1.10) as a special case:

(1.11) \[ \phi(t) - \lambda \int_a^b k(t, s) \phi(s) ds = f(t), \quad a \leq t \leq b. \]

The kernel in (1.11) takes the form

\[ k(t, s) = H_1(t, s) \log(|t-s|) + H_2(t, s) \log(|T-s+t|) \]

\[ + H_3(t, s) \log(|T-t+s|) + H_4(t, s), \]

where \( T = b - a \). Let \( m \geq 1 \) be an integer. We assume that

\[ H_1, H_4 \in C^{2m}(\{(t, s) : |t-s| \leq \frac{3}{2} T, t \in (-\infty, \infty)\}), \]

\[ H_2 \in C^{2m}(\{(t, s) : -2T \leq s-t \leq \frac{5}{2} T, t \in (-\infty, \infty)\}), \]
and
\[ H_3 \in C^{2m}(\{(t,s) : \frac{-5}{2}T \leq s-t \leq 2T, t \in (-\infty, \infty)\}) \]
are chosen so that the kernel \( k \) is periodic in both \( t \) and \( s \) with period \( T \). In addition, we assume that \( H_1(t,t), H_2(t,t), H_3(t,t), \) and \( H_4(t,t) \) are periodic in \( t \) with the same period \( T \). The function \( f \) on the right-hand side is also assumed to be periodic in \( t \) with period \( T \) and in \( C^{2m}(-\infty, \infty) \). We remark that a solution of equation (1.11) is also periodic with period \( T \), since
\[
\phi(a) = \lambda \int_a^b k(a,s) \phi(s) ds + f(a) = \lambda \int_a^b k(a+T,s) \phi(s) ds + f(a+T) = \lambda \int_a^b k(b,s) \phi(s) ds + f(b) = \phi(b).
\]

Clearly, equation (1.10) satisfies all conditions on (1.11) if \( g \) in (1.2) is in \( C^{2m}(\Gamma) \). Let \( C_T[a,b] \) be the space of continuous periodic functions on \( [a,b] \) with period \( T \) with the uniform norm \( \| \cdot \| \). Then \( C_T[a,b] \) is a Banach space. We now define an operator \( K : C_T[a,b] \rightarrow C_T[a,b] \) by
\[
(K\phi)(t) = \int_a^b k(t,s) \phi(s) ds \quad \text{for } \phi \in C_T[a,b].
\]
In operator notation, equation (1.11) can be written as
\[
\phi - \lambda K\phi = f.
\]
Clearly, \( K \) is a compact operator in \( C_T[a,b] \), with a weakly singular kernel. If \( \lambda \) is not an eigenvalue of the operator \( K \), then equation (1.11) has a unique solution in \( C_T[a,b] \) [1, 2, 3].

In general, the solution of equation (1.11) is as smooth as \( f \) is in the interior of \( (a,b) \), but may have mild singularity at the endpoints \( a \) and \( b \), namely, the derivative of \( \phi \) may be unbounded at \( a \) and \( b \) (see [11]). However, as argued in [13], the periodicity property of \( \phi \) ensures that \( \phi \) has no singularity at either endpoint, and then \( \phi \) is as smooth as \( f \) is in \( (-\infty, \infty) \). In fact, since \( k, f \) and \( \phi \) are all periodic with period \( T \), the limits \( a \) and \( b \) in (1.11) can be replaced by \( a' \) and \( b' \) respectively, with \( b' - a' = T \). In particular, choose a pair \( a', b' \) with \( b' - a' = T \) such that \( a \in (a', b') \) and replace \( a \) and \( b \) in (1.11) by \( a' \) and \( b' \), respectively. Then the solution \( \phi \) of (1.11) is as smooth as \( f \) is at \( a \), since \( a \) is an interior point of the interval \([a', b']\). Similarly, we prove that \( \phi \) is as smooth as \( f \) is at \( b \). As a result, we conclude that \( \phi \) is as smooth as \( f \) is on \( (-\infty, \infty) \).

In this paper, we derive an extrapolation scheme for the approximate solutions of (1.11) obtained by Nyström methods with a subdivision of the given partition. An asymptotic expansion for such approximate solutions is presented. The paper is organized as follows: in §2, we derive the Nyström method by using a quadrature formula of Sidi and Israeli, state the main theorem of this paper that gives an asymptotic expansion of approximate solutions, and derive the extrapolation scheme by using this asymptotic expansion. In §3, we prove two different convergence properties of the approximate operators. In §4, we give the proof for the
main theorem stated in §2. In §5, some computational aspects of the Nyström method are considered and two numerical examples are presented to illustrate the theoretical estimates for the extrapolation scheme.

2. Nyström scheme and extrapolation methods

In this section, we present a Nyström scheme and its extrapolation method and state the main theorem of this paper. We first recall a known result of Sidi and Israeli that will be used to establish the Nyström method on the basis of which the extrapolation procedure is defined.

Let \( s_j = a + jh, \ j = 0, 1, \ldots, n, \ h = (b - a)/n, \) where \( n \) is a positive integer. Let \( t \in [a, b] \) be fixed. The following Theorem 2.1 can be found in [12, 13]. Some early work on Euler-Maclaurin expansions for integrals with singularity may be found in [8, 9], and a general extrapolation method is discussed in [7].

**Theorem 2.1 (Sidi and Israeli).** Let \( m > 1 \) be an integer. Let \( t \) be one of the points in \( S_{n-1} := \{ s_1, s_2, \ldots, s_{n-1} \} \).

Assume that \( \hat{g} \in C^{2m}[a, b] \). Let

\[
G(s) = |s - t|^\beta \log(|s - t|) \hat{g}(s), \ \beta > -1.
\]

Then

\[
\int_a^b G(s) ds = \frac{h}{2} (G(s_0) + G(s_n)) + h \sum_{j=1, s_j \neq t}^{n-1} G(s_j)
\]

\[
+ \sum_{\mu=1}^{m-1} \frac{B_{2\mu}}{(2\mu)!} \left[ G^{(2\mu-1)}(a) - G^{(2\mu-1)}(b) \right] h^{2\mu}
\]

\[
- 2 \sum_{\mu=0}^{m-1} \left[ -\zeta'(-\beta - 2\mu) + \zeta(-\beta - 2\mu) \log(h) \right] \frac{\hat{g}^{(2\mu)}(t)}{(2\mu)!} h^{2\mu + \beta + 1}
\]

\[
+ O(h^{2m}), \ h \to 0,
\]

where \( \zeta(\tau) \) denotes the Riemann zeta function defined for \( \text{Re} \tau > 1 \) by \( \zeta(\tau) = \sum_{n=1}^{\infty} \frac{1}{n^\tau} \) and \( B_{2\mu} \) are the Bernoulli numbers.

Using this result, we develop a generalized Euler-Maclaurin formula on which our Nyström scheme and extrapolation method are based.

**Theorem 2.2.** Let \( m > 1 \) be an integer and \( t \in [a, b] \) be fixed. Assume that \( g_1, g_2 \in C^{2m}[a - \frac{T}{2}, b + \frac{T}{2}], \ g_2 \in C^{2m}[a - \frac{T}{2}, b + \frac{T}{2}], \) and \( g_3 \in C^{2m}[a - \frac{T}{2}, b + \frac{T}{2}]. \)

Let

\[
G(s) = \log(|s - t|)g_1(s) + \log(|T - s + t|)g_2(s) + \log(|T - t + s|)g_3(s) + g_4(s),
\]
and assume that $G$ is periodic with period $T$ on $\tilde{R} = (-\infty, \infty) \setminus \{t+kT\}_{k=\infty}$. Then

\begin{equation}
(2.1) \int_a^b G(s)ds = h \sum_{j \neq 0, a < t + jh \leq b} G(t + jh) + g_1(t)h \log \left( \frac{h}{2\pi} \right) + h(g_2(t) + g_3(t)) \log(T) + \sum_{\mu = 1}^{m-1} \frac{1}{(2\mu)!} g_1^{(2\mu)}(t)h^{2\mu+1} + O(h^{2m}), \ h \to 0.
\end{equation}

**Proof.** First, we prove that the theorem holds if $t \in S_{n-1}$. Denote

$$ G_1(s) = \log(|t-s|)g_1(s), $$

$$ G_2(s) = \log(|s-(T+t)|)g_2(s) $$

and

$$ G_3(s) = \log(|s-(t-T)|)g_3(s). $$

We rewrite

$$ \int_a^b \log(|T-s+t|)g_2(s)ds = \int_a^{b+T} G_2(s)ds - \int_b^{b+T} G_2(s)ds $$

and

$$ \int_a^b \log(|T-t+s|)g_3(s)ds = \int_a^{a-T} G_3(s)ds - \int_b^{b-T} G_3(s)ds, $$

so that the singular point of each integral is always within the lower and upper limits. Applying Theorem 2.1 with $\beta = 0$ to each of the integrals $\int_a^b G_1(s)ds$, $\int_a^{b+T} G_2(s)ds$, $\int_b^{b+T} G_2(s)ds$, $\int_{a-T}^b G_3(s)ds$, and $\int_{b-T}^a G_3(s)ds$, and applying the usual Euler-Maclaurin formula to $\int_a^b g_4(s)ds$, we have

$$ \int_a^b G(s)ds = \frac{h}{2}(G(s_0) + G(s_n)) + h \sum_{j=1, j \neq t}^{n-1} G(s_j) + h(g_2(t) + g_3(t)) \log(T) + \sum_{\mu = 1}^{m-1} \frac{B_{2\mu}}{(2\mu)!} \left[ G^{(2\mu-1)}(a) - G^{(2\mu-1)}(b) \right] h^{2\mu} $$

$$ + \sum_{\mu = 0}^{m-1} \frac{-2}{(2\mu)!} \left[ -\zeta'(2\mu) + \zeta(-2\mu) \log(h) \right] g_1^{(2\mu)}(t)h^{2\mu+1} + O(h^{2m}). $$

By using the periodicity of $G$ and noticing that $\zeta(0) = -1/2$, $\zeta(-2\mu) = 0$ for $\mu = 1, 2, \ldots$, and $\zeta'(0) = -1/2 \log(2\pi)$, we have

$$ \int_a^b G(s)ds = h \sum_{j=1, j \neq t}^{n} G(s_j) + g_1(t)h \log \left( \frac{h}{2\pi} \right) + h(g_2(t) + g_3(t)) \log(T) + h g_4(t) $$

$$ + 2 \sum_{\mu = 1}^{m-1} \frac{-\zeta'(2\mu)}{(2\mu)!} g_1^{(2\mu)}(t)h^{2\mu+1} + O(h^{2m}). $$
Since $t$ is one of the points in $S_{n-1}$, we have
\[ \sum_{j=1, s_j \neq t}^n G(s_j) = \sum_{j \neq 0, a < t + jh \leq b} G(t + jh). \]
Hence, for $t \in S_{n-1}$ we have established formula (2.1).

If $t \in [a, b] \setminus S_{n-1}$, we choose an interval $[a', b']$ with $b' - a' = T$ such that $t$ coincides with one of the points in
\[ S_{n-1}' := \{ s_j' : j = 1, \ldots, n - 1 \} \]
with $s_j' = a' + jh$. By the periodicity of $G$, we have
\[ \int_a^b G(s)ds = \int_{a'}^{b'} G(s)ds. \]
Since $t \in [a, b]$, if $h \leq \frac{T}{2}$, we can choose $a', b'$ such that $a - \frac{T}{2} \leq a', b' \leq b + \frac{T}{2}$.
Because we have proved in the last paragraph that formula (2.1) with $a$ and $b$ replaced by $a'$ and $b'$ holds for $t \in S_{n-1}'$, applying the formula to the integral $\int_{a'}^{b'} G(s)ds$ gives
\[ \int_a^b G(s)ds = h \sum_{j \neq 0, a' < t + jh \leq b'} G(t + jh) + g_1(t)h \log \left( \frac{h}{2\pi} \right) + h(g_2(t) + g_3(t)) \log(T) + h g_4(t) + 2 \sum_{\mu=1}^{m-1} \frac{\zeta(2\mu)}{(2\mu)!} g_1(2\mu)(t)h^{2\mu+1} + O(h^{2m}), \quad h \to 0. \]
Again, by the periodicity of $G$, we have that
\[ \sum_{j \neq 0, a < t + jh \leq b} G(t + jh) = \sum_{j \neq 0, a < t + jh \leq b} G(t + jh). \]
This completes our proof. \hfill \Box

In Theorem 2.2, we assume that $m > 1$ in order to have a complete expansion as given above. If $m = 1$, then it can be verified (see [8, 9]) that the following asymptotic expansion holds:
\[ \int_a^b G(s)ds = h \sum_{j \neq 0, a < t + jh \leq b} G(t + jh) + g_1(t)h \log \left( \frac{h}{2\pi} \right) + h(g_2(t) + g_3(t)) \log(T) + h g_4(t) + O(h^2), \quad h \to 0. \]

We now use Theorem 2.2 to develop the Nyström scheme for solving equation (1.11). Let $K$ be the integral operator defined by (1.12) with $H_i$, $i = 1, 2, 3, 4$, given in §1 and $\phi$ the solution of equation (1.11). Applying Theorem 2.2 to $G(s) = k(t, s)\phi(s)$ yields
\[
(K\phi)(t) = h \sum_{j \neq 0, a < t + jh \leq b} k(t + jh, s)\phi(t) + H_1(t, t)\phi(t)h \log \left( \frac{h}{2\pi} \right) + h(H_2(t, t) + H_3(t, t)) \log(T)\phi(t) + hH_4(t, t)\phi(t) + 2 \sum_{\mu=1}^{m-1} \frac{\zeta(-2\mu)}{(2\mu)!} \frac{\partial^{2\mu}}{\partial s^{2\mu}} [H_1(t, s)\phi(s)]_{s=t} h^{2\mu+1} + O(h^{2m}).
\]
For each positive integer \( n \), we define an operator \( K_n : C_T[a, b] \rightarrow C_T[a, b] \) by
\[
(K_n \phi)(t) = h \sum_{j \neq 0, a < t + jh \leq b} k(t, t + jh)\phi(t + jh) + H_1(t, t)\phi(t)h\log \left( \frac{h}{2\pi} \right) + h(H_2(t, t) + H_3(t, t))\log(T)\phi(t) + hH_4(t, t)\phi(t),
\]
where \( h = (b - a)/n \). Then, \( K_n \) approximates \( K \) with truncation error
\[
(K \phi)(t) = (K_n \phi)(t) + 2 \sum_{\mu=1}^{m-1} \frac{\zeta'(-2\mu)}{(2\mu)!} \frac{\partial^{2\mu}T}{\partial s^{2\mu}}[H_1(t, s)\phi(s)]_{s=t}h^{2\mu+1} + O(h^{2m}), \quad \phi \in C_T^m(-\infty, \infty),
\]
where we use \( C_T^m(-\infty, \infty) \) to denote the space of \( T \)-periodic functions in \( C_T^m(-\infty, \infty) \).

Equation (2.4) is called the Nyström scheme for solving equation (1.11), and a solution of (2.4) is called a Nyström solution for equation (1.11). This equation is the one we use to generate approximate solutions \( \phi_n \) to the solution of (1.11). In the next section, we will show that the operators \( K_n \) are uniformly bounded with respect to \( n \). If \( \|\lambda K_n\| < 1 \), then equation (2.4) has a unique solution and the solution is continuously dependent on the right-hand side. This condition can be weakened by assuming \( \| (I - \lambda K)^{-1} \lambda (K - K_n) \| < 1 \). Since our main interest of this paper is to study the asymptotic analysis for the solution of (2.4), we will simply assume, without further mentioning, that \( (I - \lambda K_n)^{-1} \) exists and is uniformly bounded for sufficiently large \( n \). More discussion about the computational issues of equation (2.4) will be given in §5.

We now state the main result of this paper, which gives an asymptotic expansion of the Nyström solution \( \phi_n \). The proof of this theorem is given in §4.

**Theorem 2.3.** Let \( \phi \) be the solution of equation (1.11) and \( \phi_n \) the solution of equation (2.4). Suppose that \( \left[ \frac{\partial^m}{\partial t^m} H_1(t, s) \right]_{s=t} \) is a periodic function of \( t \) with period \( T \), for \( i = 1, 2, \ldots, 2m - 2 \). Then the following asymptotic expansion for \( \phi_n \) holds:
\[
\phi_n(t) = \phi(t) - v_3(t)h^3 - \sum_{q=5}^{2m-1} v_q(t)h^q + O(h^{2m}), \quad t \in [a, b],
\]
where \( v_q \) are some functions independent of \( h \).

We remark that a sufficient condition for \( \left[ \frac{\partial^m}{\partial t^m} H_1(t, s) \right]_{s=t} \) being periodic is that \( H_1(t, s) \) is periodic in both \( t \) and \( s \).

Theorem 2.3 suggests the following extrapolation algorithm for \( \phi_n \): For each \( t \in [a, b] \), define
\[
\phi_{n,0}(t) = \phi_n(t),
\]
\[
\phi_{n,1}(t) = \frac{8\phi_{2n,0}(t) - \phi_{n,0}(t)}{7}.
\]
and
\[ \phi_{n,\ell}(t) = \frac{2^{\ell+3}\phi_{2n,\ell-1}(t) - \phi_{n,\ell-1}(t)}{2^{\ell+3} - 1}, \quad \ell = 2, 3, \ldots. \]

From Theorem 2.3, we obtain immediately the order of convergence for the \( \ell \)th extrapolated approximate solutions \( \phi_{n,\ell} \). This result is summarized in the following theorem.

**Theorem 2.4.** Suppose that the conditions of Theorem 2.3 hold. Then
\[ \phi_{n,\ell}(t) = \phi(t) + \sum_{j=\ell+4}^{2m-1} \nu_{\ell,j}(t)h^j + O(h^{2m}), \quad t \in [a, b], \quad \ell = 1, 2, \ldots, \]
where \( \nu_{\ell,j} \) are functions independent of \( h \).

It follows from Theorem 2.4 that the first extrapolation increases the convergence order from 3 to 5, and after the first step each extrapolation increases the convergence order by one.

### 3. Convergence properties of \( K_n \)

In this section, we study some properties of the approximate operators \( K_n \) defined by (2.2), including pointwise convergence and uniform convergence of \( (K_n\phi)(t) \) for \( t \in [a, b] \). These results are needed for our further development, and they are of independent interest as well.

We first prove the pointwise convergence of \( (K_n\phi)(t) \), for every \( \phi \in C_T[a, b] \), in \([a, b]\). To do this, we introduce some additional notation and state a known result. Let \( M \) designate the class of functions \( \hat{g} \geq 0 \) which are continuous and nondecreasing in \([a, b']\) and such that
\[ \lim_{t \to b'} \int_a^t \hat{g}(s)ds < \infty. \]
Let \( BM \) designate the class of functions \( y \) that are continuous in \([a', b']\) and such that for each \( y \) we can find a \( \hat{g} \in M \) with \( |y(s)| \leq \hat{g}(s) \) for \( s \in [a', b'] \). Define a sequence of quadrature formulas for a function \( y \) by
\[ Q_n(y) = \sum_{k=1}^n w_{nk}y(s_{nk}), \]
where
\[ a' \leq s_{nn} < s_{n,n-1} < \cdots < s_{n1} < s_{n0} = b'. \]

The following theorem of Rabinowitz can be found in [6, p. 182].

**Theorem 3.1.** Suppose that
\[ \lim_{n \to \infty} Q_n(y) = \int_{a'}^{b'} y(s)ds \]
for all \( y \in C[a', b'] \) and that there exists a constant \( c > 0 \) such that
\[ |w_{nk}| \leq c(s_{n,k-1} - s_{nk}) \]
for all sufficiently large \( n \) and for all \( k \) such that
\[ |s_{nk} - b'| < \delta \]
for some fixed \( \delta > 0 \). Then equation (3.1) holds for all \( y \in BM \).
Then, from equation (2.2) we have

$$\tag{3.3}$$

$$h$$

Since the last three terms vanish if $$h \to 0$$, it is sufficient to show that $$(\hat{K}_n \phi)(t)$$ converges to $$(K \phi)(t)$$ pointwise. By making use of the periodicity of $$K$$ and $$\phi$$, we rewrite

$$\tag{3.2}$$

Equivalently,

$$\tag{3.2'}$$

Now we rewrite $$(\hat{K}_n \phi)(t)$$, according to equation (3.2) by using the periodicity, as

$$\tag{3.3}$$

that is,

$$\tag{3.3'}$$

Since the integrands of the second and fourth integrals on the right-hand side of equation (3.2') are continuous on $$[t - T, t]$$, the second and fourth summations on the right-hand side of (3.3') converge to the corresponding integrals, respectively.
The integrand of the first integral on the right-hand side of (3.2') has a singularity at \( s = t \), and the first summation on the right-hand side of (3.3') defines a quadrature formula \( Q_n(y') \), where \( y(s) = H_1(t, s) \log(|t - s|)\phi(s) \), for the first integral \( \int_{-t}^{-t+T} y(s)ds \) on the right-hand side of (3.2'). It is clear that if the integrand of this integral is replaced by a continuous function, the corresponding quadrature converges to the integral. By Theorem 3.1, in order to show \( Q_n(y) \to \int_{-t}^{-t+T} y(s)ds \), we need only prove \( y \in BM \). If \( T = b - a \leq 1 \), then

\[
|y(s)| \leq \max_{t-T \leq s \leq t} |H_1(t, s)\phi(s)||\log(|t - s|)|,
\]

and the function on the right-hand side is in class \( M \). Hence, in both cases we conclude that

\[
\frac{\int_{-t}^{-t+T} y(s)ds}{\int_{-t}^{-t+T} g_t(s)dy(s)} \to 1.
\]

For the first integral on the right-hand side of (3.2'), the integrand of the first integral on the right-hand side of (3.2') has a singularity at \( s \). If \( T = b - a > 1 \), then

\[
|y(s)| \leq \max_{t-T \leq s \leq t} |H_1(t, s)\phi(s)|g_t(s),
\]

where

\[
g_t(s) = \begin{cases} 
\log(T) & \text{if } s \in [t-T, t-1], \\
|\log(|t-s|)| + \log(T) & \text{if } s \in (t-1, t).
\end{cases}
\]

It can be shown that the function on the right-hand side is in class \( BM \). Hence, in both cases we conclude that \( y(s) \) as a function of \( s \) is in class \( BM \). By Theorem 3.1, the first summation on the right-hand side of (3.3') converges to the first integral on the right-hand side of (3.2'). Notice that the third integral on the right-hand side of (3.2') can be rewritten as

\[
\int_{-t}^{-t+T} \log(|T - s|)H_3(t, -s)\phi(-s)ds,
\]

whose integrand has a singularity at \( s = -t + T \), and the third summation on the right-hand side of (3.3') can be rewritten as

\[
h \sum_{j=1}^{n-1} H_3(t, -(t+T-jh))\log(|T - s - (t+T-jh)|)\phi(-s) \to \int_{-t}^{-t+T} y^*(s)ds.
\]

which defines a quadrature \( Q_n(y^*) \), where \( y^*(s) = \log(|T - s|)H_3(t, -s)\phi(-s) \), for \( \int_{-t}^{-t+T} y^*(s)ds \). As seen before, we need only show \( y^* \in BM \) in order to conclude that \( Q_n(y^*) \to \int_{-t}^{-t+T} y^*(s)ds \) and then in turn conclude that the third summation on the right-hand side of (3.3') converges to the third integral on the right-hand side of (3.2'). If \( T = b - a \leq 1 \), then

\[
|y^*(s)| \leq \max_{-t \leq s \leq t} |H_3(t, -s)\phi(-s)||\log(|T - s|)|,
\]

and the function on the right-hand side is in class \( M \). If \( T = b - a > 1 \), then

\[
|y^*(s)| \leq \max_{-t \leq s \leq t} |H_3(t, -s)\phi(-s)|g^*_t(s),
\]

where

\[
g^*_t(s) = \begin{cases} 
\log(T) & \text{if } s \in [-t, t+T-1], \\
|\log(|T - s|)| + \log(T) & \text{if } s \in (-t+T-1, t+T).
\end{cases}
\]

It can be shown that the function on the right-hand side is in class \( BM \). Hence, in both cases we conclude that \( y^*(s) \) as a function of \( s \) is in class \( BM \). It follows from the above derivation that \( (K_n\phi)(t) \) converges to \( (K\phi)(t) \) pointwise for \( t \in [a, b] \). The proof is complete.
We now establish the uniform convergence of \(\{(K_n \phi)(t)\}\) for \(t \in [a,b]\). To this end, we need the following three lemmas.

**Lemma 3.3.** Let \(n\) be a positive integer. Then

\[
\sum_{j=1}^{n} \frac{1}{n} \left| \log \left( \frac{j}{n} \right) \right| \leq 1. \tag{3.4}
\]

*Proof.* Since \(-\log(s)\) is decreasing and nonnegative on \((0,1]\), we have

\[
\sum_{j=1}^{n} \frac{1}{n} \left| \log \left( \frac{j}{n} \right) \right| = \sum_{j=1}^{n} \frac{1}{n} \left( -\log \left( \frac{j}{n} \right) \right) \leq \int_{0}^{1} -\log(s)\, ds = 1. \quad \Box
\]

For any positive integer \(n\), we rewrite the operators \(K_n\), using the periodicity property of \(k\) and \(\phi\), in the following way:

\[
(K_n \phi)(t) = \sum_{j=1}^{n-1} k(t, t + jh) \phi(t + jh) + H_1(t, t) \phi(t) h \log \left( \frac{h}{2\pi} \right) + h(H_2(t, t) + H_3(t, t)) \log(T) \phi(t) + hH_4(t, t) \phi(t). \tag{3.5}
\]

**Lemma 3.4.** The sequence \(\{\|K_n\|\}\) is bounded.

*Proof.* By equation (3.5), there holds, for all \(t \in [a,b]\),

\[
|(K_n \phi)(t)| \leq \sum_{j=1}^{n-1} |hk(t, t + jh)||\phi|| + h \left| \log \left( \frac{h}{2\pi} \right) \right| M_1 ||\phi|| + h(M_2 + M_3) |\log(T)||\phi|| + hM_4 ||\phi||,
\]

where

\[
M_j = \max_{|t-s| \leq T, t \in [a,b]} |H_j(t, s)|, \quad j = 1, 2, 3, 4.
\]

Since

\[
s \log \left( \frac{s}{2\pi} \right) \to 0 \quad \text{as} \quad s \to 0^+
\]

and \(h = \frac{b-a}{n}\), there exists a positive constant \(C_1\) such that \(h \log \left( \frac{h}{2\pi} \right) \leq C_1\) for all \(n\). Thus,

\[
|(K_n \phi)(t)| \leq \left( \sum_{j=1}^{n-1} |hk(t, t + jh)| + C_1 M_1 + (M_2 + M_3) |\log(T)|(b - a) + M_4 (b - a) \right) ||\phi||.
\]
Using the expression for $k(t, t + jh)$, we conclude
\[
\sum_{j=1}^{n-1} |hk(t, t + jh)| \leq M_1 \sum_{j=1}^{n-1} |h \log(jh)| + M_2 \sum_{j=1}^{n-1} |h \log(|T - jh|)|
\]
\[
+ M_3 \sum_{j=1}^{n-1} |h \log(|T + jh|)| + M_4
\]
\[
\leq (M_1 + M_2) \sum_{j=1}^{n-1} |h \log(jh)| + M_3 \sum_{j=1}^{n-1} |h \log(T + jh)| + M_4.
\]

By Lemma 3.3, we have the following estimate
\[
(3.6) \quad \sum_{j=1}^{n-1} h|\log(jh)| \leq (b - a) \left[ \log(b - a) + \sum_{j=1}^{n-1} \frac{1}{n} \left| \log \left( \frac{j}{n} \right) \right| \right]
\]
\[
\leq (b - a)[|\log(b - a)| + 1],
\]
and thus $\sum_{j=1}^{n-1} h|k(t, t + jh)|$ is bounded by a constant. This implies that $\|K_n\phi\| \leq C\|\phi\|$ for some constant $C > 0$ and for all $n$. □

**Lemma 3.5.** Let $\phi \in C_T[a, b]$. Then $(K_n\phi)(t)$ is equicontinuous on $[a, b]$, that is, for every $\epsilon > 0$, there exists $\delta > 0$ such that
\[
|(K_n\phi)(t) - (K_n\phi)(s)| < \epsilon
\]
for all $n$ and all $t, s \in [a, b]$ with $|t - s| < \delta$.

**Proof.** If $\phi = 0$, then the statement of the lemma holds trivially. Assume $\phi \neq 0$. Again, by using equation (3.5), we have
\[
(K_n\phi)(t) - (K_n\phi)(s) = h \sum_{j=1}^{n-1} [k(t, t + jh) - k(s, s + jh)]\phi(s + jh)
\]
\[
+ h \sum_{j=1}^{n-1} k(t, t + jh)[\phi(t + jh) - \phi(s + jh)]
\]
\[
+ h \log \left( \frac{h}{2\pi} \right) [H_1(t, t)\phi(t) - H_1(s, s)\phi(s)]
\]
\[
+ h[H_2(t, t)\phi(t) - H_2(s, s)\phi(s)]\log(T)
\]
\[
+ h[H_3(t, t)\phi(t) - H_3(s, s)\phi(s)]\log(T)
\]
\[
+ h[H_4(t, t)\phi(t) - H_4(s, s)\phi(s)].
\]
Let $\epsilon > 0$. Since $H_2(t, s)\phi(s), H_3(t, s)\phi(s), H_4(t, s)\phi(s)$ and $H_1(t, s)\phi(s)$ are uniformly continuous on $[a, b] \times [a, b]$, there exists $\delta_1 > 0$ such that whenever $|t - s| < \delta_1$, ...
we have
\[ |H_4(t, t)\phi(t) - H_4(s, s)\phi(s)| < \frac{\epsilon}{6(b - a)}, \]

\[ |H_3(t, t)\phi(t) - H_3(s, s)\phi(s)| < \frac{\epsilon}{6 \log(T)(b - a)}, \]

\[ |H_2(t, t)\phi(t) - H_2(s, s)\phi(s)| < \frac{\epsilon}{6 \log(T)(b - a)}, \]

and
\[ |H_1(t, t)\phi(t) - H_1(s, s)\phi(s)| < \frac{\epsilon}{6 C_1}, \]

where $C_1$ is a bound for $h|\log(\frac{h}{2\pi})|$ given in the proof of Lemma 3.4. It follows that

\[ h|H_4(t, t)\phi(t) - H_4(s, s)\phi(s)| < \frac{\epsilon}{6}, \]

\[ h|H_3(t, t)\phi(t) - H_3(s, s)\phi(s)| < \frac{\epsilon}{6 \log(T)}, \]

\[ h|H_2(t, t)\phi(t) - H_2(s, s)\phi(s)| < \frac{\epsilon}{6 \log(T)}, \]

and

\[ |H_1(t, t)\phi(t) - H_1(s, s)\phi(s)|h \log \left( \frac{h}{2\pi} \right) < \frac{\epsilon}{6}. \]

By inequality (3.6) and Lemma 3.3, $\sum_{i=1}^{n-1} h|\log(jh)|$ is bounded for all $n$. Let $C_2$ be its bound. Since $H_1(t, s)$, $H_2(t, s)$, $H_3(t, s)$ and $H_4(t, s)$ are uniformly continuous on $\{(t, s) : |t - s| \leq T, t, s \in [a, b]\}$, there exists $\delta_2 > 0$ such that, whenever $|t - s| < \delta_2$, we have

\[ |H_1(t + jh, t + jh) - H_1(s, s + jh)| < \frac{\epsilon}{24\|\phi\|C_2}, \]

\[ |H_2(t + jh, t + jh) - H_2(s, s + jh)| < \frac{\epsilon}{24\|\phi\|C_2}, \]

\[ |H_3(t + jh, t + jh) - H_3(s, s + jh)| < \frac{\epsilon}{24\|\phi\| \max_{0 \leq s \leq T} |\log(T + s)|}, \]

and

\[ |H_4(t + jh, t + jh) - H_4(s, s + jh)| < \frac{\epsilon}{24(b - a)\|\phi\|}. \]
Then
\[
\sum_{j=1}^{n-1} h|k(t, t + jh) - k(s, s + jh)| \\
\leq \sum_{j=1}^{n-1} h|H_1(t, t + jh) - H_1(s, s + jh)| |\log(jh)| \\
+ \sum_{j=1}^{n-1} h|H_2(t, t + jh) - H_2(s, s + jh)| |\log(|T - jh|)| \\
+ \sum_{j=1}^{n-1} h|H_3(t, t + jh) - H_3(s, s + jh)| |\log(|T + jh|)| \\
+ \sum_{j=1}^{n-1} h|H_4(t, t + jh) - H_4(s, s + jh)| \\
\leq \sum_{j=1}^{n-1} h|\log(jh)| \frac{2\epsilon}{24||\phi||C_2} + \frac{2\epsilon}{24||\phi||} \\
\leq \frac{\epsilon}{6||\phi||}.
\]

By the proof of Lemma 3.4, \( \sum_{j=1}^{n-1} h|k(t, t + jh)| \) is bounded. Assume it is bounded by \( C_3 \). Since \( \phi \) is uniformly continuous on \([a, b]\) and periodic, there exists \( \delta_3 > 0 \) such that for all \( j \) and all \( h > 0 \)
\[
|\phi(t + jh) - \phi(s + jh)| < \frac{\epsilon}{6C_3}
\]
whenever \( |t - s| < \delta_3 \). Let \( \delta = \min\{\delta_1, \delta_2, \delta_3\} \). It follows from the above derivation that
\[
|(K_n\phi)(t) - (K_n\phi)(s)| < \epsilon
\]
whenever \( |t - s| < \delta \).

\[\square\]

**Theorem 3.6.** Let \( \phi \in C_T[a, b] \). Then \((K_n\phi)(t)\) converges uniformly to \((K\phi)(t)\) on \([a, b]\), as \( n \to \infty \).

**Proof.** Let \( \epsilon > 0 \). Since \( \{(K_n\phi)(t)\} \) is equicontinuous on \([a, b]\), there exists \( \delta > 0 \) such that
\[
|(K_n\phi)(t) - (K_n\phi)(s)| < \epsilon/3 \text{ whenever } t, s \in [a, b], |t - s| < \delta, \text{ for all } n.
\]
Let \( a = t_0 < t_1 < \cdots < t_m = b \) be a fixed partition of \([a, b]\) with \( t_j - t_{j-1} < \delta \) for \( j = 1, 2, \ldots, m \). By assumption, \((K_n\phi)(t_j)\) converges to \((K\phi)(t_j)\) for each \( j \). It follows that there exists \( N > 0 \) such that
\[
|(K_n\phi)(t_j) - (K_{n+p}\phi)(t_j)| < \epsilon/3 \text{ whenever } n > N, p = 1, 2, \ldots, j = 1, 2, \ldots, m.
\]
Notice that for \( t \in [a, b] \) we have \( t \in [t_{j-1}, t_j] \) for some \( j \) and thus \( t_j - t < \delta \). Hence,
\[
|(K_n\phi)(t) - (K_{n+p}\phi)(t)| \leq \|(K_n\phi)(t) - (K_n\phi)(t_j)\| + \|(K_n\phi)(t_j) - (K_{n+p}\phi)(t_j)\| + \|(K_{n+p}\phi)(t_j) - (K_{n+p}\phi)(t)\| < \epsilon
\]
whenever $n > N$ and $p = 1, 2, \ldots$. Hence,

$$
\|K_n\phi - K_{n+p}\phi\| < \epsilon
$$

whenever $n > N$ and $p = 1, 2, \ldots$. Consequently, \(\{K_n\phi\}\) is a Cauchy sequence in $C_T[a, b]$. Since $C_T[a, b]$ is complete, \((K_n\phi)(t)\) converges uniformly to a function in $C_T[a, b]$. Again, since \((K_n\phi)(t)\) converges to \((K\phi)(t)\) pointwise, \((K_n\phi)(t)\) converges to \((K\phi)(t)\) uniformly. \(\square\)

As a direct consequence of Theorem 3.6, we show that if \((I - \lambda K_a)^{-1}\) exists and is uniformly bounded for sufficiently large $n$ on $C_T[a, b]$, then the unique solution $\phi_n$ of (2.4) converges to the unique solution $\phi$ of (1.11). In addition, suppose that $H_1$, $H_2$, $H_3$, $H_4$, and $f$ satisfy the assumption of this paper with $m = 2$. Then, $\|\phi - \phi_n\| \leq Ch^3$, where $C$ is a constant independent of $n$. To see this, we note from (1.11) and (2.4) that

$$
\phi - \phi_n = \lambda(K - K_a)\phi + \lambda K_n(\phi - \phi_n).
$$

Thus,

$$
\phi - \phi_n = (I - \lambda K_a)^{-1}(K - K_a)\phi.
$$

By Theorem 3.6, we have

$$
\|\phi - \phi_n\| \leq C_1\|K\phi - K_n\phi\| \rightarrow 0 \text{ as } n \rightarrow \infty.
$$

If the additional assumptions are imposed, using (2.3) with $m = 2$, we find $\|\phi - \phi_n\| = O(h^3)$.

4. PROOF OF THEOREM 2.3

In this section, we present the proof of Theorem 2.3.

Proof of Theorem 2.3. To prove the theorem, we show that there exist periodic functions $v_q \in C^{2(m-1/2)}(-\infty, \infty)$ with period $T$ such that

$$
(4.1) \quad \eta_q(t) = \phi(t) - \phi_n(t) + \sum_{q=3}^{2m-1} v_q(t)h^q
$$

is of $O(h^{2m})$, where $[s]$ denotes the largest integer not greater than $s$. In the course of proving this, we shall construct the functions $v_q$.

Applying the operators $I - \lambda K_n$ to the both sides of (4.1) gives

$$
(4.2) \quad [(I - \lambda K_n)\eta_q][t] = [(I - \lambda K_n)\phi](t) - [(I - \lambda K_n)\phi_n](t) + \sum_{q=3}^{2m-1} [(I - \lambda K_n)v_q](t)h^q.
$$

Since $\phi \in C_T^{2m}(-\infty, \infty)$, $v_q \in C_T^{2(m-\frac{1}{2})}(-\infty, \infty)$ if $q < 2m - 2$, we have asymptotic expansions for $(I - \lambda K_n)\phi$ and $(I - \lambda K_n)v_q$ for $q < 2m - 2$ in the form of (2.3). In addition, since $v_{2m-1}$, $v_{2m-2} \in C_T^{2}(\infty, \infty)$, we have

$$
[(I - \lambda K_n)v_q](t) = [(I - \lambda K)v_q](t) + O(h^2), \quad q = 2m - 1, 2m - 2.
$$

Using the asymptotic expansions mentioned above and the relation

$$
[(I - \lambda K)\phi](t) = [(I - \lambda K_n)\phi_n](t) = f(t),
$$
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we find that the right-hand side of (4.2) becomes
\[
-2 \sum_{\mu=1}^{m-1} \frac{\zeta(-2\mu)}{(2\mu)!} \frac{\partial^{2\mu}}{\partial s^{2\mu}} [H_1(t, s)\phi(s)]_{s=t} h^{2\mu+1} + \sum_{q=3}^{2m-1} [(I - \lambda K)v_q](t) h^q
\]
\[
-2 \sum_{q=3}^{2m-4} \sum_{\mu=1}^{\lfloor q/2 \rfloor - 1} \frac{\zeta(-2\mu)}{(2\mu)!} \frac{\partial^{2\mu}}{\partial s^{2\mu}} [H_1(t, s)v_q(s)]_{s=t} h^{2\mu+q+1} + O(h^{2m}).
\]
Rearranging the terms in the third summation of the above quantity with respect to the order of \(h\), we rewrite this summation as
\[
-2 \sum_{q=3}^{m-1} \sum_{\mu=1}^{q-2} \frac{\zeta(2\mu + 2 - 2q)}{(2q - 2\mu - 2)!} \frac{\partial^{2q}}{\partial s^{2q}} [H_1(t, s)v_{2\mu+1}(s)]_{s=t} h^{2q}
\]
\[
-2 \sum_{q=3}^{m-1} \sum_{\mu=2}^{q} \frac{\zeta(2\mu - 2q)}{(2q - 2\mu - 2)!} \frac{\partial^{2q}}{\partial s^{2q}} [H_1(t, s)v_{2\mu}(s)]_{s=t} h^{2q+1} + O(h^{2m}).
\]
Therefore, the right-hand side of equation (4.2) becomes
\[
\sum_{q=1}^{2} \left\{ [(I - \lambda K)v_{2q+1}](t) - \frac{\zeta(-2q)}{(2q)!} \frac{\partial^{2q}}{\partial s^{2q}} [H_1(t, s)\phi(s)]_{s=t} h^{2q+1} \right\} h^{2q+1}
\]
\[
+ [(I - \lambda K)v_1](t) h^4
\]
\[
+ \sum_{q=3}^{m-1} \left\{ [(I - \lambda K)v_{2q+1}](t) - \frac{\zeta(-2q)}{(2q)!} \frac{\partial^{2q}}{\partial s^{2q}} [H_1(t, s)\phi(s)]_{s=t}
\]
\[
- \frac{\zeta(-2q)}{2q(2q - 2\mu - 2)!} \frac{\partial^{2q}}{\partial s^{2q}} [H_1(t, s)v_{2\mu}(s)]_{s=t} h^{2q+1} \right\} h^{2q+1}
\]
\[
+ \sum_{q=3}^{m-1} \left\{ [(I - \lambda K)v_{2q}](t) - \frac{\zeta(-2q)}{(2q - 2\mu - 2)!} \frac{\partial^{2q}}{\partial s^{2q}} [H_1(t, s)v_{2\mu+1}(s)]_{s=t} h^{2q+1} \right\} h^{2q}
\]
\[
+ O(h^{2m}).
\]
We now choose \(v_q(t)\) to be the solutions of the following integral equations:
\[
[(I - \lambda K)v_{2q}](t) = \frac{\zeta(-2q)}{(2q)!} \frac{\partial^{2q}}{\partial s^{2q}} [H_1(t, s)\phi(s)]_{s=t}, \quad q = 1, 2,
\]
\[
([(I - \lambda K)v_1](t) = 0,
\]
\[
[(I - \lambda K)v_{2q+1}](t) = \frac{\zeta(-2q)}{(2q)!} \frac{\partial^{2q}}{\partial s^{2q}} [H_1(t, s)\phi(s)]_{s=t}
\]
\[
+ \frac{\zeta(-2q)}{(2q - 2\mu - 2)!} \frac{\partial^{2q}}{\partial s^{2q}} [H_1(t, s)v_{2\mu}(s)]_{s=t} h^{2q+1}, \quad q = 3, \ldots, m - 1
\]
and
\[
[(I - \lambda K)v_2](t) = 2\sum_{\mu=1}^{q-2} \frac{\xi(2\mu + 2 - 2q)}{(2\mu - 2\mu - 2)!} \frac{\partial^{2(q-\mu-1)}}{\partial t^{2(q-\mu-1)}} [H_1(t, s)v_{2\mu+1}(s)]_{s=t},
\]
\[
q = 3, \ldots, m - 1.
\]
Each of these equations has a unique solution. In particular, \( v_4 = 0 \). The functions \( v_q \) are defined recursively by the solutions of the above equations. The periodicity of \( \left[ \frac{\partial^q}{\partial t^q} H_1(t, s) \right]_{s=1}^{2m-3} \) implies that the functions on the right-hand side of the above equations are all periodic and so are the solutions. By the assumptions on \( \phi \) and \( H_1 \), we conclude \( v_q \in C_T^{2(m-\frac{1}{2})}(-\infty, \infty) \). Once these functions are chosen, we have
\[
[(I - \lambda K_a)\eta_a](t) = O(h^{2m}).
\]
By assumption, there exists a constant \( C \) such that \( \|I - \lambda K_a\|^{-1} \leq C \), and thus \( \eta_a(t) = O(h^{2m}) \). The proof is complete.

5. Computational aspects and numerical examples

In this section, we consider some computational aspects of the approximate equation (2.4) and present two examples to illustrate the accelerated convergence of extrapolation method.

Notice that the definition of \( K_n \) in equation (2.4) is unconventional. In conventional quadrature schemes for integral equations with continuous kernels (see [1]), \( (K_n, \phi)(t) \) can be expressed as a combination of \( \phi(s_i) \), and the coefficients may depend on \( t \). In other words, \( K_n \) maps a vector \( (\phi(s_1), \ldots, \phi(s_n)) \) in \( R^n \) to a continuous function. However, in the current case, \( (K_n, \phi)(t) \) is defined in terms of \( \phi(t + jh), a < t + jh \leq b \). The function \( (K_n, \phi)(t) \) not only depends on \( n \) values of \( \phi \) at \( n \) nodes, but also depends on the values of \( \phi \) at every point in \([a, b]\).

To solve equation (2.4), we let \( t = s_i \) for \( i = 1, 2, \ldots, n \) in the equation. Since the extrapolation method will use two approximate solutions corresponding to different stepsizes \( h \), we denote \( \phi_i^h = \phi_n(s_i) \). In views of the periodicity of \( k, \phi \) and \( f \), if \( \phi_n \) is a solution of equation (2.4), then \( (\phi_1^h, \ldots, \phi_n^h) \) satisfies the following algebraic equations:
\[
\begin{align*}
1 - \lambda h \log \left( \frac{h}{2\pi} \right) H_1(s_i, s_i) - \lambda h (H_2(s_i, s_i) + H_3(s_i, s_i)) \log(T) - \lambda h H_4(s_i, s_i) + & \lambda h \sum_{j \neq i, j=1}^{n} k(s_i, s_j) \phi_j^h = f(s_i), \quad i = 1, 2, \ldots, n.
\end{align*}
\]

(5.1)

This system of linear equations is called the discrete Nyström method, and the solution of the system is called the discrete Nyström solution for (1.11). Clearly, if the system (5.1) has a unique solution \( (\phi_1^h, \ldots, \phi_n^h) \), then \( \phi_i^h = \phi_n(s_i), \quad i = 1, 2, \ldots, n \). In fact, it can be shown that if equation (2.4) has a unique solution \( \phi_n \) for any continuous periodic right-hand side \( f \), then the linear system (5.1) has a unique solution. To see this, we specialize the equation (2.4) at the nodes \( s_i \) and we conclude that (5.1) has a solution for any right-hand side. This implies that the coefficient matrix of the system must be of full rank. Since it is a square matrix, it is nonsingular. However, by assumption, for a sufficiently large \( n \), equation (2.4)
has a unique solution. Hence, we conclude that for a sufficiently large \( n \), the linear system (5.1) has a unique solution \((\phi^h_1, \ldots, \phi^h_n)\) and \( \phi^h_i = \phi_n(s_i) \). Some points of the above discussion were motivated by [14].

Upon solving the linear system (5.1), we obtain the values of \( \phi^h_n \) at the given nodes \( s_i \). Thus, by using the extrapolation scheme described in §2, we obtain the discrete extrapolated approximate solutions, which have a higher order of convergence.

We next consider two examples.

**Example 1.** Consider the boundary value problem

\[ \triangle u(P) = 0, \ P \in D, \]

\[ \frac{\partial u(P)}{\partial n_P} = -u(P) + g(P), \ P \in \Gamma := \partial D, \]

where \( g(P) = 1 \) and \( D \) is the region \( (x^2 + y^2 < 1) \) with \((a, b) = (1, 2)\). It is not hard to verify that \( u(x, y) = 1 \) is the unique solution of this problem. We will use our methods to obtain numerical solutions to this problem. Let 

\[ x = \cos t, \ y = 2 \sin t, \ 0 \leq t \leq 2\pi. \]

With this parametrization, the unit exterior normal vector of \( \Gamma \) at \( t \) is

\[ \left( \frac{2x}{\sqrt{1 + 3x^2}}, \frac{y}{2\sqrt{1 + 3x^2}} \right) = \left( \frac{2\cos t}{\sqrt{4\cos^2 t + \sin^2 t}}, \frac{\sin t}{\sqrt{4\cos^2 t + \sin^2 t}} \right). \]

Since \( r(t) = (\cos t, 2\sin t) \), we have \( |r'(t)| = \sqrt{1 + 3\cos^2 t} \not= 0 \). Hence,

\[ k(t, s) = \frac{1}{\pi} \sqrt{1 + 3 \cos^2 s} \frac{\log |t - s| + \log |2\pi - s + t| + \log |2\pi - t + s|}{|t - s|(2\pi - s + t)(2\pi - t + s)} \]

\[ + \frac{1}{\pi} \frac{2\cos s(\cos s - \cos t) + \sin s(2\sin s - 2\sin t)}{(\cos s - \cos t)^2 + (2 \sin s - 2 \sin t)^2} \]

\[ = \frac{1}{\pi} \sqrt{1 + 3 \cos^2 s} \frac{4 \sin^2 \frac{t - s}{2} + 3(\sin t - \sin s)^2}{\frac{1}{2} + 3(\sin t - \sin s)^2}. \]

The formula given in Theorem 2.2 is used to calculate the integral in the right-hand side of (1.10) and the discrete Nyström method (5.1) is used to compute approximate solutions of (1.10). The following two tables give the error of the approximate solutions using different stepsizes \( h \) and of the extrapolated solutions, respectively. In Table 1, we use \( e_i = u(r(t_i)) - \phi^h_i \) to denote the error of the Nyström solutions corresponding to the specified \( h \). The rate of convergence guaranteed by Theorem 2.3 is of order 3.
Table 1. Errors of the Nyström solutions

<table>
<thead>
<tr>
<th>$t_i$</th>
<th>$e_i$ with $h = \frac{2\pi}{10}$</th>
<th>$e_i$ with $h = \frac{2\pi}{20}$</th>
<th>rate</th>
<th>$e_i$ with $h = \frac{2\pi}{40}$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.628319</td>
<td>0.121881D-02</td>
<td>0.131313D-03</td>
<td>3.21</td>
<td>0.102984D-04</td>
<td>3.01</td>
</tr>
<tr>
<td>1.256637</td>
<td>-0.241312D-02</td>
<td>-0.350908D-03</td>
<td>2.78</td>
<td>-0.439971D-04</td>
<td>3.00</td>
</tr>
<tr>
<td>1.884956</td>
<td>-0.241325D-02</td>
<td>-0.350658D-03</td>
<td>2.78</td>
<td>-0.442431D-04</td>
<td>2.99</td>
</tr>
<tr>
<td>2.513274</td>
<td>0.121870D-02</td>
<td>0.131397D-03</td>
<td>3.21</td>
<td>0.162984D-04</td>
<td>3.02</td>
</tr>
<tr>
<td>3.141593</td>
<td>0.163276D-02</td>
<td>0.189617D-03</td>
<td>3.11</td>
<td>0.236295D-04</td>
<td>3.01</td>
</tr>
<tr>
<td>3.769911</td>
<td>0.121862D-02</td>
<td>0.132229D-03</td>
<td>3.20</td>
<td>0.163256D-04</td>
<td>2.95</td>
</tr>
<tr>
<td>4.398230</td>
<td>-0.241331D-02</td>
<td>-0.351662D-03</td>
<td>2.78</td>
<td>-0.435820D-04</td>
<td>3.01</td>
</tr>
<tr>
<td>5.026548</td>
<td>-0.241343D-02</td>
<td>-0.351146D-03</td>
<td>2.78</td>
<td>-0.437735D-04</td>
<td>3.00</td>
</tr>
<tr>
<td>5.654867</td>
<td>0.121874D-02</td>
<td>0.131003D-03</td>
<td>3.22</td>
<td>0.163326D-04</td>
<td>3.00</td>
</tr>
<tr>
<td>6.283185</td>
<td>0.163256D-02</td>
<td>0.189412D-03</td>
<td>3.11</td>
<td>0.236443D-04</td>
<td>3.00</td>
</tr>
</tbody>
</table>

In Table 2, we list the error of the extrapolated solutions by using the extrapolation algorithm described in §2, where $e_i^{(1)}$ and $e_i^{(2)}$ denote the error of one-step extrapolation by using the approximate solutions corresponding to $h = \frac{2\pi}{10}$ and $h = \frac{2\pi}{20}$, respectively. The rate of convergence guaranteed by Theorem 2.4 is of order 5.

Table 2. Errors of extrapolated solutions

<table>
<thead>
<tr>
<th>$t_i$</th>
<th>$e_i^{(1)}$</th>
<th>$e_i^{(2)}$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.628319</td>
<td>-0.240441D-04</td>
<td>-0.132255D-06</td>
<td>7.51</td>
</tr>
<tr>
<td>1.256637</td>
<td>-0.563067D-04</td>
<td>-0.152681D-06</td>
<td>8.53</td>
</tr>
<tr>
<td>1.884956</td>
<td>-0.560020D-04</td>
<td>-0.469600D-06</td>
<td>8.90</td>
</tr>
<tr>
<td>2.513274</td>
<td>-0.239315D-04</td>
<td>-0.202012D-06</td>
<td>6.89</td>
</tr>
<tr>
<td>3.141593</td>
<td>-0.165464D-04</td>
<td>-0.830877D-07</td>
<td>7.64</td>
</tr>
<tr>
<td>3.769911</td>
<td>-0.229695D-04</td>
<td>0.730024D-06</td>
<td>4.98</td>
</tr>
<tr>
<td>4.398230</td>
<td>-0.571699D-04</td>
<td>0.429444D-06</td>
<td>7.06</td>
</tr>
<tr>
<td>5.026548</td>
<td>-0.565343D-04</td>
<td>0.136893D-06</td>
<td>6.99</td>
</tr>
<tr>
<td>5.654867</td>
<td>-0.223885D-03</td>
<td>-0.48917D-07</td>
<td>8.96</td>
</tr>
<tr>
<td>6.283185</td>
<td>-0.167515D-04</td>
<td>-0.368345D-07</td>
<td>8.83</td>
</tr>
</tbody>
</table>

Comparing Tables 1 and 2, we see that the error $e_i^{(1)}$ of one-step extrapolation is much smaller than the error $e_i$ of the Nyström solution with $h = \frac{2\pi}{20}$, and the error $e_i^{(2)}$ of one-step extrapolation is much smaller than the error $e_i$ of the Nyström solution with $h = 2\pi/40$. Both Table 1 and Table 2 show that the convergence rates agree with theoretical estimates shown in Theorem 2.4. This example illustrates that the extrapolation process accelerates the order of convergence.

Example 2. In Example 1, if we choose $u(x, y) = e^x \cos y$, and $g = \frac{\partial u(P)}{\partial n} + u$ is calculated accordingly; then we have the following numerical results. Here we use the same notation as in the previous example.
Table 3. Errors of the Nyström solutions

<table>
<thead>
<tr>
<th>$t_i$</th>
<th>$e_i$ with $h = \frac{\pi}{10}$</th>
<th>$e_i$ with $h = \frac{\pi}{20}$</th>
<th>rate</th>
<th>$e_i$ with $h = \frac{\pi}{40}$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.628319</td>
<td>-0.265869D-01</td>
<td>-0.304603D-02</td>
<td>3.13</td>
<td>-0.384348D-03</td>
<td>2.99</td>
</tr>
<tr>
<td>1.256637</td>
<td>-0.430752D-02</td>
<td>-0.612696D-03</td>
<td>2.81</td>
<td>-0.762916D-04</td>
<td>3.04</td>
</tr>
<tr>
<td>1.884956</td>
<td>-0.181330D-02</td>
<td>-0.222135D-04</td>
<td>3.33</td>
<td>-0.239680D-04</td>
<td>2.99</td>
</tr>
<tr>
<td>2.513274</td>
<td>-0.645594D-03</td>
<td>-0.856597D-04</td>
<td>2.91</td>
<td>-0.108117D-04</td>
<td>2.99</td>
</tr>
<tr>
<td>3.141593</td>
<td>0.316669D-02</td>
<td>0.410404D-03</td>
<td>2.95</td>
<td>0.505071D-04</td>
<td>3.02</td>
</tr>
<tr>
<td>3.769911</td>
<td>-0.645601D-03</td>
<td>-0.865535D-04</td>
<td>2.90</td>
<td>-0.107504D-04</td>
<td>3.04</td>
</tr>
<tr>
<td>4.389230</td>
<td>-0.181187D-02</td>
<td>-0.239680D-04</td>
<td>3.32</td>
<td>-0.384166D-03</td>
<td>2.99</td>
</tr>
<tr>
<td>5.026548</td>
<td>-0.430762D-02</td>
<td>-0.612874D-03</td>
<td>2.81</td>
<td>-0.761611D-04</td>
<td>3.04</td>
</tr>
<tr>
<td>5.654867</td>
<td>-0.265870D-01</td>
<td>-0.304600D-02</td>
<td>3.13</td>
<td>-0.384166D-03</td>
<td>2.99</td>
</tr>
<tr>
<td>6.283185</td>
<td>0.316669D-02</td>
<td>0.410404D-03</td>
<td>2.95</td>
<td>0.505071D-04</td>
<td>3.02</td>
</tr>
</tbody>
</table>

Table 4. Errors of extrapolated solutions

<table>
<thead>
<tr>
<th>$t_i$</th>
<th>$e_i^{(1)}$</th>
<th>$e_i^{(2)}$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.628319</td>
<td>0.316946D-03</td>
<td>-0.410773D-05</td>
<td>6.27</td>
</tr>
<tr>
<td>1.256637</td>
<td>-0.848634D-04</td>
<td>0.337563D-06</td>
<td>7.97</td>
</tr>
<tr>
<td>1.884956</td>
<td>0.527035D-04</td>
<td>-0.405493D-06</td>
<td>7.02</td>
</tr>
<tr>
<td>2.513274</td>
<td>-0.566912D-05</td>
<td>-0.119119D-06</td>
<td>5.57</td>
</tr>
<tr>
<td>3.141593</td>
<td>0.166489D-04</td>
<td>-0.906675D-06</td>
<td>4.20</td>
</tr>
<tr>
<td>3.769911</td>
<td>-0.668961D-05</td>
<td>0.786476D-07</td>
<td>6.41</td>
</tr>
<tr>
<td>4.389230</td>
<td>0.519436D-04</td>
<td>-0.150824D-05</td>
<td>5.11</td>
</tr>
<tr>
<td>5.026548</td>
<td>-0.850536D-04</td>
<td>0.512205D-06</td>
<td>7.38</td>
</tr>
<tr>
<td>5.654867</td>
<td>0.317002D-03</td>
<td>-0.390363D-05</td>
<td>6.34</td>
</tr>
<tr>
<td>6.283185</td>
<td>-0.433684D-03</td>
<td>0.551057D-05</td>
<td>6.30</td>
</tr>
</tbody>
</table>
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