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Abstract. This paper deals with the inversive congruential method with
power of two modulus \( m \) for generating uniform pseudorandom numbers. Sta-
tistical independence properties of the generated sequences are studied based
on the distribution of triples of successive pseudorandom numbers. It is shown
that, on the average over the parameters in the inversive congruential method,
the discrepancy of the corresponding point sets in the unit cube is of an order
of magnitude between \( m^{-1/2} \) and \( m^{-1/2}(\log m)^3 \). The method of proof relies
on a detailed discussion of the properties of certain exponential sums.

1. Introduction

Nonlinear congruential methods of generating uniform pseudorandom numbers
in the interval \([0,1)\) have been studied intensively during the last years. Reviews
of the development of this area can be found in the survey articles [2, 3, 11, 15, 17]
and in the monograph [16]. A very promising nonlinear congruential approach
is the (recursive) inversive congruential method. The present paper concentrates
on the particularly important case of a power of two modulus, which received
considerable attention [1, 4, 5, 7, 8, 9, 14]. Let \( m = 2^\omega \) with some integer \( \omega \geq 5 \).
Let \( \mathbb{Z}_n = \{0,1,\ldots,n-1\} \) for integers \( n \geq 1 \), and write \( \mathbb{Z}_m^* \) for the set of all odd
integers in \( \mathbb{Z}_n \). For \( y_0 \in \mathbb{Z}_m^* \) and parameters \( a, c \in \mathbb{Z}_m^* \) with \( a \equiv 1 \pmod{4} \) and
\( c \equiv 2 \pmod{4} \), an inversive congruential sequence \( (y_n)_{n \geq 0} \) of elements of \( \mathbb{Z}_m^* \) is
defined by

\[
y_{n+1} \equiv a(y_n^{-1} + c) \pmod{m}, \quad n \geq 0,
\]

where \( z^{-1} \) denotes the multiplicative inverse of \( z \) in the group \( \mathbb{Z}_m^* \). A sequence
\( (x_n)_{n \geq 0} \) of inversive congruential pseudorandom numbers in the interval \([0,1)\)
is obtained by \( x_n = y_n/m \) for \( n \geq 0 \). It follows from [1], [16, Theorem 8.9] that the sequences \( (x_n)_{n \geq 0} \) and \( (y_n)_{n \geq 0} \) are purely periodic with the maximum possible
period length \( m/2 \). The low-order bits of the pseudorandom numbers generated by
this method have a short period length. The referee has pointed out that this fact
may be viewed as a deficiency of this method. Statistical independence properties of
the generated sequences, which are very important for their usability in a stochastic
simulation, can be analysed based on the discrepancy of \( s \)-tuples of successive pseudorandom numbers with \( s \geq 2 \). For \( N \) arbitrary points \( t_0, t_1, \ldots, t_{N-1} \in
the discrepancy is defined by
\[ D_N(t_0, t_1, \ldots, t_{N-1}) = \sup_J |F_N(J) - V(J)|, \]
where the supremum is extended over all subintervals \( J \) of \([0, 1]^s\), \( F_N(J) \) is \( N^{-1} \) times the number of points among \( t_0, t_1, \ldots, t_{N-1} \) falling into \( J \), and \( V(J) \) denotes the \( s \)-dimensional volume of \( J \). Observe that the discrepancy of \( N \) true random points in \([0, 1]^s\) is almost always of an order of magnitude \( N^{-1/2}(\log \log N)^{1/2} \) according to the law of the iterated logarithm for discrepancies [10]. Subsequently, the abbreviations
\[ x_n = (x_n, x_{n+1}, \ldots, x_{n+s-1}) \in [0, 1)^s, \ n \geq 0, \]
and
\[ D_{m/2,a,c}^{(s)} = D_{m/2}(x_0, x_1, \ldots, x_{(m/2)-1}) \]
are used. In [5, 7, 14] upper and lower bounds for the discrepancy \( D_{m/2,a,c}^{(2)} \) of pairs are established, which are basically in accordance with the law of the iterated logarithm for the discrepancy of true random points in \([0, 1)^2\). In the present paper, the discrepancy \( D_{m/2,a,c}^{(3)} \) of triples is studied. In the fourth section, the main results are established and discussed. Their proof relies on the analysis of certain exponential sums, which is carried out in the third section. The reader is referred to [12] for an introduction to the theory of exponential sums. The second section contains some basic auxiliary results.

2. Auxiliary results

First, some further notation is necessary. For integers \( k \geq 1 \) and \( q \geq 2 \), let \( C_k(q) \) be the set of all nonzero lattice points \((h_1, \ldots, h_k) \in \mathbb{Z}^k\) with \(-q/2 < h_j \leq q/2\) for \( 1 \leq j \leq k \). Define
\[ r(h, q) = \begin{cases} q \sin(\pi|h|/q) & \text{for } h \in C_1(q), \\ 1 & \text{for } h = 0, \end{cases} \]
and
\[ r(h, q) = \prod_{j=1}^k r(h_j, q) \]
for \( h = (h_1, \ldots, h_k) \in C_k(q) \). For real \( t \), the abbreviation \( e(t) = e^{2\pi it} \) is used, and \( u \cdot v \) stands for the standard inner product of \( u, v \in \mathbb{R}^k \). Subsequently, two known general results for estimating discrepancies are stated which follow from [5, Lemma 1] and [16, Corollary 3.17], respectively.

Lemma 1. Let \( N \geq 1 \) and \( q \geq 2 \) be integers. Let \( d \) be a divisor of \( q \) with \( 1 \leq d < q \). Let \( c \in \mathbb{Z}_d^k \) and \( y_n \in \mathbb{Z}_q^k \) with \( y_n \equiv c \pmod{d} \) for \( 0 \leq n < N \). Then the discrepancy of the points \( t_0, t_1, \ldots, t_{N-1} \) with \( t_n = y_n/q \in [0, 1)^k \) satisfies
\[ D_N(t_0, t_1, \ldots, t_{N-1}) \leq kd/q + \frac{1}{N} \sum_{h \in C_k(q/d)} \left| \sum_{n=0}^{N-1} e(h \cdot t_n) \right|. \]

Remark. The bound in Lemma 1 can also be derived from [16, Theorem 3.10] by noting that the proof of this result remains valid for the discrepancy \( D_N(t_0, t_1, \ldots, t_{N-1}) \) extended over all intervals modulo 1 in \([0, 1)^k\) and that both
\( \hat{D}_N(t_0, t_1, \ldots, t_{N-1}) \) and the absolute values of the exponential sums in the bound in Lemma 1 are invariant under shifts modulo 1 of the point set by a constant vector.

**Lemma 2.** The discrepancy of \( N \) arbitrary points \( t_0, t_1, \ldots, t_{N-1} \in \{0,1\}^k \) satisfies

\[
D_N(t_0, t_1, \ldots, t_{N-1}) \geq 2N((\pi + 1)\ell - 1) \prod_{j=1}^{k} \max(1,|h_j|) \left| \sum_{n=0}^{N-1} e(h \cdot t_n) \right|
\]

for any nonzero lattice point \( h = (h_1, \ldots, h_k) \in \mathbb{Z}^k \), where \( \ell \) denotes the number of nonzero coordinates of \( h \).

The first part of the result below follows from [13, Lemma 2.3]; its other parts can be deduced from [5, Lemma 2(a)] by some short calculations.

**Lemma 3.** Let \( \alpha \geq 3 \) and \( d \equiv 1 \pmod{2} \) be integers. Then

\[
\sum_{h \in \mathbb{C}_1(2^\alpha)} \frac{1}{r(h, 2^\alpha)} < \frac{2}{\pi} \log 2^\alpha + \frac{2}{5},
\]

\[
\sum_{\substack{h \in \mathbb{C}_1(2^\alpha) \\ h \equiv 1 \pmod{2}}} \frac{1}{r(h, 2^\alpha)} < \frac{1}{\pi} \log 2^\alpha + \frac{4}{15},
\]

\[
\sum_{\substack{h \in \mathbb{C}_1(2^\alpha) \\ h \equiv 0 \pmod{2}}} \frac{1}{r(h, 2^\alpha)} < \frac{1}{2\pi} \log 2^\alpha + \frac{2}{15},
\]

and

\[
\sum_{\substack{h \in \mathbb{C}_1(2^\alpha) \\ h \equiv d \pmod{8}}} \frac{1}{r(h, 2^\alpha)} < \frac{1}{4\pi} \log 2^\alpha + \frac{1}{6}.
\]

The following technical result is used in the proof of Lemma 7. A proof is added for the sake of completeness.

**Lemma 4.** Let \( u, v, w, \alpha, c \) be integers with \( u \equiv w \equiv 1 \pmod{2}, v \equiv 0 \pmod{4}, u-v+w \equiv 0 \pmod{8}, \alpha \equiv 1 \pmod{4}, \) and \( c \equiv 2 \pmod{4} \). Let

\[
P(x) = u(x+c)^2 - vax^2(x+c)^2 + wx^2
\]

for \( x \in \mathbb{Z} \). Then, for any integer \( \beta \geq 1 \), there exists exactly one integer \( x \in \mathbb{Z}_{2^\beta}^* \) with \( P(x) \equiv 0 \pmod{2^{\beta+2}} \).

**Proof.** The lemma is proved by induction on \( \beta \). The desired result is obvious for \( \beta = 1 \). Now, suppose that for some integer \( \beta \geq 1 \) there exists exactly one integer \( x_0 \in \mathbb{Z}_{2^\beta}^* \) with \( P(x_0) \equiv 0 \pmod{2^{\beta+2}} \). Then a short calculation shows that

\[
P(x_0 + 2^\beta) \equiv u(x_0 + c + 2^\beta)^2 - vax(x_0 + 2^\beta)^2(x_0 + c + 2^\beta)^2 + w(x_0 + 2^\beta)^2,
\]

\[
\equiv P(x_0) + 2^{3\beta+1}(u(x_0 + c) + wx_0) + 2^{2\beta}(u + w)
\]

\[
\equiv P(x_0) + 2^{3\beta+2} \pmod{2^{\beta+3}},
\]

which implies that there exists exactly one integer \( x \in \mathbb{Z}_{2^{\beta+1}}^* \), namely \( x_0 \) or \( x_0 + 2^\beta \), with \( P(x) \equiv 0 \pmod{2^{\beta+3}} \). \( \square \)
Lemmas 1 and 2 indicate that a crucial role for the analysis of the discrepancy $D_{n/2,a,c}^{(3)}$ of triples is played by the exponential sums $\sum_{n=0}^{(m/2)-1} e(h \cdot x_n)$ for $h \in \mathbb{Z}^3$. These sums are studied in Lemma 5, which leads to the definition of the exponential sums in the third section.

**Lemma 5.** Let $h = (h_1, h_2, h_3) \in \mathbb{Z}^3$. Then

$$\left| \sum_{n=0}^{(m/2)-1} e(h \cdot x_n) \right| = \left| \sum_{z \in \mathbb{Z}_m^*} e\left((h_1 z^{-1} + h_2 az + h_3(z + c)^{-1})/m\right) \right|,$$

where $a, c \in \mathbb{Z}_m$ are the parameters in the inversive congruential method.

**Proof.** It follows from $x_n = (y_n, y_{n+1}, y_{n+2})/m$, $y_{n+1} \equiv a(y_n^{-1} + c) \pmod{m}$, and $y_{n+2} \equiv (y_n^{-1} + c)^{-1} + ac \pmod{m}$ for $n \geq 0$ that

$$\left| \sum_{n=0}^{(m/2)-1} e(h \cdot x_n) \right| = \left| \sum_{y \in \mathbb{Z}_m^{(n/2)-1}} e\left((h_1 y + h_2 ay^{-1} + h_3(y^{-1} + c)^{-1})/m\right) \right|.$$

Since $\{y_0, y_1, \ldots, y_{(m/2)-1}\} = \mathbb{Z}_m$, one obtains

$$\left| \sum_{n=0}^{(m/2)-1} e(h \cdot x_n) \right| = \left| \sum_{y \in \mathbb{Z}_m^*} e\left((h_1 y + h_2 ay^{-1} + h_3(y^{-1} + c)^{-1})/m\right) \right|.$$

Hence, the transformation $z \equiv y^{-1} \pmod{m}$ yields the desired result. \qed

3. **Exponential sums**

For integers $u, v, w$, and $\alpha \geq 1$ an exponential sum is defined by

$$S(u, v, w; a; 2^\alpha) = \sum_{z \in \mathbb{Z}_a^{2^\alpha}} e\left((uz^{-1} + vaz + w(z + c)^{-1})/2^\alpha\right),$$

where $a, c \in \mathbb{Z}$ with $a \equiv 1 \pmod{4}$ and $c \equiv 2 \pmod{4}$. Some relevant properties of these sums are collected in the following three lemmas. First, a short calculation yields

$$|S(u, v, w; a; 4)| = \begin{cases} 2 & \text{for } u + v + w \equiv 0 \pmod{2}, \\ 0 & \text{for } u + v + w \not\equiv 0 \pmod{2}, \end{cases}$$

and

$$|S(u, v, w; a; 8)| = \begin{cases} 4 & \text{for } u + v + w \equiv 0 \pmod{4}, \\ 0 & \text{for } u + v + w \not\equiv 0 \pmod{4}. \end{cases}$$

**Lemma 6.** Let $u, v, w, \alpha$ be integers.

(a) If $u \equiv v \equiv w \equiv 0 \pmod{2}$ and $\alpha \geq 2$, then

$$S(u, v, w; a; 2^\alpha) = 2S(u/2, v/2, w/2; a; 2^{\alpha-1}).$$
(b) If \( u - v + w \not\equiv 0 \pmod{4} \) and \( \alpha \geq 4 \), then
\[
S(u, v, w; a; 2^\alpha) = 0.
\]

(c) If \( v \equiv 0 \pmod{2} \), \( u - v + w \not\equiv 0 \pmod{8} \), and \( \alpha \geq 5 \), then
\[
S(u, v, w; a; 2^\alpha) = 0.
\]

**Proof.** (a) It follows at once from \( u \equiv v \equiv w \equiv 0 \pmod{2} \) that
\[
S(u, v, w; a; 2^\alpha) = 2 \sum_{z \in \mathbb{Z}_{2^\alpha-1}} e\left((u z^{-1} + v a z + w (z+c)^{-1})/2^\alpha\right)
= 2 S(u/2, v/2, w/2; a; 2^{\alpha - 1}).
\]

(b) A short calculation shows that
\[
S(u, v, w; a; 2^\alpha) = \sum_{z \in \mathbb{Z}_{2^\alpha-2}} \sum_{\zeta \in \mathbb{Z}_4} e\left((u z^{-1} + v a z + w (z+c)^{-1})/2^\alpha\right)
= \sum_{z \in \mathbb{Z}_{2^\alpha-2}} \sum_{\zeta \in \mathbb{Z}_4} e\left((u z^{-1} - 2^{\alpha-2} \zeta + v a z + w (z+c)^{-1} - 2^{\alpha-2} \zeta)/2^\alpha\right)
= \sum_{z \in \mathbb{Z}_{2^\alpha-2}} e\left((u z^{-1} + v a z + w (z+c)^{-1})/2^\alpha\right) \sum_{\zeta \in \mathbb{Z}_4} e\left(- (u - v + w) \zeta / 4 \right) = 0.
\]

(c) If \( u - v + w \not\equiv 0 \pmod{4} \), then \( S(u, v, w; a; 2^\alpha) = 0 \) follows from part (b). Hence, \( u - v + w \equiv 4 \pmod{8} \) can be assumed, which implies that \( u + w \equiv 0 \pmod{2} \). Then a short calculation yields
\[
S(u, v, w; a; 2^\alpha) = \sum_{z \in \mathbb{Z}_{2^\alpha-3}} \sum_{\zeta \in \mathbb{Z}_4} e\left((u z^{-1} + v a z + w (z+c)^{-1})/2^\alpha\right)
= \sum_{z \in \mathbb{Z}_{2^\alpha-3}} \sum_{\zeta \in \mathbb{Z}_4} e\left((u z^{-1} - 2^{\alpha-3} \zeta + 2^{2\alpha-6} \zeta^2 + v a z + 2^{\alpha-3} \zeta
+ w ((z+c)^{-1} - 2^{\alpha-3} \zeta + 2^{2\alpha-6} \zeta^2))/2^\alpha\right)
= \sum_{z \in \mathbb{Z}_{2^\alpha-3}} e\left((u z^{-1} + v a z + w (z+c)^{-1})/2^\alpha\right) \sum_{\zeta \in \mathbb{Z}_4} e\left(- (u - v + w) \zeta / 8 \right) = 0,
\]
which completes the proof. \( \square \)

**Lemma 7.** Let \( u, v, w, \alpha \) be integers with \( u \equiv w \equiv 1 \pmod{2} \), \( v \equiv 0 \pmod{4} \), \( u - v + w \equiv 0 \pmod{8} \), and \( \alpha \geq 5 \). Then
\[
|S(u, v, w; a; 2^\alpha)| = 2^{(\alpha + 2)/2}.
\]
Proof. Let \( \beta = \lfloor (\alpha - 3)/2 \rfloor \) and observe that \( 4\beta \geq \alpha \) for \( \beta \geq 2 \). Hence, straightforward calculations show that

\[
S(u, v, w; a; 2^\alpha) = \sum_{x \in \mathbb{Z}_{2^\beta}} \sum_{y \in \mathbb{Z}_{2^{\alpha-\beta}}} e\left((u(x + 2^3 y)^{-1} + va(x + 2^3 y) + w(x + c + 2^3 y)^{-1})/2^\alpha\right)
\]

\[
= \sum_{x \in \mathbb{Z}_{2^\beta}} \sum_{y \in \mathbb{Z}_{2^{\alpha-\beta}}} e\left((u(x - 2^3 x^{-2} y + 2^3 y^2 x y^2 - 2^3 y^3 + 2^3 y^4 - 2^5 y^5)\right.
\]

\[
+ va(x + 2^3 y) + w((x + c)^{-1} - 2^3 (x + c)^{-2} y
\]

\[
+ 2^3 (x + c) y^2 - 2^3 y^3 - 2^4 y^4 - 2^5 y^5)))/2^\alpha\right)
\]

\[
= \sum_{x \in \mathbb{Z}_{2^\beta}} e\left((ux^{-1} + vax + w(x + c)^{-1})/2^\alpha\right)s(x),
\]

where the abbreviation

\[
S(x) = \sum_{y \in \mathbb{Z}_{2^{\alpha-\beta}}} e\left((-ux^{-2} - va + w(x + c)^{-2} + 2^\beta (u + w) + 2^3 (y + 1) y^2)/2^{\alpha-\beta}\right)
\]

has been used. Since \( \gcd(2^\beta (ux + w(x + c)), 2^{\alpha-\beta}) = 2^{\beta+1} \) and \( \beta + 1 \leq \alpha - \beta - 2 \), it follows from [6, Lemma 6] that

\[
|S(x)| = \begin{cases} 
2^{(\alpha+2)/2} & \text{for } ux^{-2} - va + w(x + c)^{-2} \equiv 0 \pmod{2^{\beta+2}}, \\
0 & \text{for } ux^{-2} - va + w(x + c)^{-2} \not\equiv 0 \pmod{2^{\beta+2}}, 
\end{cases}
\]

\[
= \begin{cases} 
2^{(\alpha+2)/2} & \text{for } P(x) \equiv 0 \pmod{2^{\beta+2}}, \\
0 & \text{for } P(x) \not\equiv 0 \pmod{2^{\beta+2}}, 
\end{cases}
\]

where \( P(x) = u(x + c)^2 - va x^2 (x + c)^2 + wx^2 \) for \( x \in \mathbb{Z} \). Now, Lemma 4 implies that there exists exactly one integer \( x \in \mathbb{Z}_{2^\beta} \) with \( P(x) \equiv 0 \pmod{2^{\beta+2}} \), which yields the desired result. \( \square \)

Lemma 8. Let \( u, v, w, \alpha \) be integers with \( \alpha \geq 5 \).

(a) If \( v \equiv 1 \pmod{2} \) and \( u - v + w \equiv 0 \pmod{4} \), then

\[
\sum_{a \in \mathbb{Z}_{2^\alpha}} |S(u, v, w; a; 2^\alpha)|^2 = 2^{2\alpha-1}.
\]
(b) If \( v \equiv 2 \pmod{4} \) and \( u - v + w \equiv 0 \pmod{8} \), then
\[
\sum_{a \in \mathbb{Z}_{2^a}} |S(u, v, w; a; 2^a)|^2 = 2^{2a}.
\]

**Proof.** Let \( \gcd(v, 4) = 2^\nu \) with \( \nu \in \{0, 1\} \). Straightforward calculations show that
\[
\sum_{a \equiv 1 \pmod{4}} |S(u, v, w; a; 2^a)|^2
\]
\[= \sum_{a \equiv 1 \pmod{4}} \sum_{y, z \in \mathbb{Z}_{2^a}} \sum_{a \equiv 1 \pmod{4}} e\left((w z^{-1} - y^{-1}) + va(z - y)
\right.
\]
\[+ w((z + c)^{-1} - (y + c)^{-1})) / 2^a\)
\[= \sum_{y, z \in \mathbb{Z}_{2^a}} \sum_{a \equiv 1 \pmod{4}} e\left((w y^{-1} z^{-1} (y - z) - va(y - z)
\right.
\]
\[+ w(y + c)^{-1} (z + c)^{-1} (y - z)))) / 2^a\)
\[= \sum_{y, z \in \mathbb{Z}_{2^a}} e\left((w y^{-1} z^{-1} (y - z) - v y(z - y) + w(y + c)^{-1} (z + c)^{-1} (y - z))) / 2^a\)
\]
\[\cdot \sum_{d \in \mathbb{Z}_{2^a}, z \equiv d / 2^{a - 2}} e\left(v(z - y) d / 2^{a - 2}\right)
\]
\[= 2^{a - 2} \sum_{y, z \equiv 2^{a - \nu - 2} \pmod{y \equiv z}} e\left((w y z - v wy) (y - z)/2^a\right)
\]
\[= 2^{a - 2} \sum_{y, z \equiv 2^{a - \nu - 2} \pmod{y \equiv z}} e\left((u - v + w) (y - z)/2^a\right) = 2^{2a + \nu - 1},
\]
which yields the desired result. \(\Box\)

4. DISCREPANCY OF TRIPLES

In this final section, the discrepancy \( D^{(3)}_{m/2; a, c} \) of the triples
\[
\mathbf{x}_n = (x_n, x_{n+1}, x_{n+2}) \in [0, 1]^3, \ 0 \leq n < m/2,
\]
of successive inversive congruential pseudorandom numbers is studied. The main result of the present paper is Theorem 1, which provides an upper bound for the average value of the discrepancy of triples over the parameter \( a \). Theorem 2 is an immediate consequence of this result. A proof is added for the sake of completeness. Finally, a lower bound for the discrepancy of triples is stated in Theorem 3.
Theorem 1. The average value of the discrepancy $D_{m/2,a,c}^{(3)}$ of triples in the inversive congruential method over $a \in \mathbb{Z}_m$ with $a \equiv 1 \pmod{4}$ satisfies

$$
\frac{4}{m} \sum_{a \in \mathbb{Z}_m} D_{m/2,a,c}^{(3)} < \frac{4(12 + 17\sqrt{2})}{31} m^{-1/2} \left( \frac{1}{\pi} \log m + \frac{7}{17} \right)^3 + \frac{6}{m}
$$

for any parameter $c \equiv 2 \pmod{4}$.

Proof. First, Lemma 1 is applied with $k = 3$, $N = m/2$, $q = m$, $d = 2$, $c = (1,1,1)$, and $t_n = x_n$ for $0 \leq n < m/2$. This yields

$$
D_{m/2,a,c}^{(3)} \leq \frac{6}{m} + \frac{2}{m} \sum_{\mathbf{h} \in C_3(m/2)} \frac{1}{r(\mathbf{h}, m/2)} \left| \sum_{n=0}^{(m/2)-1} c(\mathbf{h} \cdot \mathbf{x}_n) \right|
$$

$$
= \frac{6}{m} + \frac{2}{m} \sum_{\mathbf{h} = (h_1, h_2, h_3) \in C_3(m/2)} \frac{1}{r(\mathbf{h}, m/2)} |S(h_1, h_2, h_3; a; m)|
$$

$$
= \frac{6}{m} + \frac{2}{m} \sum_{\nu=0}^{\omega-2} \sum_{\mathbf{g} = (g_1, g_2, g_3) \in C_3(2^{\nu-1})} \frac{1}{r(\mathbf{g}, m/2)} |S(g_1, g_2, g_3; a; 2^{\nu})|,
$$

where the second step follows from Lemma 5 and in the last step Lemma 6(a) was applied. Straightforward calculations show that

$$
\frac{2}{m} 2^{-2} \sum_{\mathbf{g} = (g_1, g_2, g_3) \in C_3(2)} \frac{1}{r(2^{\nu-2} \mathbf{g}, m/2)} |S(g_1, g_2, g_3; a; 4)|
$$

$$
= \sum_{\mathbf{g} = (g_1, g_2, g_3) \in C_3(2)} \frac{1}{r(2^{\nu-2} \mathbf{g}, m/2)} = \frac{3}{(r(m/4, m/2))^2} = \frac{12}{m^2},
$$

$$
\frac{2}{m} 2^{-3} \sum_{\mathbf{g} = (g_1, g_2, g_3) \in C_3(4)} \frac{1}{r(2^{\nu-3} \mathbf{g}, m/2)} |S(g_1, g_2, g_3; a; 8)|
$$

$$
= \sum_{\mathbf{g} = (g_1, g_2, g_3) \in C_3(4)} \frac{1}{r(2^{\nu-3} \mathbf{g}, m/2)}
$$

$$
= 6 \left(1 + \frac{1}{r(m/4, m/2)}\right) \frac{1}{(r(m/8, m/2))^2} = \frac{48}{m^2} + \frac{96}{m^3},
$$
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\[
\frac{2^{\omega-4}}{m} \sum_{\substack{g = (g_1, g_2, g_3) \in C_3(8) \\
g \equiv (g_1, g_2, g_3, 2) = 1}} \frac{1}{r(2^{\omega-4}g, m/2)} |S(g_1, g_2, g_3; a; 16)|
\]

\[
\leq \sum_{\substack{g = (g_1, g_2, g_3) \in C_3(8) \\
g \equiv (g_1, g_2, g_3, 2) = 1}} \frac{1}{r(2^{\omega-4}g, m/2)}
\]

\[
= 6 \left(1 + \frac{2}{r(m/8, m/2)} + \frac{1}{r(m/4, m/2)}\right) \left(\frac{1}{r(m/16, m/2)} + \frac{1}{r(3m/16, m/2)}\right)^2
\]

\[
= \frac{96(2 + \sqrt{2})}{m^2} + \frac{192(6 + 5\sqrt{2})}{m^3},
\]

which implies that

\[
D_{m/2; a,c}^{(3)} \leq \frac{6}{m} + \frac{12(21 + 8\sqrt{2})}{m^2} + \frac{96(13 + 10\sqrt{2})}{m^3}
\]

\[
+ \frac{2}{m} \sum_{\nu=0}^{\omega-5} 2^\nu \sum_{\substack{g = (g_1, g_2, g_3) \in C_3(2^{\omega-\nu-1}) \\
g_2 \equiv 0 \pmod{4}}} \frac{1}{r(2^\nu g, m/2)} |S(g_1, g_2, g_3; a; 2^{\omega-\nu})|
\]

\[
+ \frac{2}{m} \sum_{\nu=0}^{\omega-5} 2^\nu \sum_{\substack{g = (g_1, g_2, g_3) \in C_3(2^{\omega-\nu-1}) \\
g_2 \equiv 1 \pmod{2}}} \frac{1}{r(2^\nu g, m/2)} |S(g_1, g_2, g_3; a; 2^{\omega-\nu})|
\]

\[
+ \frac{2}{m} \sum_{\nu=0}^{\omega-5} 2^\nu \sum_{\substack{g = (g_1, g_2, g_3) \in C_3(2^{\omega-\nu-1}) \\
g_2 \equiv 1 \pmod{2}}} \frac{1}{r(2^\nu g, m/2)} |S(g_1, g_2, g_3; a; 2^{\omega-\nu})|.\]

Now, it follows from Lemma 6(b,c) that

\[
D_{m/2; a,c}^{(3)} \leq \frac{6}{m} + \frac{12(21 + 8\sqrt{2})}{m^2} + \frac{96(13 + 10\sqrt{2})}{m^3}
\]

\[
+ \frac{2}{m} \sum_{\nu=0}^{\omega-5} 2^\nu \sum_{\substack{g = (g_1, g_2, g_3) \in C_3(2^{\omega-\nu-1}) \\
g_1 \equiv g_3 \equiv 1 \pmod{2} \land g_2 \equiv 0 \pmod{4}}} \frac{1}{r(2^\nu g, m/2)} |S(g_1, g_2, g_3; a; 2^{\omega-\nu})|
\]

\[
+ \frac{2}{m} \sum_{\nu=0}^{\omega-5} 2^\nu \sum_{\substack{g = (g_1, g_2, g_3) \in C_3(2^{\omega-\nu-1}) \\
g_1 \equiv g_3 \equiv 1 \pmod{2} \land g_2 \equiv 2 \pmod{4}}} \frac{1}{r(2^\nu g, m/2)} |S(g_1, g_2, g_3; a; 2^{\omega-\nu})|
\]

\[
+ \frac{2}{m} \sum_{\nu=0}^{\omega-5} 2^\nu \sum_{\substack{g = (g_1, g_2, g_3) \in C_3(2^{\omega-\nu-1}) \\
g_1 \equiv g_3 \equiv 1 \pmod{2} \land g_2 \equiv 0 \pmod{8}}} \frac{1}{r(2^\nu g, m/2)} |S(g_1, g_2, g_3; a; 2^{\omega-\nu})|
\]

\[
+ \frac{2}{m} \sum_{\nu=0}^{\omega-5} 2^\nu \sum_{\substack{g = (g_1, g_2, g_3) \in C_3(2^{\omega-\nu-1}) \\
g_1 \equiv g_3 \equiv 1 \pmod{2} \land g_2 \equiv 0 \pmod{8}}} \frac{1}{r(2^\nu g, m/2)} |S(g_1, g_2, g_3; a; 2^{\omega-\nu})|.
\]
Hence, Lemma 7 can be used in order to obtain

\[ D_{m/2,a,c}^{(3)} \leq \frac{6}{m} + \frac{12(21 + 8\sqrt{2})}{m^2} + \frac{96(13 + 10\sqrt{2})}{m^3} + \frac{4}{m^{1/2}} \sum_{\nu=0}^{\nu=5/2} 2^{\nu/2} \sum_{g=(g_1,g_2,g_3) \in C_3(2^{\nu-1})} \frac{1}{r(2^\nu g, m/2)} \]

\[ + \frac{2}{m} \sum_{\nu=0}^{\nu=5} 2^{\nu} \sum_{g=(g_1,g_2,g_3) \in C_3(2^{\nu-1})} \frac{1}{r(2^\nu g, m/2)} |S(g_1, g_2, g_3; a; 2^\nu)| \]

\[ + \frac{2}{m} \sum_{\nu=0}^{\nu=5} 2^{\nu} \sum_{g=(g_1,g_2,g_3) \in C_3(2^{\nu-1})} \frac{1}{r(2^\nu g, m/2)} |S(g_1, g_2, g_3; a; 2^\nu)|. \]

Therefore the average value of the discrepancy \( D_{m/2,a,c}^{(3)} \) over all \( a \in \mathbb{Z}_m \) with \( a \equiv 1 \pmod{4} \) satisfies

\[ \frac{4}{m} \sum_{a \in \mathbb{Z}_m} D_{m/2,a,c}^{(3)} \leq \frac{6}{m} + \frac{12(21 + 8\sqrt{2})}{m^2} + \frac{96(13 + 10\sqrt{2})}{m^3} + \frac{4}{m^{1/2}} \sum_{\nu=0}^{\nu=5/2} 2^{\nu/2} \sum_{g=(g_1,g_2,g_3) \in C_3(2^{\nu-1})} \frac{1}{r(2^\nu g, m/2)} \]

\[ + \frac{2}{m} \sum_{\nu=0}^{\nu=5} 2^{\nu} \sum_{g=(g_1,g_2,g_3) \in C_3(2^{\nu-1})} \frac{1}{r(2^\nu g, m/2)} |S(g_1, g_2, g_3; a; 2^\nu)|. \]
where in the last step the Cauchy–Schwarz inequality was applied. Now, Lemma 8 can be used in order to obtain
\[
\begin{align*}
&= \frac{6}{m} + \frac{12(21 + 8\sqrt{2})}{m^2} + \frac{96(13 + 10\sqrt{2})}{m^3} \\
&\quad + \frac{4}{m^{1/2}} \sum_{\nu=0}^{\omega-5/2} 2^{\nu/2} \sum_{\substack{g \in C_4(2^{\omega-\nu-1}) \\ g_1 \equiv 1 \pmod{2} \\ g_2 \equiv 0 \pmod{2} \\ g_1 - g_2 + g_3 \equiv 0 \pmod{8}}} \frac{1}{r(2^{\nu} g, m/2)} \\
&\quad + \frac{2\sqrt{2}}{m^{1/2}} \sum_{\nu=0}^{\omega-5/2} 2^{\nu/2} \sum_{\substack{g \in C_4(2^{\omega-\nu-1}) \\ g_2 \equiv 1 \pmod{2} \\ g_1 - g_2 + g_3 \equiv 0 \pmod{8}}} \frac{1}{r(2^{\nu} g, m/2)} \\
&\quad + \frac{4\sqrt{2}}{m^{1/2}} \sum_{\nu=0}^{\omega-5/2} 2^{\nu/2} \sum_{\substack{g \in C_4(2^{\omega-\nu-1}) \\ g_2 \equiv 0 \pmod{2} \\ g_1 \equiv 0 \pmod{2} \\ g_3 \equiv g_2 - g_1 \pmod{4}}} \frac{1}{r(2^{\nu} g, m/2)} \\
&\quad + \frac{4}{m^{1/2}} \sum_{\nu=0}^{\omega-5/2} 2^{-3\nu/2} \sum_{\substack{g_2 \in C_4(2^{\omega-\nu-1}) \cup \{0\} \\ g_2 \equiv 0 \pmod{2}}} \frac{1}{r(2^{\nu} g_2, m/2)} \\
&\quad \cdot \sum_{\substack{g_1 \in C_4(2^{\omega-\nu-1}) \\ g_1 \equiv 1 \pmod{2}}} \frac{1}{r(g_1, 2^{\omega-\nu-1})} \sum_{\substack{g_3 \in C_4(2^{\omega-\nu-1}) \\ g_3 \equiv g_2 - g_1 \pmod{8}}} \frac{1}{r(2^{\nu} g_3, 2^{\omega-\nu-1})} \\
&\quad + \frac{4\sqrt{2}}{m^{1/2}} \sum_{\nu=0}^{\omega-5/2} 2^{-3\nu/2} \sum_{\substack{g_1 \in C_4(2^{\omega-\nu-1}) \cup \{0\} \\ g_1 \equiv 0 \pmod{2}}} \frac{1}{r(2^{\nu} g_1, m/2)} \\
&\quad \cdot \sum_{\substack{g_2 \in C_4(2^{\omega-\nu-1}) \\ g_2 \equiv 1 \pmod{2}}} \frac{1}{r(g_2, 2^{\omega-\nu-1})} \sum_{\substack{g_3 \in C_4(2^{\omega-\nu-1}) \\ g_3 \equiv g_2 - g_1 \pmod{4}}} \frac{1}{r(2^{\nu} g_3, 2^{\omega-\nu-1})}.
\end{align*}
\]
Hence, it follows from Lemma 3 that

\[
\frac{4}{m} \sum_{\omega \in \mathbb{Z}_m, \omega \equiv 1 \pmod{4}} D_{m/2, a, c}^{(4)} \leq \frac{6}{m} + \frac{12(21 + 8\sqrt{2})}{m^2} + \frac{96(13 + 10\sqrt{2})}{m^3}
\]

\[
+ \frac{4}{m^{1/2}} \sum_{\nu=0}^{\nu-5} 2^{-3\nu/2} \sum_{g_2 \in C_1(2^{\nu-1}) \cup \{0\}} \sum_{g_2 \equiv 0 \pmod{2}} \frac{1}{r(2^{\nu} g_2, m/2)} \cdot 
\]

\[
\cdot \left( \frac{1}{\pi} \log 2^{\omega-\nu-1} + \frac{4}{15} \right) \left( \frac{1}{4\pi} \log 2^{\omega-\nu-1} + \frac{1}{6} \right)
\]

\[
+ \frac{4\sqrt{2}}{m^{1/2}} \sum_{\nu=0}^{\nu-5} 2^{-3\nu/2} \sum_{g_1 \in C_1(2^{\nu-1}) \cup \{0\}} \sum_{g_1 \equiv 0 \pmod{2}} \frac{1}{r(2^{\nu} g_1, m/2)} \cdot 
\]

\[
\cdot \left( \frac{1}{\pi} \log 2^{\omega-\nu-1} + \frac{4}{15} \right) \left( \frac{1}{2\pi} \log 2^{\omega-\nu-1} + \frac{2}{15} \right)
\]

\[
= \frac{6}{m} + \frac{12(21 + 8\sqrt{2})}{m^2} + \frac{96(13 + 10\sqrt{2})}{m^3}
\]

\[
+ \frac{4}{m^{1/2}} \sum_{\nu=0}^{\nu-5} 2^{-3\nu/2} \left( 1 + 2^{-\nu-1} \sum_{h \in C_1(2^{\nu-2})} \frac{1}{r(h, 2^{\omega-\nu-2})} \right) \cdot 
\]

\[
\cdot \left( \frac{1}{\pi} \log 2^{\omega-\nu-1} + \frac{4}{15} \right) \left( \frac{1}{4\pi} \log 2^{\omega-\nu-1} + \frac{1}{6} \right)
\]

\[
+ \frac{4\sqrt{2}}{m^{1/2}} \sum_{\nu=0}^{\nu-5} 2^{-3\nu/2} \left( 1 + 2^{-\nu-1} \sum_{h \in C_1(2^{\nu-2})} \frac{1}{r(h, 2^{\omega-\nu-2})} \right) \cdot 
\]

\[
\cdot \left( \frac{1}{\pi} \log 2^{\omega-\nu-1} + \frac{4}{15} \right) \left( \frac{1}{2\pi} \log 2^{\omega-\nu-1} + \frac{2}{15} \right)
\]

\[
< \frac{6}{m} + \frac{12(21 + 8\sqrt{2})}{m^2} + \frac{96(13 + 10\sqrt{2})}{m^3}
\]

\[
+ \frac{4}{m^{1/2}} \sum_{\nu=0}^{\nu-5} 2^{-3\nu/2} \left( 1 + 2^{-\nu} \left( \frac{1}{\pi} \log 2^{\omega-\nu-2} + \frac{1}{5} \right) \right) \cdot 
\]

\[
\cdot \left( \frac{1}{\pi} \log 2^{\omega-\nu-1} + \frac{4}{15} \right) \left( \frac{1}{4\pi} \log 2^{\omega-\nu-1} + \frac{1}{6} \right)
\]

\[
+ \frac{4\sqrt{2}}{m^{1/2}} \sum_{\nu=0}^{\nu-5} 2^{-3\nu/2} \left( 1 + 2^{-\nu} \left( \frac{1}{\pi} \log 2^{\omega-\nu-2} + \frac{1}{5} \right) \right) \cdot 
\]

\[
\cdot \left( \frac{1}{\pi} \log 2^{\omega-\nu-1} + \frac{4}{15} \right) \left( \frac{1}{2\pi} \log 2^{\omega-\nu-1} + \frac{2}{15} \right)
\]
\[ \begin{align*}
\frac{6}{m} + \frac{12(21 + 8 \sqrt{2})}{m^2} + \frac{96(13 + 10 \sqrt{2})}{m^3} \\
+ \frac{1}{m^{1/2}} \sum_{\nu=0}^{\alpha-5} 2^{-3\nu/2} \left( 1 + 2^{-\nu} \left( \frac{1}{\pi} \log 2^{\omega-\nu-2} + \frac{1}{5} \right) \right) \\
\cdot \left( \frac{1}{\pi} \log 2^{\omega-1} + \frac{4}{15} \right) \left( \frac{1 + 2\sqrt{2}}{\pi} \log 2^{\omega-1} + \frac{2+2(5+4\sqrt{2})}{15} \right) \\
\leq \frac{6}{m} + \frac{12(21 + 8 \sqrt{2})}{m^2} + \frac{96(13 + 10 \sqrt{2})}{m^3} \\
+ \frac{1}{m^{1/2}} \sum_{\nu=0}^{\alpha-5} 2^{-3\nu/2} \left( 1 + 2^{-\nu} \left( \frac{1}{\pi} \log 2^{\omega-2} + \frac{1}{5} \right) \right) \\
\cdot \left( \frac{1}{\pi} \log 2^{\omega-1} + \frac{4}{15} \right) \left( \frac{1 + 2\sqrt{2}}{\pi} \log 2^{\omega-1} + \frac{2+2(5+4\sqrt{2})}{15} \right) \\
< \frac{6}{m} + \frac{1}{m^{1/2}} \left( \sum_{\nu=0}^{\infty} \left( 2^{-3/2} \right)^\nu + \sum_{\nu=0}^{\infty} \left( 2^{-5/2} \right)^\nu \left( \frac{1}{\pi} \log m + \frac{1}{5} - \frac{\log 4}{\pi} \right) \right) \\
\cdot \left( \frac{1}{\pi} \log m + \frac{4}{15} - \frac{\log 2}{\pi} \right) \left( \frac{1 + 2\sqrt{2}}{\pi} \left( \log m - \log 2 \right) + \frac{2+2(5+4\sqrt{2})}{15} \right) \\
= \frac{6}{m} + \frac{1}{m^{1/2}} \left( \frac{2(4 + \sqrt{2})}{7} + \frac{4(8 + \sqrt{2})}{31} \left( \frac{1}{\pi} \log m + \frac{1}{5} - \frac{\log 4}{\pi} \right) \right) \\
\cdot \left( \frac{1}{\pi} \log m + \frac{4}{15} - \frac{\log 2}{\pi} \right) \left( \frac{1 + 2\sqrt{2}}{\pi} \left( \log m - \log 2 \right) + \frac{2+2(5+4\sqrt{2})}{15} \right) \\
= \frac{6}{m} + \frac{4(12 + 17\sqrt{2})}{31m^{1/2}} \left( \frac{1}{\pi} \log m + \frac{1}{5} - \frac{\log 4}{\pi} \right) \frac{15 + 2\sqrt{2} + 15 + 2\sqrt{2}}{14} \\
\cdot \left( \frac{1}{\pi} \log m + \frac{4}{15} - \frac{\log 2}{\pi} \right) \left( \frac{1}{\pi} \log m + \frac{2(11 + 6\sqrt{2})}{105} - \frac{\log 2}{\pi} \right) \\
< \frac{6}{m} + \frac{4(12 + 17\sqrt{2})}{31m^{1/2}} \left( \frac{1}{\pi} \log m + \frac{7}{17} \right)^3,
\end{align*} \]

which is the desired result. \(\square\)

**Theorem 2.** Let the parameter \(c \equiv 2 \pmod{4}\) be fixed. Let \(0 < \alpha \leq 1\). Then there exist more than \((1-\alpha)m/4\) values of \(a \in \mathbb{Z}_m\) with \(a \equiv 1 \pmod{4}\) such that the discrepancy \(D_{m/2; a, c}^{(3)}\) of triples in the inversive congruential method satisfies

\[ D_{m/2; a, c}^{(3)} < \frac{1}{\alpha} \left( \frac{4(12 + 17\sqrt{2})}{31} m^{-1/2} \left( \frac{1}{\pi} \log m + \frac{7}{17} \right)^3 + \frac{6}{m} \right). \]

**Proof.** Subsequently, the abbreviation

\[ M = \frac{4(12 + 17\sqrt{2})}{31} m^{-1/2} \left( \frac{1}{\pi} \log m + \frac{7}{17} \right)^3 + \frac{6}{m} \]
is used. Suppose that there exist at most \((1 - \alpha)m/4\) values of \(a \in \mathbb{Z}_m\) with \(a \equiv 1 \pmod{4}\) and \(D^{(3)}_{m/2;a,c} < \alpha^{-1}M\), i.e., there exist at least \(\alpha m/4\) values of \(a \in \mathbb{Z}_m\) with \(a \equiv 1 \pmod{4}\) and \(D^{(3)}_{m/2;a,c} \geq \alpha^{-1}M\). Hence, one obtains

\[
\sum_{a \in \mathbb{Z}_m \atop a \equiv \alpha (\mod 4)} D^{(3)}_{m/2;a,c} \geq \frac{Mm}{4},
\]

which contradicts Theorem 1.

\[\Box\]

**Theorem 3.** The discrepancy \(D^{(3)}_{m/2;a,c}\) of triples in the inversive congruential method satisfies

\[
D^{(3)}_{m/2;a,c} \geq \frac{2}{\pi + 2} m^{-1/2}
\]

for any parameters \(a \equiv 1 \pmod{4}\) and \(c \equiv 2 \pmod{4}\).

*Proof.* First, Lemma 2 is applied with \(k = 3\), \(N = m/2\), \(t_n = x_n\) for \(0 \leq n < m/2\), and \(h = (1, 0, -1) \in \mathbb{Z}^3\). This yields

\[
D^{(3)}_{m/2;a,c} \geq \frac{1}{(\pi + 2)m} \sum_{n=0}^{(m/2)-1} e(h \cdot x_n) = \frac{1}{(\pi + 2)m} |S(1, 0, -1; a; m)|,
\]

where in the second step Lemma 5 has been used. Hence, it follows from Lemma 7 that

\[
D^{(3)}_{m/2;a,c} \geq \frac{1}{(\pi + 2)m} 2^{(\omega + 2)/2} = \frac{2}{\pi + 2} m^{-1/2},
\]

which completes the proof. \[\Box\]

Theorem 1 shows that for any parameter \(c\) the discrepancy \(D^{(3)}_{m/2;a,c}\), on the average over the parameter \(a\), has an order of magnitude at most \(m^{-1/2}(\log m)^3\). In particular, this upper bound for the average value is independent of the specific choice of the parameter \(c\) in the inversive congruential method, provided the condition \(c \equiv 2 \pmod{4}\) is met. Theorem 3 implies that the upper bound for the average value is best possible up to the logarithmic factor, since the discrepancy \(D^{(3)}_{m/2;a,c}\) of any inversive congruential generator with \(a \equiv 1 \pmod{4}\) and \(c \equiv 2 \pmod{4}\) has an order of magnitude at least \(m^{-1/2}\). Altogether, these results show that the average value of the discrepancy of triples is of an order of magnitude between \(m^{-1/2}\) and \(m^{-1/2}(\log m)^3\), which fits the law of the iterated logarithm for the discrepancy of true random points in \([0, 1]^3\) shown in [10]. Theorem 2 provides even more information, since it implies that for any parameter \(c\) only an arbitrarily small percentage of the parameters \(a\) may lead to a discrepancy of triples with an order of magnitude greater than \(m^{-1/2}(\log m)^3\). In this connection, it should be mentioned that according to a recent result in [9] it can happen that for certain parameters \(a\) and \(c\) the discrepancy of triples is at least of the order of magnitude \(m^{-1/3}\), which is too large to fit the law of the iterated logarithm. Thus, the parameters in the inversive congruential method with power of two modulus have to be chosen with some care.
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