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Abstract. We consider an abstract time-dependent, linear parabolic problem
\[ u'(t) = A(t)u(t), \quad u(t_0) = u_0, \]
where \( A(t) : D \subset X \to X, t \in J \), is a family of sectorial operators in a Banach space \( X \) with time-independent domain \( D \). This problem is discretized in time by means of an \( A(\theta) \) strongly stable Runge-Kutta method, \( 0 < \theta < \pi/2 \). We prove that the resulting discretization is stable, under the assumption
\[ \| (A(t) - A(s))x \| \leq L|t - s|^{\alpha}(\|x\| + \|A(s)x\|), \quad x \in D, \; t, s \in J, \]
where \( L > 0 \) and \( \alpha \in (0,1) \). Our results are applicable to the analysis of parabolic problems in the \( L^p \), \( p \neq 2 \), norms.

1. Introduction

Let \( X \) be a complex Banach space and let \( J \subset \mathbb{R} \) be an interval. We consider a family of linear, densely defined operators \( A(t) : D \subset X \to X \), with domain \( D(A(t)) = D \) independent of \( t \in J \). We are concerned with the stability of discretizations in time, based on Runge–Kutta methods, of the initial value problem
\[ \begin{cases} \begin{aligned} u'(t) &= A(t)u(t), & t \in J, \\ u(t_0) &= u_0 \in D, & t_0 \in J. \end{aligned} \end{cases} \tag{1} \]
For each angle \( \theta \in (0, \pi/2) \), we set
\[ S_\theta := \{ 0 \} \bigcup \{ z \in \mathbb{C} : z \neq 0, |\arg(-z)| \leq \theta \}. \]
Problem (1) is assumed to be parabolic in the sense that the operators are sectorial with constants independent of \( t \in J \), i.e., we assume that the following condition holds.

**H1.** There exist \( M \geq 1, \omega_0 \in \mathbb{R} \) and \( \theta \in (0, \pi/2) \) such that, for a complex \( z \notin \omega_0 + S_\theta \) and for \( t \in J \), the resolvent \((zI - A(t))^{-1} : X \to X\) exists and the estimate
\[ \| (zI - A(t))^{-1} \| \leq \frac{M}{|z - \omega_0|} \]
is satisfied.
The meaning of H1 is that the “frozen operator” problems

\[
\begin{align*}
u'(t) &= A(t^*)u(t), \quad t \in \mathbb{R}, \\
u(t_0) &= u_0 \in D,
\end{align*}
\]

where \(t^*\) ranges over \(J\), are uniformly holomorphic. In fact, under H1 it is well
known that for each angle \(\varphi \in (0, \pi/2 - \theta)\) there exists \(C = C(\varphi) > 0\), independent
of \(t^* \in J\), such that \(\|e^{\alpha A(t^*)}\| \leq Ce^{-\omega|\varphi|}\), for \(-\sigma < \varphi < \pi/2\).

For the applications we have in mind, including the future study of the stability
of abstract quasilinear parabolic problems (see [11]), it is suitable to impose the
relative H"older variation of the coefficients \(A(t), t \in J\). To be precise, we assume
the following:

**H2.** There exist \(L > 0\) and \(\alpha \in (0, 1)\) such that

\[
\|(A(t) - A(s))x\| \leq L|t - s|^\alpha(\|x\| + \|A(s)x\|), \quad x \in D, \quad t, s \in J.
\]

It is well known that H1 and H2 guarantee the existence and uniqueness of the
solution of (1) (see e.g., [1, 2, 3, 13, 18, 19, 21]).

Problem (1) is discretized in time by means of a Runge–Kutta method defined
by its Butcher array

\[
\begin{pmatrix}
\begin{array}{c|c}
c & A \\
\hline
b & T
\end{array}
\end{pmatrix},
\]

where \(b = [b_1, \ldots, b_s]^T \in \mathbb{R}^s\), \(c = [c_1, \ldots, c_s]^T \in \mathbb{R}^s\) and \(A = (a_{ij})_{i,j=1}^s \in \mathbb{R}^{s \times s}\).
We suppose that \(0 \leq c_i \leq 1\), for \(1 \leq i \leq s\). Let us recall that the stability function
of the method is the rational function \(r(z) = 1 + b^T(I - zA)^{-1}e\), where \(I \in \mathbb{R}^{s \times s}\)
stands for the identity matrix and \(e = [1, \ldots, 1]^T \in \mathbb{R}^s\). The method is \(A(\theta)\)-stable,
\(0 < \theta < \pi/2\), when (i) the spectrum of the matrix \(A\) is contained in the complement
of the sector \(S_\theta\) and (ii) \(|r(z)| \leq 1\), for \(z \in S_\theta\). Notice that for \(A(\theta)\)-stable methods,
the matrix \(A\) is regular. Moreover, if the method also satisfies (iii) \(\gamma := |r(\infty)| < 1\),
then we say that the method is strongly \(A(\theta)\)-stable. Hereafter, we only consider
strongly \(A(\theta)\)-stable methods. This excludes the Gaussian methods, among others.
On the other hand, there is a wide range of methods lying within this class of
strongly \(A(\theta)\)-stable methods (see e.g., [12]).

Let \(u: J \rightarrow X\) be the solution of problem (1). Let \(t_0 < t_1 < \cdots < t_N\) be a finite
sequence of time levels in \(J\), with uniform spacing \(h = t_{n+1} - t_n\), \(0 \leq n < N - 1\).
The application of the Runge–Kutta method given by (2) to problem (1) leads to the recurrence

\[
u_{n+1} = u_n + h \sum_{i=1}^s b_i A(t_n + c_i h)U_n^i, \quad 0 \leq n \leq N - 1.
\]

Here \(u_n\) is the approximation to \(u(t_n)\), \(0 \leq n \leq N\), and the internal stages \(U_n^i \in D, \quad 0 \leq n \leq N - 1, \quad 1 \leq i \leq s\), are defined by the system of equations

\[
U_n^i = u_n + h \sum_{j=1}^s a_{ij} A(t_n + c_j h)U_n^j, \quad 1 \leq i \leq s.
\]

In Lemma 2.3 we prove that, assuming that the method is strongly \(A(\theta)\)-stable,
system (4) is uniquely solvable, for \(h > 0\) small enough, even for data \(u_n \in X\) not
lying in the domain \(D\). In fact we show that, for \(0 \leq n \leq N - 1\), there exists a
that the Runge–Kutta method given by
\[ K > \text{constants} \]
constant step-size \( h > 0 \) small enough, of the compositions \( \prod_{j=n}^{m} r(t_{j+1}, t_{j}) \) as bounded operators in \( X \). Let us point out that in the present paper we address not only the question of the stability, but also the question of the so-called strong stability (see below) of the method. The strong stability result turns out to be basic for the study of the stability of the discretizations of quasilinear problems in [11]. We pay attention to the size of the stability constants. This point is very important for the study of quasilinear problems, as well as for the study of the asymptotic behavior of the numerical solution.

For the proof of our results we require intermediate spaces between \( D \) and \( X \). The domain \( D \) is assumed to be endowed with the graph norm \( \| \cdot \|_{1} \) corresponding to any \( A(t^{*}), t^{*} \in J, \text{ i.e.,} \)
\[ ||x||_{1} := ||x|| + ||A(t^{*})x||, \quad x \in D, \]
where \( t^{*} \in J \) has been fixed. After \( H2 \), any pair of such norms, corresponding to different choices of \( t^{*} \in J \), are mutually equivalent (see below). The space \( D \) is Banach, since the operators \( A(t^{*}), t^{*} \in J \), are closed. We set \( X_{0} = X, X_{1} = D \) and, for \( 0 \leq \eta \leq 1 \), we denote by \( X_{\eta} = [X_{0}, X_{1}]_{\eta} \) the Calderón interpolation space of order \( \eta \) between \( X_{0} \) and \( X_{1} \) (see e.g., [5, 22]). Only the basic interpolation properties are used in our analysis, so that the reader does not need a deep knowledge of interpolation theory. Let us point out that the interpolation spaces obtained by the real method could be used instead (see e.g., [5, 22]). However, the apparently simpler choice \( X_{\eta} = D((\omega_{0}I - A(t))^{\eta}) \), the domain of the fractional power, is troublesome since, due to the lack of validity of Heinz’s theorem, such a domain may depend on \( t \in J \). The operator norm of a bounded linear operator \( F : X_{\mu} \rightarrow X_{\nu} \), where \( \mu, \nu \in [0, 1] \), is denoted by \( \| F \|_{\mu-\nu} \). We set \( \tilde{\omega}_{0} = \omega_{0}/2 \), for \( \omega_{0} \leq 0 \), and \( \tilde{\omega}_{0} = 3\omega_{0}/2 \), for \( \omega_{0} > 0 \). With this notation we can state the following theorem, which provides the main contribution of the present paper.

**Theorem 1.1.** Assume that the parabolic problem (1) fulfills hypotheses \( H1 \) and \( H2 \), for some \( M \geq 1, \omega_{0} \in \mathbb{R}, \theta \in (0, \pi/2), L \geq 0 \) and \( \alpha \in (0, 1) \), and assume that the Runge–Kutta method given by (2) is strongly \( A(\theta) \)-stable. Then there exist constants \( K > 0 \) and \( \Omega > 0 \), that are independent of \( L \), and there exists \( \bar{h} > 0 \) such that for any arbitrary finite sequence of time levels \( t_{j}, 0 \leq j \leq N, \) in \( J \) with constant step-size \( 0 < h \leq \bar{h} \) the stage equations (4) are uniquely solvable in \( X \) and
the following stability estimates hold:

\[(7) \quad \left\| \prod_{j=0}^{N-1} r(t_{j+1}, t_j) - \gamma^N I \right\|_{\mu-\mu} \leq KT^{-\mu}e^{(\hat{\omega}_0 + \Omega L^{1/\alpha})T}(1 + BLT^\alpha)^5,\]

\[0 \leq \mu < 1,\]

\[(8) \quad \left\| \prod_{j=0}^{N-1} r(t_{j+1}, t_j) - \gamma^N I \right\|_{\nu-1} \leq KT^{\nu-1}e^{(\hat{\omega}_0 + \Omega L^{1/\alpha})T}(1 + BLT^\alpha)^5,\]

\[0 < \nu \leq 1,\]

\[(9) \quad \left\| \prod_{j=0}^{N-1} r(t_{j+1}, t_j) - \gamma^N I \right\|_{0-1} \leq KT^{-1}e^{2(\hat{\omega}_0 + \Omega L^{1/\alpha})T}(1 + BLT^\alpha)^{10},\]

where \( r(t_{j+1}, t_j), 0 \leq j \leq N - 1, \) are the operators defined in (5) and \( T = t_N - t_0. \) In (7), respectively in (8), \( B > 0 \) depends on \( \gamma \) and \( \mu, \) respectively on \( \gamma \) and \( \nu. \)

Notice that for either \( \mu = 0 \) in (7) or \( \nu = 1 \) in (8) we can dispense with the term \( \gamma^N. \) Therefore, Theorem 1.1 yields the stability of the Runge–Kutta method in either \( X_0 \) or \( X_1. \) Furthermore, by interpolation, we deduce that the Runge–Kutta method is stable in \( X_\mu, \) for \( 0 \leq \mu \leq 1, \) and that we have the bound

\[(10) \quad \left\| \prod_{j=0}^{N-1} r(t_{j+1}, t_j) \right\|_{\mu-\mu} \leq Ke^{(\hat{\omega}_0 + \Omega L^{1/\alpha})T}(1 + BLT^\alpha)^5.\]

The way \( L \) enters in the estimates in Theorem 1.1 is crucial for the applications in [11]. Moreover, we see that in case of asymptotic stability, i.e., when \( \hat{\omega}_0 < 0, \) and for small enough \( L, \) Theorem 1.1 yields estimates that are uniform, even with an exponential damping, in \( t \in J. \) This is an important remark from the qualitative point of view.

The estimate (9) can be viewed as the discrete counterpart of the analyticity of the continuous problem. It shows that, except for the term \( \gamma^N u_0, \) the numerical approximations \( u_n, 1 \leq n \leq N, \) in (5) are smooth (in the sense that they belong to \( X_1 \)) even for non-smooth initial data \( u_0 \in X. \) When \( \gamma = 0, \) (9) yields the so-called strong stability of the method. At first glance, it may seem natural to first prove (9) and then obtain (7) and (8) by interpolation. However, for the proof of the previous estimates we need some sort of Gronwall’s lemma (see Lemma 2.1) for weakly singular convolution kernels. This lemma cannot be applied directly to the proof of (9) because a non-integrable singularity appears. Therefore, in the proof of Theorem 1.1, (9) is obtained as a consequence of (7) and (8).

For the backward Euler method, stability was studied in [9, 20]. In [4] similar stability results for higher order methods are stated. However, the strong stability concept considered in [4] differs from ours, because in [4], in the definition of the intermediate spaces \( X_\eta, 0 \leq \eta \leq 1, \) the graph norm \( v(t)^n \) of the discrete generator \( \widehat{A}(t)^n \) of the discrete generator \( \widehat{A}(t) := (I - r(hA(t)))/h, t \in J, \) is used instead of our choice. On the other hand, conclusions related to ours, but in the context of Hilbert spaces and Gelfand–Lions triplets, were obtained in [15]. Our general Banach spaces set-up cannot take advantage on the main ideas used in [15]. Finally, in [10] we studied the stability for time dependent problems (1), but there we assumed that the relative total variation of the operators \( A(t), t \in J, \) was bounded. In [10] methods with \( |r(\infty)| = 1 \) can be
considered. Moreover, in [10] we were able to give a precise account of the size of the stability constants obtained. Under the hypothesis H2, the perturbative argument of [10] cannot be used any longer.

The applications of Theorem 1.1 include the semidiscretizations in time of classical parabolic problems in the $L^p$, $1 \leq p \leq +\infty$, spaces. The reader is referred to [10, Section 5], but taking into account that now, after Theorem 1.1, the coefficients are allowed to be Hölder continuous in time. The main limitation, as in [10], is that the domain of the operators must be independent of $t \in J$. This may exclude Neumann boundary conditions. Finally, as we have already mentioned, Theorem 1.1 is also basic for the study of the semidiscretization in time of abstract quasilinear parabolic problems (see [11]). Let us point out that for this study it is important to reflect the dependence of the bounds on $L$ and $\alpha$, as in Theorem 1.1.

In Section 2 we present some auxiliary lemmas needed for the proof of Theorem 1.1, including the Gronwall-type lemma. Section 3 is devoted to the proof of Theorem 1.1.

2. Some auxiliary lemmas

In this section we present some lemmas that are necessary for the proof of Theorem 1.1, we maintain the notation and hypotheses of this theorem. We assume that we have fixed a uniformly spaced sequence $t_j, 0 \leq j \leq N$, in $J$, with step $h > 0$.

The first lemma provides a version of Gronwall’s lemma with a weakly singular kernel. It is noteworthy that this lemma, in spite of its simple appearance, cannot be obtained directly by comparison with its continuous counterpart. Another version of a similar lemma can be found in [14]. We prefer our statement to that in [14] since it accounts for the dependence with respect to the parameters involved. A non-standard term is also included. This term will allow us to consider methods with $r(\infty) \neq 0$.

**Lemma 2.1.** Let $h > 0$, $N \geq 1$ integer and set $t_j = jh, 0 \leq j \leq N$. Let $\xi_j \geq 0, 0 \leq j \leq N$, be a finite sequence of real numbers with $\xi_0 = 0$. Assume that there exist $\alpha \in (0, 1)$, $\eta, \gamma \in [0, 1)$ and $C_1, C_2, C_3 \geq 0$ such that $h \leq \bar{h} := ((1 - \gamma)^2/(4C_2))^{1/\alpha}$ and that, for $1 \leq m \leq N$, we have

$$
\xi_m \leq C_1 t_m^{-\eta} + C_2 \sum_{j=1}^{m-1} (ht_m^{\alpha-1} + t_m^{\alpha} \gamma^{m-j-1}) \xi_j
$$

$$
+ C_3 \sum_{j=1}^{m-1} (h^{1-\eta} t_m^{\alpha-1} \gamma^j + h^{-\eta} \gamma^{m-1} t_m^{\alpha}).
$$

Then there exists a constant $B \geq 0$, depending only on $\eta$ and $\gamma$, such that the estimate

$$
\xi_m \leq 2e^{\omega t_m} (C_1 + BC_3 t_m)(1 + BC_2 t_m) t_m^{-\eta}, \quad 1 \leq m \leq N,
$$

(11) holds with

$$
\omega = (4C_2 \Gamma(\alpha))^{1/\alpha}.
$$
Proof. We begin by proving that there exists \( B_1 > 0 \), depending only on \( \eta \) and \( \gamma \), such that
\[
(12) \quad \sum_{j=1}^{m-1} (h^1 - \eta)\alpha_{m-j}^j + h^{-\eta} \gamma^{m-1} \alpha_{m-j}^j \leq B_1 t_m^{-\eta}, \quad 1 \leq m \leq N.
\]

We can assume that \( \gamma > 0 \). Fix \( 1 \leq m \leq N \) and let \( M \) be the integer part of \((m^{1-\eta})/2\). We have that
\[
\begin{align*}
  h^{1-\eta} \sum_{j=1}^{m-1} t_{m-j}^{\alpha-1} \gamma^j &\leq h^{1-\eta} \sum_{j=1}^{M} t_{m-j}^{\alpha-1} + h^{1-\eta} \sum_{j=M+1}^{m-1} t_{m-j}^{\alpha-1} \\
  &\leq h^{1-\eta} M t_{m}^{\alpha-1} + h^{1-\eta} M \gamma^{M+1} \\
  &\leq \frac{M}{m-M} t_{m}^{\alpha} + m^2 \gamma^{M+1} t_{m}^{-\eta} \\
  &\leq B' t_m^{-\eta},
\end{align*}
\]
where \( B' := 1 + \sup_{x \geq 0} x^2 \gamma (1/2)x^{1-\eta} \). Moreover, we have
\[
 h^{-\eta} \sum_{j=1}^{m-1} \gamma^{m-1} \alpha_{m-j}^j \leq t_{m}^{\alpha-\eta} m^{1+\eta} \gamma^{-1} \leq B'' t_m^{-\eta},
\]
where \( B'' := \sup_{x \geq 1} x^{1+\eta} \alpha x^{-1} \). Therefore, (12) holds with \( B_1 = B' + B'' \).

Now, after (12), the proof of the lemma can be restricted to the case \( C_3 = 0 \). Furthermore, with no loss of generality, we can assume that \( C_1 = 1 \). It is also clear that it is sufficient to prove (11) for \( m = N \), because then the same result could be applied to a smaller value of \( 1 \leq m \leq N \).

Let \( g \) and \( t_\sigma, \sigma > 0 \), be the sequences defined by \( g(j) = t_j^{\sigma-1} \) and \( t_\sigma(j) = t_j^{-\sigma} \), for \( 1 \leq j \leq N \), and by \( g(j) = t_\sigma(j) = 0 \), for the remaining values of \( j \geq 0 \) integer. Furthermore, let \( x = \{x_j\}_{j=0}^{+\infty} \) be the sequence defined by the convolution equation
\[
(13) \quad x = t_\eta + C_2 (h t_{1-\eta} + g) \ast x,
\]
where \( \ast \) stands for the discrete convolution of sequences. It is obvious that we have \( \xi_j \leq x_j \), for \( 1 \leq j \leq N \). Therefore the lemma is reduced to prove that, for \( j = N \), inequality (11) holds with \( x_N \) instead of \( \xi_N \).

For each given sequence \( u = \{u_j\}_{j=0}^{+\infty} \) of complex numbers, we set \( \tilde{u}(z) = \sum_{j=0}^{+\infty} u_j z^j \), i.e., \( \tilde{u} \) stands for the generating function of \( u \). As is well known, in terms of the generating functions, equation (13) becomes
\[
(14) \quad \tilde{x}(z) = \frac{\tilde{t}_\eta(z)}{1 - C_2 (h \tilde{t}_{1-\eta}(z) + \tilde{g}(z))}.
\]

Let \( r = \{r_j\}_{j=0}^{+\infty} \) and \( s = \{s_j\}_{j=0}^{+\infty} \) be the sequences whose generating functions are \( \tilde{r}(z) = (1 - C_2 (h \tilde{t}_{1-\eta}(z) + \tilde{g}(z)))^{-1} \) and \( \tilde{s}(z) = \tilde{r}(z)^2 \), respectively. Now we transform (14) by taking the derivatives and multiplying by \( z \) (recall that this process corresponds to taking the generating function of the original sequence multiplied componentwise by the sequence \( \{j\}_{j=0}^{+\infty} \)). This leads to
\[
z \tilde{x}'(z) = z \tilde{t}_\eta'(z) \tilde{r}(z) + C_2 z \tilde{t}_\eta(z) (h \tilde{t}_{1-\eta}(z) + \tilde{g}(z)) \tilde{s}(z),
\]
that after inverting leads to

\[ N x_N = \sum_{j=1}^{N} r_{N-j} t_j^{-\eta} + C_2 \sum_{j=1}^{N} s_{N-j} t_j^{-\eta} (h t_j^{\alpha-1} + t_j^{\alpha} \gamma^{l-1}). \]

Let us assume for the moment the validity of the estimates

\[ \sum_{j=0}^{N} |r_j| \leq 2 e^{\omega t_N}, \quad \sum_{j=0}^{N} |s_j| \leq 4 e^{\omega t_N}, \]

which we prove later. For \(1 \leq j \leq N\), we have that

\[ j t_j^{-\eta} \leq N t_N^{\gamma}, \]

and also, since \(B(1 + \alpha, 1 - \eta) \leq 2 / \Gamma(1 - \eta)\), that

\[
\sum_{l=1}^{j-1} t_j^{-\eta} l (h t_l^{\alpha-1} + t_l^{\alpha} \gamma^{l-1}) \leq (1 + \gamma^*) \sum_{l=1}^{j-1} t_j^{-\eta} t_l^{\alpha} \\
\leq (1 + \gamma^*) h^{-1} \int_0^{t_j} (t_j - \tau)^{-\eta} \tau^{-\alpha} d\tau \\
= (1 + \gamma^*) j B(1 + \alpha, 1 - \eta) t_j^{\alpha-\eta} \\
\leq 2(1 + \gamma^*) \Gamma(1 - \eta)^{-1} N t_N^{\alpha-\eta},
\]

where \(\gamma^* = \sup_{x \geq 1} x \gamma^{-1} \). By using the previous estimates in (15), it is straightforward to conclude that

\[
N x_N \leq \left( \sum_{j=0}^{N} |r_j| \right) N t_N^{\gamma} + 2 C_2 \left( \sum_{j=0}^{N} |s_j| \right) N t_N^{\gamma} (1 + \gamma^*) \Gamma(1 - \eta)^{-1} \\
\leq 2 N t_N^{\gamma} e^{\omega t_N} (1 + 4 C_2 \Gamma(1 - \eta)^{-1} (1 + \gamma^*) t_N^{\alpha}),
\]

and, dividing by \(N\), we get the desired bound for \(x_N\) with

\[ B = \max\{B_1, 4 \Gamma(1 - \eta)^{-1} (1 + \gamma^*)\}. \]

It remains to prove (16). Notice that \(\tilde{t}_{1-\alpha}(0) = \tilde{g}(0) = 0\). Thus, for \(z \in \mathbb{C}\) with small enough \(|z|\), we have that

\[ \tilde{r}(z) = \sum_{k=0}^{+\infty} \left( C_2 (h \tilde{t}_{1-\alpha}(z) + \tilde{g}(z)) \right)^k; \]
hence $r_j \geq 0$, for all $j \geq 0$, since all the coefficients of $h\tilde{t}_{1-\alpha}(z) + \tilde{g}(z)$ are non-negative. Moreover, recalling the definition of $\omega$ and $h$, it is clear that

$$C_2(h\tilde{t}_{1-\alpha}(e^{-h\omega}) + \tilde{g}(e^{-h\omega})) = C_2h \sum_{j=1}^{N}(t_j^{\alpha-1} + h^{-1}t_j^{\alpha-1}\gamma^{j-1})e^{-\omega t_j}$$

$$\leq C_2 \int_{0}^{1} e^{-\omega u} du + C_2 \sum_{j=1}^{N} t_j^{\alpha-1}$$

$$\leq C_2 \omega^{-\alpha} \int_{0}^{1} e^{-\gamma u} du + C_2 h^{\alpha} \sum_{j=1}^{N} j^{\gamma-1}$$

$$\leq C_2 \Gamma(\alpha) \omega^{-\alpha} + C_2 h^{\alpha}(1 - \gamma)^{-2}$$

$$\leq 1/4 + 1/4 = 1/2.$$ 

Therefore, we have

$$\sum_{j=0}^{N} |r_j| = \sum_{j=1}^{N} r_j \leq e^{\omega t_N} \sum_{j=1}^{N} e^{-\omega t_j} r_j$$

$$= e^{\omega t_N} \tilde{g}(e^{-h})$$

$$= e^{\omega t_N} \left(1 - C_2(h\tilde{t}_{1-\alpha}(e^{-h\omega}) + \tilde{g}(e^{-h\omega})) \right)^{-1}$$

$$\leq 2 e^{\omega t_N}.$$ 

In the same way we see that

$$\sum_{n=0}^{N} |s_j| \leq e^{\omega t_N} \left(1 - C_2(h\tilde{t}_{1-\alpha}(e^{-h\omega}) + \tilde{g}(e^{-h\omega})) \right)^{-2} \leq 4 e^{\omega t_N}. \quad \Box$$ 

Hereafter, the letter $K$ possibly with a subindex denotes positive constants that depend only on $M$, $\theta$, $\omega_0$ and the Runge–Kutta method. Of course, the $K$’s may take different values at different places.

**Lemma 2.2.** There exist $K > 0$ and $\bar{h} > 0$, depending on $M$, $\theta$, $\omega_0$ and the Runge–Kutta method such that for all $t \in J$, $n \geq 1$ integer and $0 < h < \bar{h}$, the following estimate holds:

$$\|A(t)(r^n(hA(t)) - \gamma^n I)\|_{0,\alpha} \leq \frac{Ke^{\omega_0 nh}}{nh}.$$ 

Proof. The proof of this lemma is based on the Cauchy formula and it follows closely the proof of the main theorem in [17].

Assume first that $\omega_0 = 0$. Select $\bar{h} > 0$, $t \in J$ and set $A = hA(t)$. By using the Neumann series (see, e.g., in [8, Lemma 4.2.1]), it is easy to see that there exist $M^* \geq M$ and $0 < \theta^* < \theta$, depending only on $M$ and $\theta$, such that $A$ satisfies $H1$ with respect $M^*$, $\theta^*$ and $\omega_0 = 0$. Then, because of the maximum principle, we have $|r(z)| < 1$, for $z \neq 0, z \in S_{\theta^*}$. Since $\gamma = |r(\infty)| < 1$, it is not hard to conclude that there exist $c > 0$, $0 < \bar{\gamma} < 1$ and $R > 0$, depending only on $M$, $\theta$ and $r(z)$, such that

$$|r(z)| \leq \begin{cases} e^{c|z|}, & \text{if } |z| \leq R, \; z \notin S_{\theta^*}, \\ e^{-c|z|}, & \text{if } |z| \leq R, \; z \in S_{\theta^*}, \\ \bar{\gamma}, & \text{if } |z| \geq R, \; z \in S_{\theta^*}. \end{cases}$$ (17)
Therefore, for
\(satisfies H_1, but with \(A\mid_\Gamma\), since the ones satisfied by \(r\).

Then, by partitioning \(\Gamma_n\) as we did in the previous case, we can estimate the integral in (19) and show that there exists \(K_2 > 0\) such that

\[\|A(r_n^h(A) - \gamma^n I)\|_{0 \to 0} \leq K_2 e^{\omega_0 nh} / n.\]
On the other hand, it is known (see [6, 7, 16, 17]) that there exists $K_3 > 0$ such that
\[\|r^n(hA(t))\|_{0 \to 0} \leq K_3 e^{\omega_0 nh}.\]

Therefore,
\[
\|A(t)(r^n(hA(t)) - \gamma^n I)\|_{0 \to 0} \leq |\omega_0|(|r^n(hA(t))\|_{0 \to 0} + \gamma^n) \\
+ \gamma h^{-1}\|A(r^n_k(A) - \gamma^n I)\|_{0 \to 0} \\
\leq |\omega_0|(K_3 e^{\omega_0 nh} + e^{\omega_0 nh}) + K_2 e^{\omega_0 nh}/(nh),
\]
and the lemma is proved, since it is clear that $e^{\omega_0 nh} \leq K_4 e^{\omega_0 nh}/(nh)$, for some $K_4 > 0$.

For each $t \in J$, we consider the norm $\| \cdot \|_1^t$ in $X_1 = D$ defined by $\|x\|_1^t = \|x\| + \|A(t)x\|$, for $x \in X_1$. Because of H2, we have
\begin{equation}
(1 + L|t - s|^\alpha)^{-1}\|x\|_1^t \leq \|x\|_1^s \leq (1 + L|t - s|^\alpha)\|x\|_1^s, \quad x \in X_1, \quad t, s \in J.
\end{equation}

For $\mu \in (0, 1)$, $\| \cdot \|_\mu^t$ stands for the norm in the intermediate space $X_\mu = [X, X_1]_\mu$ obtained by means of the complex interpolation method, between $(X, \| \cdot \|)$ and $(X_1, \| \cdot \|_1)$. The product space $X_\mu^k$, $k \geq 1$ integer and $0 \leq \mu \leq 1$, is endowed with the maximum norm component-wise. The norm in $X_\mu^k$ is also denoted by $\| \cdot \|_\mu^t$. Given $l, k \geq 1$ integers and $\nu \in [0, 1]$, the operator norm corresponding to a bounded operator $F : (X_\mu^l, \| \cdot \|_\mu^l) \to (X_\mu^k, \| \cdot \|_\mu^k)$ is denoted by $\|F\|_{\mu^l \to \mu^k}$, $s, t \in J$.

For $\mu = \nu = 0$, we simply set $\|F\|_{0 \to 0}$ instead of $\|F\|_0$. At first glance, it appears more natural to fix $t^* \in J$ and consider always the norm $\| \cdot \|_1^{t^*}$ in $X_1$. In this way, we could have fixed norms in the product spaces $X_\mu^l$ and $X_\mu^k$ and, consequently, we could avoid the cumbersome notation above for the norm of the operators $F : X_\mu^l \to X_\mu^k$. However, with our technique, such a choice of the norm in $X_1$ leads to an extra factor in the estimates in Theorem 1.1. This extra factor turns out to be of the form $c(T)$, where $c > 0$ is independent of $L$, and, with this factor, we could not prove any result on asymptotic stability.

A matrix $M \in \mathbb{C}^{k \times l}$ is identified with the operator $M \otimes I : X_\mu^l \to X_\mu^k$. For $t \in J$ such that $t + h \in J$, we set $B(t)$, $B_0(t) : D^* \subset X^* \to X^*$ the operators defined by $B(t) = \text{diag}(A(t + c_1 h), \ldots, A(t + c_r h))$ and by $B_0(t) = \text{diag}(A(t), \ldots, A(t))$, respectively.

The solvability of the equations of the stages (4) is a direct consequence of the following lemma.

**Lemma 2.3.** There exists $K > 0$ and there exists $\bar{h} > 0$, with $\bar{h}$ depending on $M, \theta$, the Runge–Kutta method, $L$ and $\alpha$, such that, for $t \in J$ and $0 < h < \bar{h}$ with $t + h \in J$, the operators $(I - hAB(t)), (I - hAB_0(t)) : D^* \subset X^* \to X^*$ are boundedly invertible with
\[
\|(I - hAB(t))^{-1}\|_{0 \to 0} \leq K, \quad \|(I - hAB_0(t))^{-1}\|_{0 \to 0} \leq K.
\]

**Proof.** As shown in the proof of Theorem 4.1 in [10], there exist constants $K_1 > 0$ and $h_0 > 0$, with $h_0$ depending only on $M, \theta, \omega_0$ and $A$, such that, for $0 < h < h_0$, the inverse $(I - hAB_0(t))^{-1}$ exists as a bounded operator in $X^*$ and
\[
\|(I - hAB_0(t))^{-1}\|_{0 \to 0} \leq K_1, \quad \|hB_0(t)(I - hAB_0(t))^{-1}\|_{0 \to 0} \leq a(1 + K_1),
\]
Furthermore, for $s, t$ by (22)

$$\Delta(h) : X^s \to X^t$$


By writing

$$I - hAB(t) = (I - \Delta(h))(I - hAB_0(t)),$$

we see that, for $h < \bar{h} := \min\{h_0, (2K_0L)^{-1/\alpha}\}$, the inverse $(I - hAB(t))^{-1}$ exists and

$$\| (I - hAB(t))^{-1} \|_{0 \to 0} \leq \| (I - hAB_0(t))^{-1} \|_{0 \to 0} \leq K_0h^\alpha.$$

Let $\tilde{h} > 0$ be the threshold given by Lemma 2.3. For $t \in J$ and $0 < h < \tilde{h}$ with $t + h \in J$, we set

$$R(t, h) = (I - hAB(t))^{-1}, \quad R_0(t, h) = (I - hAB_0(t))^{-1}.$$

In this way, the discrete operator associated with the Runge–Kutta method in (5) is well defined for $0 < h < \tilde{h}$ and is given by

$$r(t+h, t) = I + \lambda b^T B(t) R(t, h)e.$$

Furthermore, for $s, t \in J$ and $0 < h < \tilde{h}$ with $s + h, t + h \in J$, we set

$$\delta(t, s, h) = B(t)R(t, h) - B_0(s)R_0(s, h).$$

(Several useful estimates for these operators are collected in the next lemma.)

In the rest of the paper $\bar{h}_1 > 0$ denotes the the minimum of the thresholds given in Lemmas 2.2 and 2.3 and of $L^{-1/\alpha}$.

**Lemma 2.4.** There exists $K > 0$, such that, for $s, t \in J$, $s \leq t$, and $0 < h < \bar{h}_1$ with $t + h \in J$, the following estimates hold:

(21) $\| R(t, h) \|_{\mu-1}^{\mu} \leq K$, $\| R_0(t, h) \|_{\mu-1}^{\mu} \leq K$, $0 \leq \mu \leq 1$,

(22) $\| R(t, h) \|_{0}^{1} \leq Kh^{-1}$, $\| R_0(t, h) \|_{1}^{1} \leq Kh^{-1}$,

(23) $\| \delta(t, s, h) \|_{\mu-\nu}^{\mu-\nu} \leq h^{\mu-\nu-1}KL \max\{(t-s)^\alpha, h^\alpha\}$, $\mu, \nu \in [0, 1]$,

(24) $\| r(t+h, t) - \gamma \|_{0}^{1} \leq Kh^{-1}$.

**Proof.** For $x \in X^*_1$ and $t \in J$, we set

$$\| x \|^{t}_1 = \| x \| + \| B(t)x \|.$$

Because of H2 and the choice of $\bar{h}_1$, we have

(25) $(1/2)\| x \|^{t}_1 \leq \| x \|^{t}_1 \leq 2\| x \|^{t}_1$, $x \in X^*_1$, $t \in J$.

By Lemma 2.3 we know that (21) holds for $\mu = 0$. Then, by interpolation, only the case $\mu = 1$ must be considered. Let $a > 0$ be a bound for the norms of $A, A^{-1}, b^T$ and $e$ as operators in either the space $X_0$ or the space $X_1$, and let $K_0$ be the constant provided by Lemma 2.3. Notice that

$$B(t)R(t, h) = B(t)(I - hAB(t))^{-1} = A^{-1}AB(t)(I - hAB(t))^{-1}$$

$$= A^{-1}(I - hAB(t))^{-1}AB(t).$$
Hence, by (25),
\[
\|R(t,h)\|_{1-\nu}^{t-t} \leq 2\|R(t,h)\|_{0-0}^{t-t} + \|B(t)R(t,h)\|_{1-0}^{t-t} \\
\leq 2K_0 + a^2\|R(t,h)B(t)\|_{1-0}^{t-t} \\
\leq 2(K_0 + a^2\|R(t,h)\|_{0-0}\|B(t)\|_{1-0}^{t-t}) \\
\leq 2(K_0 + 2a^2K_0) \\
\leq 2(1 + a^2)K_0;
\]
thus, (21) holds for \(R(t,h)\), with \(K = 4(1 + a^2)K_0\).
Notice that we also have
\[
B(t)R(t,h) = A^{-1}AB(t)(I - hAB(t))^{-1} \\
= h^{-1}A^{-1}(R(t,h) - I).
\]
Hence, again by (25),
\[
\|R(t,h)\|_{1-\nu}^{t-t} \leq 2\|R(t,h)\|_{0-0}^{t-t} + \|B(t)R(t,h)\|_{1-0}^{t-t} \\
\leq 2(K_0 + h^{-1}a2(K_0 + 1)),
\]
and (22) holds for \(R(t,h)\).
The proofs of (21) and (22) for \(R_0(t,h)\) are identical.
On the other hand, after some manipulation, we see that
\[
\delta(t,s,h) = h^{-1}A^{-1}(hAB(t)R(t,h) - hAB_0(s)R_0(s,h)) \\
= h^{-1}A^{-1}(R(t,h) - R_0(s,h)) \\
= A^{-1}R(t,h)A(B(t) - B_0(s))R_0(s,h).
\]
Therefore, for \(\mu, \nu \in (0,1)\), we have
\[
\|\delta(t,s,h)\|_{\mu-\nu}^{s-t} \leq a^2\|R(t,h)\|_{0-\nu}^{t-t} \|B(t) - B_0(s)\|_{1-0}^{t-t} \|R_0(s,h)\|_{\mu-1}^{s-t}.
\]
By hypothesis H2 and (25), we also have
\[
\|B(t) - B_0(s)\|_{1-0}^{s-t} \leq 2L(h + |t - s|)^{\alpha} \leq 8L \max\{|t - s|^{\alpha}, h^\alpha\}.
\]
This estimate together with (21) and (22), in (26), yield (23), for \(\mu = 0,1\) and \(\nu = 0,1\). By interpolation, we obtain (23) for the remaining values \(\mu, \nu \in (0,1)\).
Furthermore, we have
\[
\|r(t+h,t) - \gamma\|_{0-1}^{t-t} \leq \|r(t+h,t) - r(hA(t))\|_{0-1}^{t-t} + \|r(hA(t)) - \gamma\|_{0-1}^{t-t} \\
= h\|b^T \delta(t+h,t,h)e\|_{0-1}^{t-t} + \|r(hA(t)) - \gamma\|_{0-1}^{t-t} \\
= 4a^2LK\alpha^{-1} + 4K\alpha h^{-1} \\
\leq 4(a^2 + e^{\alpha h})K\alpha^{-1},
\]
since \(Lh^\alpha \leq 1\).  

3. Proof of the Main Result

Proof of Theorem 1.1. Fix \(0 < h < \bar{h}_1\). We know that the stage equations are uniquely solvable for such values of \(h\). Let \(t_j, 0 \leq j \leq N\), be a sequence in \(J\) with step size \(h\). For \(0 \leq j, n \leq N - 1\), denote
\[
\delta_{j,n} = h^{-1}(r(t_{j+1}, t_j) - r(hA(t_n))) \\
= b^T B(t_j)(I - hAB(t_j))^{-1}e - b^T B_0(t_n)(I - hAB_0(t_n))^{-1}e \\
= b^T \delta(t_j, t_n, h)e
\]
where we take
\[ \prod_{k=n}^{n-1} r(t_{k+1}, t_k) = r^0(hA(t_n)) = \gamma^0 = I. \]

We begin by proving (7). Let \( 0 < \mu < 1 \). Because of the well-known telescopic identity
\[ F_{m,n} = \sum_{j=n+1}^{m} \left( \prod_{l=j}^{m-1} r(t_{l+1}, t_l) \right) (r(t_j, t_{j-1}) - \gamma) \gamma^{j-n-1} \]
and Lemmas 2.2 and 2.3, we conclude that \( F_{m,n} \) is a bounded operator from \( X \) to \( X_\mu \). Let us point out that (27) is useless in order to establish bound (7), though the existence of the number \( \|F_{m,n}\|_{0-\mu}^{-} \) is required in the forthcoming argument. We also have the similar identity
\[ F_{m,n} - E^n_{m,n} = \sum_{j=n+1}^{m} \left( \prod_{l=j}^{m-1} r(t_{l+1}, t_l) \right) (r(t_j, t_{j-1}) - r(hA(t_n))) r^{j-1-n}(hA(t_n)) \]
\[ = h \sum_{j=n+1}^{m} (F_{m,j} + \gamma^{j-1-n}) \delta_{j-1,n} (E^n_{j-1,n} + \gamma^{j-n}) \]
Hence, because of (20),
\[ \|F_{m,n}\|_{0-\mu}^{-} \leq \|E^n_{m,n}\|_{0-\mu}^{-} \]
\[ + h \sum_{j=n+1}^{m} \|F_{m,j}\|_{0-\mu}^{-} \|\delta_{j-1,n} (E^n_{j-1,n} + \gamma^{j-1-n})\|_{0-\mu}^{-} \]
\[ + h \sum_{j=n+1}^{m} \kappa \gamma^{j-n} \|\delta_{j-1,n} (E^n_{j-1,n} + \gamma^{j-1-n})\|_{0-\mu}^{-} , \]
where \( \kappa = (1 + LT^\alpha) \).

On the one hand, by Lemma 2.2, there exists \( K_1 \) such that
\[ \|E^n_{j,n}\|_{0-\mu}^{-} \leq (K_1/2)e^{\gamma_n(t_j-t_n)}(t_j - t_n)^{-\mu}, \quad 0 \leq j \leq N. \]
Moreover, by Lemmas 2.2 and 2.4, there exists a constant \( K_2 \) such that for \( n+2 \leq j \leq m \) and either \( \sigma = 0 \) or \( \sigma = \mu \), we have
\[ \|\delta_{j-1,n} E^n_{j-1,n}\|_{0-\sigma}^{-} \leq 2h^{-\sigma} L(K_2/2)e^{\gamma_n(t_j-t_n)}(t_j - t_n)^{\alpha} (t_j-1 - t_n)^{-1} \]
\[ \leq 2LK_2\gamma_n^{\alpha}(t_j-t_n)^{-1} h^{-\sigma} (t_j-t_n)^{-1}, \]
and
\[ \|\delta_{j-1,n}\|_{0-\sigma}^{-} \leq 2(K_2/2)Lh^{-1-\sigma} (t_j - t_n)^{\alpha} \leq 2K_2Lh^{-1-\sigma} (t_j - t_n)^{\alpha} , \]
since \( (t_j-t_n) \leq 2(t_{j-1} - t_n) \) in the range \( n+2 \leq j \leq m \). Furthermore, for \( j = n+1 \), by (23), we have the analogous estimate
\[ \|\delta_{j-1,n}\|_{0-\sigma}^{-} = \|\delta_{n,n}\|_{0-\sigma}^{-} \leq 2L(K_2/2)h^{-1-\sigma} \gamma_n^{\alpha} \leq 2L K_2 \gamma_n^{\alpha} (t_j-t_n)^{-1}. \]
Thus, for \( n + 2 \leq j \leq m \), we deduce that
\[
\|\delta_{j-1,n}(E_{j-1,n}^m + \gamma^{j-1-n})\|^{t_{n-1}}_{0-\sigma} \\
\leq \|\delta_{j-1,n}E_{j-1,n}^m\|^{t_{n-1}}_{0-\sigma} + \|\delta_{j-1,n}\|^{t_{n-1}}_{0-\sigma} \gamma^{j-1-n} \\
\leq 2LK_2e^{\tilde{\omega}_n(t_j-t_n)}h^{-\sigma}(t_j-t_n)^{\alpha-1} + h^{-1}(t_j-t_n)^{\alpha_1}\gamma^{j-n-1},
\]
and, for \( j = n + 1 \), that
\[
\|\delta_{j-1,n}(E_{j-1,n}^m + \gamma^{j-1-n})\|^{t_{n-1}}_{0-\sigma} \\
\leq 2LK_2e^{\tilde{\omega}_n(t_j-t_n)}h^{-\sigma}(t_j-t_n)^{\alpha-1} + h^{-1}(t_j-t_n)^{\alpha_1}\gamma^{j-n-1}.
\]
Therefore, by using these estimates in (28), we get
\[
\|F_{m,n}\|^{t_{n-1}}_{0-\mu} \leq \kappa K_1e^{\tilde{\omega}_n(t_m-t_n)}(t_m-t_n)^{-\mu} \\
+ 2LK_2h \sum_{j=n+1}^m \|F_{m,j}\|^{t_{m-j}}_{0-\mu}e^{\tilde{\omega}_n(t_j-t_n)} \\
\times ((t_j-t_n)^{\alpha-1} + h^{-1}(t_j-t_n)^{\alpha_1}\gamma^{j-n-1}) \\
+ 2\kappa K_2e^{\tilde{\omega}_n(t_m-t_n)}h^{-\mu} \\
\times \sum_{j=n+1}^m (\gamma^{-j}(t_j-t_n)^{\alpha-1} + h^{-1}(t_j-t_n)^{\alpha_1}\gamma^{m-n-1}).
\]

For the proof of (7) we apply Lemma 2.1, considering that
\[
\xi_j = e^{-\tilde{\omega}_n(t_m-t_{m-j})}\|F_{m,m-j}\|^{t_{m-j}}_{0-\mu}, \quad 0 \leq j \leq m-n,
\]
with \( C_1 = \kappa K_1, C_2 = 2K_2L \) and \( C_3 = 2\kappa K_2L \). We take \( \tilde{h} \), the minimum of \( \tilde{h}_1 \) and of the corresponding threshold given by Lemma 2.1. Notice that (20) is applied again, so that the presence of another factor \( \kappa^2 \) is needed in (7).

Assume now that \( 0 < \nu \leq 1 \). As before, identity (27) shows that \( F_{m,n} \) is a bounded operator from \( X_\nu \) onto \( X_1 \). Now we write
\[
F_{m,n} - E_{m,n} = \tilde{h} \sum_{j=n}^{m-1} (E_{m,j+1}^m + \gamma^{m-j})\delta_{m,j}(F_{j,n} + \gamma^j).n
\]

Hence,
\[
(29) \quad \|F_{m,n}\|^{t_{n-1}}_{\nu-1} \leq \|E_{m,n}\|^{t_{n-1}}_{\nu-1} \\
+ \tilde{h} \sum_{j=n}^{m-1} \|E_{m,j+1}^m + \gamma^{m-j}1\delta_{m,j}\|^{t_{j}}_{\nu-1} \|F_{j,n}\|^{t_{j}}_{\nu-1} \\
+ \tilde{h} \sum_{j=n}^{m-1} \|E_{m,j+1}^m + \gamma^{m-j}1\delta_{m,j}\|^{t_{j}}_{\nu-1} \kappa \gamma^{j-n}.
\]
Let us take norms in (29). Arguing as before and using Lemmas 2.2 and 2.4, it is possible to prove that there exist constants 1 and 2 such that
\[
\|F_{m,n}\|_{\nu-1}^{\tau_{\nu-1}} \leq \kappa K_1 e^{\hat{\omega}_n(t_m-t_n)}(t_m-t_n)^{\nu-1}
\]
\[
+ 2L_K h \sum_{j=\nu}^{m-1} e^{\hat{\omega}_n(t_m-t_j)}((t_m-t_j)^{\alpha-1} + h^{-1}(t_m-t_j)^{\alpha_m-j-1})\|F_{j,n}\|_{\nu-1}^{t_n-t_j}
\]
\[
+ 2\kappa L_K^2 e^{\hat{\omega}_n(t_m-t_n)}h^\nu \sum_{j=\nu}^{m-1} ((t_m-t_j)^{\alpha-1} + h^{-1}(t_m-t_j)^{\alpha_m-j-1}).
\]

Now (8) is obtained by a direct application of Lemma 2.1, if we consider that \(\eta_k\) is given by Lemma 2.1. The final term is estimated in a similar way. These estimates together in (30) yield
\[
\|F_{m,n}\|_{\nu-1}^{\tau_{\nu-1}} \leq \kappa\gamma \|F_{m,n}\|_{\nu-1}^{t_n-t_m} + \kappa\gamma \|F_{m,n}\|_{\nu-1}^{\tau_{\nu-1}}.
\]

Finally, let us prove (9). Notice that now we cannot proceed as before, because the value \(\eta = 1\) is not covered by Lemma 2.1. If \(N = 1\), then we have directly
\[
\|F_{1,0}\|_{\nu-1}^{t_{0-1}} \leq \|E_{1,0}\|_{\nu-1}^{t_{0-1}} + \|\delta_{1,0}\|_{\nu-1}^{t_{0-1}} \leq 2K_2 h^{-1} + 2L_K h^{-1},
\]
for some constants 1 and 2, as required. Let \(N \geq 2\). We set \(J = \lfloor N/2 \rfloor\) and write
\[
F_{N,0} = F_{N,J+1} F_{J,0} + \gamma^{N-J} F_{J,0} + \gamma^{J} F_{N,J+1},
\]
whence
\[
\|F_{N,0}\|_{\nu-1}^{t_{0-1}} \leq \|F_{N,J+1}\|_{\nu-1}^{t_{0-1}} \|F_{J,0}\|_{\nu-1}^{t_{0-1}} \|F_{N,J+1}\|_{\nu-1}^{t_{0-1}} + \kappa\gamma^{N-J} \|F_{J,0}\|_{\nu-1}^{t_{0-1}} \|F_{N,J+1}\|_{\nu-1}^{t_{0-1}}. \quad (30)
\]

The first term on the right side of (30) is estimated by means of (7) and (8). Now let us estimate the central term \(\gamma^{N-J} \|F_{J,0}\|_{\nu-1}^{t_{0-1}}\). By (8) with \(\nu = 1\), we can bound
\[
\|\prod_{j=1}^{m-1} r(t_{l+1}, t_j)\|_{\nu-1}^{t_{0-1}^{t_{0-1}}} \leq \kappa\gamma^{m-J} + \|F_{m,J}\|_{\nu-1}^{t_{0-1}^{t_{0-1}}} \leq \kappa + \|F_{m,J}\|_{\nu-1}^{t_{0-1}^{t_{0-1}}}.
\]

Therefore, by taking norms in identity (27) with \(m = J\) and \(n = 0\) and applying (24) we conclude that
\[
\gamma^{N-J} \|F_{J,0}\|_{\nu-1}^{t_{0-1}^{t_{0-1}}} \leq \gamma^{N-J} \sum_{j=1}^{J} \|\prod_{l=1}^{j-1} r(t_{l+1}, t_l)\|_{\nu-1}^{t_{0-1}^{t_{0-1}}} \|r(t_j, t_{j-1})\|_{\nu-1}^{t_{0-1}^{t_{0-1}}} \gamma^{j-1}
\]
\[
\leq \kappa\gamma^{N-J} \sum_{j=1}^{J} 2(\kappa + \|F_{J,J}\|_{\nu-1}^{t_{0-1}^{t_{0-1}}} K\gamma^{j-1}).
\]

The final term is estimated in a similar way. These estimates together in (30) yield (9) because \(\|F_{J,J}\|_{\nu-1}^{t_{0-1}^{t_{0-1}}}\) is bounded. \(\square\)

Remark. We can also prove the first part of Theorem 1.1 by constructing the discrete fundamental solution in a similar way to the continuous case. In fact, this is
the idea used for the backward Euler method in [19]. For instance, when $\gamma = 0$, it turns out that it is possible to obtain the representation

$$F_{m,n} = r(hA(t_n))^{m-n} + h \sum_{j=n}^{m} r(hA(t_n))^{m-j} \Delta_{j,n}, \quad 0 \leq n \leq m \leq N,$$

where $\Delta_{l,n} : X \to X$ are the linear and bounded operators defined by the recurrence

$$\Delta_{l-1,n} = \delta_{l-1,n}r^{l-n-2}(hA(t_n))$$
$$+ h \sum_{j=n}^{l-2} \delta_{l-1,j}r^{l-j-2}(hA(t_j)) \Delta_{j,n}, \quad 0 \leq n \leq l \leq N,$$

starting from $\Delta_{n,n} = 0$. These operators may be estimated by using Lemma 2.1.
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