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Abstract. We introduce the concept of a refinable set relative to a family of
contractive mappings on a metric space, and demonstrate how such sets are
useful to recursively construct interpolants which have a multiscale structure.
The notion of a refinable set parallels that of a refinable function, which is
the basis of wavelet construction. The interpolation points we recursively
generate from a refinable set by a set-theoretic multiresolution are analogous
to multiresolution for functions used in wavelet construction. We then use
this recursive structure for the points to construct multiscale interpolants.
Several concrete examples of refinable sets which can be used for generating
interpolatory wavelets are included.

1. Introduction

In the recent papers [MX1] and [MX2] we showed how the notion of invariant
sets as described in [H] can be used to construct orthonormal multiwavelet bases on
such sets. These wavelets are discontinuous, but nonetheless they have important
applications to the numerical solution of integral equations as demonstrated in
[CMX] and [MXZ]. See [BCR, D, DPS1, DPS2] for more information about wavelet
and multiscale methods for operator equations. For constructions of wavelets and
prewavelets, the reader is referred to [CW, CDD, Da, DJP, DL, M] and references
cited therein.

In the present paper we shall explore similar recursive structure for multiscale
function representation and approximation by focusing on the analogous situation
for interpolation on an invariant set. Thus we seek a mechanism to generate
sequences of points which have a multiscale structure that can then be used to
efficiently generate interpolating functions. Even in this case it is the theory of
invariant sets [H] that provides us with an appropriate setting to study this issue
and leads us to the notion of a finite subset of a metric space which is refinable
relative to a finite collection of contractive mappings on the metric space. A set
is called refinable if it is included in its image under a given family of contractive
mappings. The sequence of sets which are generated recursively from a refinable
set by a set-theoretic multiresolution are analogous to multiresolution of functions
used in wavelet construction. Such a set multiresolution will lead us to what we
call set wavelets.

This paper is organized as follows. In Section 2 we develop a notion of refinable
set, give a complete characterization of refinable sets in a general metric space
setting, and illustrate the general characterization with several examples of practical
importance. We also show in Section 3 how refinable sets lead to a multiresolution
structure relative to set inclusion which is analogous to multiresolution associated
with refinable functions. This set-theoretic multiresolution structure leads us to
what we call set wavelets, which are generated by a successive application of the
contractive mappings to an initial set wavelet. The collection of set wavelets leads
us, in particular, in Section 4 to the construction of Lagrange interpolation that
has the desired multiscale structure.

2. Refinable sets

This section is devoted to a study of refinable sets relative to a family of con-	ractive mappings. A complete characterization of refinable sets will be presented
and illustrated by several examples of practical importance.

Following [H], we let \((X, d)\) be a complete metric space and \(\Phi := \{\phi_\epsilon : \epsilon \in E_\mu\}\),
where \(E_\mu := \{0, 1, \ldots, \mu - 1\}\) be a family of contractive mappings on \(X\), where \(\mu\) is a
positive integer. For any subset \(A\) of \(X\) and \(x \in X\), we define the distance from \(x\)
to \(A\) and the diameter of \(A\), respectively, by
\[
\text{dist}(x, A) = \inf \{d(x, y) : y \in A\} \quad \text{and} \quad \text{diam}(A) = \sup \{d(x, y) : x, y \in A\},
\]
and we introduce the subset of \(X\) given by
\[
\Phi(A) := \bigcup_{\epsilon \in E_\mu} \phi_\epsilon(A).
\]
The condition of contractivity on the family of mappings \(\Phi\) ensures the existence
of a \(\gamma \in (0, 1)\) such that for all subsets \(A\) of \(X\)
\[
\text{diam}(\phi_\epsilon(A)) \leq \gamma \text{diam}(A), \quad \epsilon \in E_\mu.
\]
According to [H], there exists a compact subset \(K\) of \(X\) such that
\[
\Phi(K) = K,
\]
and \(K\) is the unique closed and bounded subset of \(X\) which satisfies equation (2.2).
The set \(K\) is called the invariant set relative to the family of contractive mappings
\(\Phi\).

Let us recall the construction of the invariant set \(K\) given a family of contractive
mappings \(\Phi\). For every \(k \in \mathbb{N} := \{1, 2, \ldots\}\) and \(e_k := (\epsilon_0, \epsilon_1, \ldots, \epsilon_{k-1}) \in E_\mu^k\),
where \(E_\mu^k := E_\mu \times \cdots \times E_\mu\), \(k\) times, we define the contractive mapping \(\phi_{e_k} = \phi_{\epsilon_0} \circ \phi_{\epsilon_1} \circ \cdots \circ \phi_{\epsilon_{k-1}}\) where \(\circ\) denotes the composition of functions on \(X\), and we
let \( \Phi_k := \{ \phi_{e_k} : e_k \in E^k_{\mu} \} \); in particular, \( \Phi_1 = \Phi \). We let \( x_{e_k} \) be the unique fixed point of the mapping \( \phi_{e_k} \), that is,

\[ \phi_{e_k}(x_{e_k}) = x_{e_k}, \]

and set

\[ F_k := \{ x_{e_k} : e_k \in E^k_{\mu} \}. \]

We define \( E^\infty_{\mu} \) to be the set of infinite vectors \( e = (\epsilon_0, \epsilon_1, \ldots), \epsilon_i \in E_{\mu} \), \( i \in \mathbb{N}_0 := \{0, 1, \ldots\} \). With every such vector \( e \in E^\infty_{\mu} \) and \( k \in \mathbb{N} \) we let \( e_k = (\epsilon_0, \epsilon_1, \ldots, \epsilon_{k-1}) \in E^k_{\mu} \). It was shown in [H] that the limit of \( x_{e_k} \) as \( k \to \infty \) exists, and we shall denote this element of the metric space \( X \) by \( x_e \). In other words, we have that

\[ \lim_{k \to \infty} x_{e_k} = x_e. \]

The invariant set \( K \) is given by either one of the formulas

\[ K = \{ x_e : e \in E^\infty_{\mu} \} \]

or

\[ K = \bigcup_{k \in \mathbb{N}} F_k. \]

The following concept is indispensable to the construction of set wavelets.

**Definition 2.1.** A subset \( V \) of \( X \) is said to be **refinable relative to the mappings** \( \Phi \) if \( V \subseteq \Phi(V) \).

Observe that the union of any collection of refinable sets is likewise refinable. Moreover, if \( V \) is a refinable subset of \( X \), then \( \Phi_k(V) \) is also a refinable subset of \( X \) for all \( k \in \mathbb{N} \). One of our main objectives is to identify refinable sets of finite cardinality. Before we present a characterization of these sets we look at some examples on the real line which will be helpful to illuminate the general result.

For the metric space \( \mathbb{R} \) and an integer \( \mu > 1 \), we consider the mappings

\[ \psi_\epsilon(t) = \frac{t + \epsilon}{\mu}, \quad t \in \mathbb{R}, \epsilon \in E_{\mu}. \]

The invariant set for this family of mappings is the unit interval \([0, 1]\). Our first example of a refinable set relative to the family of mappings \( \Psi := \{ \psi_\epsilon : \epsilon \in E_{\mu} \} \) given in (2.8) comes next.

**Proposition 2.2.** The set \( U_0 := \{ \ell \mu : \ell \in E_{k+1} \} \) is refinable relative to the mappings \( \Psi \).

**Proof.** For every \( j \in E_{k+1} \) we write the integer \( \mu j \) uniquely in the form \( \mu j = k\ell + \epsilon \), where \( \ell - 1 \in E_k \) and \( \epsilon \in \mathbb{N}_0 \). Since \( \mu j \leq \mu k \), we conclude that \( \epsilon \in E_{\mu} \). Moreover, we have that \( \ell \mu = \psi_\epsilon \left( \frac{j}{k} \right) \), and so \( U_0 \) is refinable. \( \square \)

In some applications, the exclusion of the endpoints 0 and 1 from a refinable set is desirable. As an example of this case we present the following fact.

**Proposition 2.3.** The set \( U_0 = \{ \ell \mu : j - 1 \in E_k \} \) is refinable relative to the mappings \( \Psi \) if and only if \( \mu \) and \( k + 1 \) are relatively prime.
Proof. Suppose that \( \mu \) and \( k + 1 \) have a common multiple \( m > 1 \), that is, \( \mu = m\ell_1 \) and \( k + 1 = m\ell_2 \) for some integers \( \ell_1 \) and \( \ell_2 \), and \( U_0 \) is refinable relative to the mappings \( \Psi \). Then we have that \( \ell_2 - 1 \in E_k \) and \( \ell_1 \in E_{\mu} \). Moreover, \( \psi_{\ell_1}(0) = \frac{\ell_1}{\mu} = \frac{\ell_2}{\ell_1 + 1} \). This equation implies that \( \psi_{\ell_1}(0) \in U_0 \). Since \( U_0 \) is refinable, there exist \( e_0 \in E_\mu \) and \( u \in U_0 \) such that \( \psi_{\ell_1}(0) = \psi_{\ell_0}(u) \). It follows from the equation above that \( \ell_1 = u + e_0 \). Thus, either \( \ell_1 = e_0 \) and \( u = 0 \), or \( e_0 + 1 = \ell_1 \) and \( u = 1 \). In either case we conclude that either 0 or 1 is in \( U_0 \). But this is a contradiction, since \( U_0 \) contains neither 0 nor 1. Hence, the integers \( \mu \) and \( k + 1 \) must be relatively prime.

Conversely, suppose \( \mu \) and \( k + 1 \) are relatively prime. For every \( j - 1 \in E_k \) there exist integers \( \epsilon \) and \( \ell \) such that \( j\mu = (k + 1)\epsilon + \ell \), where \( \ell - 1 \in E_{k+1} \). Since \( j\mu \leq (k + 1)\mu \), it follows that \( \epsilon \in E_\mu \). Moreover, because \( \mu \) and \( k + 1 \) are relatively prime, it must also be the case that \( \ell - 1 \in E_k \). Furthermore, since \( \ell_{k+1} = \psi_1(\ell_{k+1}) \), we conclude that \( U_0 \) is refinable.

Our third special construction of refinable sets \( U_0 \) in \([0, 1]\) relative to the mappings \( \Psi \) is formed from cyclic \( \mu \)-adic expansions. To describe this construction we introduce two additional mappings. The first mapping \( \pi : E_\mu^\infty \to [0, 1] \) is defined by

\[
\pi(\epsilon) := \sum_{j \in \mathbb{N}} \frac{\epsilon_{j-1}}{\mu^j}, \quad \epsilon = (\epsilon_0, \epsilon_1, \epsilon_2, \ldots) \in E_\mu^\infty,
\]

and also we write it as \( \pi(\epsilon) = .\epsilon_0\epsilon_1\epsilon_2 \cdots \). This mapping takes an infinite vector \( \epsilon \in E_\mu^\infty \) and associates to it a number in \([0, 1]\) whose \( \mu \)-adic expansion is read off from the components of \( \epsilon \). The mapping \( \pi \) is not invertible. Referring back to the definition (2.8), we conclude for any \( \epsilon \in E_\mu \) and \( \epsilon \in E_\mu^\infty \) that \( \psi_0(\pi(\epsilon)) = .\epsilon_0\epsilon_1 \cdots \). We also make use of the "shift" map \( \sigma : E_\mu^\infty \to E_\mu^\infty \). Specifically, for an \( \epsilon = (\epsilon_0, \epsilon_1, \epsilon_2, \ldots) \in E_\mu^\infty \) we set \( \sigma(\epsilon) := (\epsilon_1, \epsilon_2, \ldots) \in E_\mu^\infty \). Thus the mapping \( \sigma \) discards the first component of \( \epsilon \) while the mapping \( \psi_0 \) restores the corresponding digit, that is,

\[
\psi_0(\pi \circ \sigma(\epsilon)) = \pi(\epsilon).
\]

For any \( k \in \mathbb{N} \) and \( \epsilon_k = (\epsilon_0, \epsilon_1, \ldots, \epsilon_{k-1}) \in E_\mu^k \) we let \( .\epsilon_0\epsilon_1 \cdots \epsilon_{k-1} \) denote the number \( \pi(\epsilon) \) where \( \epsilon = (\epsilon_0, \epsilon_1, \ldots) \in E_\mu^\infty \) and \( \epsilon_{i+k} = \epsilon_i \), \( i \in \mathbb{N}_0 \). Note that for such an infinite vector \( \epsilon \) we have that \( \pi(\epsilon) = .\epsilon \), where \( \pi \) is the k-fold composition of \( \sigma \), and also the number \( .\epsilon_0\epsilon_1 \cdots \epsilon_{k-1} \) is the unique fixed point of the mapping \( \psi_{\epsilon_k} \). Thus, in our previous notation applied to the family of mappings \( \Psi \) we have that \( x_{\epsilon_k} = .\epsilon_0\epsilon_1 \cdots \epsilon_{k-1} \).

Proposition 2.4. Choose \( k \in \mathbb{N} \) and \( \epsilon_k = (\epsilon_0, \epsilon_1, \ldots, \epsilon_{k-1}) \in E_\mu^k \) such that at least two components of \( \epsilon_k \) are different. Let \( \epsilon := (\epsilon_0, \epsilon_1, \ldots) \in E_\mu^\infty \) with \( \epsilon_{i+k} = \epsilon_i \), \( i \in \mathbb{N}_0 \). Then the set \( U_0(\pi(\epsilon)) := \{ \pi \circ \sigma^\ell(\epsilon) : \ell \in E_k \} \) is refinable relative to the mappings \( \Psi \) and has cardinality \( \leq k \). Moreover, if \( k \) is the smallest positive integer such that \( \epsilon_{i+k} = \epsilon_i \), \( i \in \mathbb{N}_0 \) then \( U_0(\pi(\epsilon)) \) has cardinality \( k \).

Proof. If \( .\epsilon_0\epsilon_1 \cdots \epsilon_{k-1} = .\epsilon_0\epsilon_1' \cdots \epsilon_{k-1}' \) for \( \epsilon_i, \epsilon_i' \in E_k \), \( i \in E_k \), then \( \epsilon_i = \epsilon_i' \), \( i \in E_k \).

Hence, it follows that all the elements of \( U_0(\pi(\epsilon)) \) are distinct. Also, by using (2.9), for any \( \ell \in E_k \) we have \( \pi \circ \sigma^\ell(\epsilon) = \psi_{\epsilon_i}(\pi \circ \sigma^{\ell+1}(\epsilon)) \). Note that trivially \( \pi \circ \sigma^{\ell+1}(\epsilon) \in U_0(\pi(\epsilon)) \) for \( \ell \in E_{k-1} \) and \( \pi \circ \sigma^k(\epsilon) = \pi(\epsilon) \in U_0(\pi(\epsilon)) \), and thus \( U_0(\pi(\epsilon)) \) is indeed refinable. \( \Box \)
Various useful examples can be generated from this proposition. We mention the following possibilities for \( \mu = 2 \):

\[
U_0(\overline{01}) = \left\{ \frac{1}{3}; \frac{2}{3} \right\}, \quad U_0(\overline{001}) = \left\{ \frac{1}{7}; \frac{2}{7}; \frac{4}{7} \right\}, \quad U_0(\overline{0001}) = \left\{ \frac{1}{5}; \frac{2}{5}; \frac{3}{5}; \frac{4}{5} \right\}.
\]

We now present a characterization of refinable sets relative to a given family of contractive mappings \( \Phi \) on any metric space \((X,d)\). To state this result, we let \( e_{r,\ell} := (\epsilon_r, \epsilon_{r+1}, \ldots, \epsilon_{\ell-1}) \) for \( r \in E_{\ell+1} \) and use \( x_{e_{r,\ell}} \) to denote the fixed point of the composition mapping \( \phi_{e_{r,\ell}} \), where \( \phi_{e_{r,\ell}} := \phi_{e_r} \circ \phi_{e_{r+1}} \circ \cdots \circ \phi_{e_{\ell-1}} \) when \( r \in E_{\ell} \) and \( \phi_{e_{r,\ell}} \) is the identity mapping when \( r = \ell \).

**Theorem 2.5.** Let \( \Phi := \{ \phi_{\epsilon} : \epsilon \in E_\mu \} \) be a family of contractive mappings on a complete metric space \( X \) and let \( V_0 \subseteq X \) be a nonempty set of cardinality \( k \in \mathbb{N} \). Then \( V_0 \) is refinable relative to \( \Phi \) if and only if \( V_0 \) has the property that for every \( v \in V_0 \) there exist integers \( \ell, m \in E_{k+1} \) with \( \ell < m \) and \( \epsilon_i \in E_\mu \), \( i \in E_m \), such that

\[
v = \phi_{e_{\ell,m}}(x_{e_{\ell,m}}), \tag{2.10}\]

Moreover, in this case, we have that \( V_i := \Phi_i(V_0) \subseteq K, i \in \mathbb{N} \), and also

\[
V_0 \subseteq \Phi_{\ell}(F_{m-\ell}). \tag{2.11}\]

**Proof.** Assume that \( V_0 \) is refinable and \( v \in V_0 \). Let \( v_0 = v \). By the definition of \( V_0 \), there exist points \( v_{j+1} \in V_0 \) and \( \epsilon_j \in E_\mu \), for \( j \in E_k \), such that \( v_j = \phi_{\epsilon_j}(v_{j+1}) \), \( j \in E_k \). Therefore we have that \( v_\ell = \phi_{e_{\ell,m}}(v_{s}) \), \( r \in E_s \), \( s \in E_{k+1} \). Since the cardinality of \( V_0 \) is \( k \), there exist two integers \( \ell, m \in E_{k+1} \) with \( \ell < m \) for which \( v_\ell = v_m \). Hence, in particular, we conclude that \( v_\ell = v_m = x_{e_{\ell,m}} \). It follows that

\[
v_\ell = \phi_{e_{\ell,m}}(v_m) = \phi_{e_{\ell,m}}(x_{e_{\ell,m}}), \quad r \in E_\ell,
\]

and

\[
v_{\ell+r} = \phi_{e_{\ell+r,m}}(v_m) = \phi_{e_{\ell+r,m}}(x_{e_{\ell+r,m}}), \quad r \in E_{m-\ell}.
\]

These remarks establish the necessity, and also the fact that \( v_0 \in \Phi_{\ell}(F_{m-\ell}) \subseteq K \).

Conversely, let \( V_0 \) be a set of the points with the property and let \( v \) be a typical element of \( V_0 \). Then we have that either \( v = \phi_{e_{\ell,m}}(x_{e_{\ell,m}}) \) with \( \ell > 0 \), or \( v = x_{e_{0,m}} \) with \( \ell = 0 \). In the first case, since \( v = \phi_{e_{\ell,m}}(x_{e_{\ell,m}}) \) and \( \phi_{e_{\ell,m}}(x_{e_{\ell,m}}) \in V_0 \), we have that \( v \in \Phi(V_0) \). In the second case, since \( x_{e_{0,m}} \) is the unique fixed point of the mapping \( \phi_{e_{0,m}} \), we write \( v = \phi_{e_{0,m}}(x_{e_{0,m}}) \). By our hypothesis, \( \phi_{e_{0,m}}(x_{e_{0,m}}) \in V_0 \), and thus in this case we also have that \( v \in \Phi(V_0) \). Therefore, in either case, \( v \in \Phi(V_0) \), and so \( V_0 \) is refinable. These comments complete the proof of the theorem.

We next derive two consequences of this observation. To present the first we go back to the definition (2.5) of the point \( x_e \), in the metric space \( X \), where \( e = (\epsilon_0, \epsilon_1, \ldots) \in E_\mu^\infty \), and observe that when the vector \( e \) is \( s \)-periodic, that is, its coordinates have the property that \( s \) is the smallest positive integer such that \( \epsilon_i = \epsilon_{i+s}, i \in \mathbb{N}_0 \), we have that \( x_e = x_{e_s} \), where \( e_s = (\epsilon_0, \epsilon_1, \ldots, \epsilon_{s-1}) \). Conversely, given any \( e_s \in E_s^\mu \), we can extend it as an \( s \)-periodic vector \( e \in E_\mu^\infty \) and conclude that \( x_e = x_{e_s} \).

Let us observe that the powers of the shift operator \( \sigma \) acts on \( s \)-periodic vectors in \( E_\mu^\infty \) as a cyclic permutation of vectors in \( E_s^\mu \). Also, the \( s \)-periodic orbits of \( \sigma \), that is, vectors \( e \in E_\mu^\infty \) such that \( \sigma^s(e) = e \), are exactly the \( s \)-periodic vectors.
Theorem 2.6. A finite set $V_0$ in a metric space $X$ is refinable relative to the mappings $\Phi$ if and only if for every $v \in V_0$ there exists an $e \in E_\mu^\infty$ such that $v = x_e$ and $x_{e^*(e)} \in V_0$ for all $k \in \mathbb{N}$.

Proof. For convenience, we define the notation $\pi^*(\epsilon_0 \epsilon_1 \epsilon_2 \cdots) := (\epsilon_0, \epsilon_1, \epsilon_2, \ldots) \in E_\mu^\infty$ for $\epsilon_i \in E_\mu$. The proof requires a formula from [H, p.727] which in our notation takes the form

$$
\phi_e(x_n) = x_{\pi^*(\psi_e(\pi(e)))}, \quad e \in E_\mu^\infty,
$$

where $\psi_e$ are the concrete mappings defined by (2.8). Using this formula, the number $\pi(e)$ associated with the vector $e$ in Theorem 2.5 is identified to be

$$
\pi(e) = \epsilon_0 \epsilon_1 \cdots \epsilon_{m-1} \epsilon_{m-2} \cdots \epsilon_1 \epsilon_0.
$$

An immediate corollary of this result characterizes refinable sets on $\mathbb{R}$ relative to the mappings (2.8).

Theorem 2.7. Let $U_0$ be a subset of $\mathbb{R}$ having cardinality $k$. Then $U_0$ is refinable relative to the mappings (2.8) if and only if for every point $u \in U_0$ there exist integers $\ell, m \in E_{k+1}$ with $\ell < m$, and $\epsilon_i \in E_{\mu}$, $i \in E_m$, such that $u = .\epsilon_0 \cdots \epsilon_{\ell-1} \epsilon_\ell \cdots \epsilon_{m-1}$ and for any cyclic permutation $\eta_{\ell}, \ldots, \eta_m$ of $\epsilon_\ell, \ldots, \epsilon_{m-1}$ and $r \in E_\ell$ the point $x_r \cdots \epsilon_{\ell-1} \epsilon_\ell \cdots \epsilon_{m-1}$ is in $U_0$.

It is the vectors $e \in E_\mu^\infty$ which are pre-orbits of $\sigma$, that is, for some $k \in \mathbb{N}_0$ the vector $\sigma^k(e)$ is periodic, which characterize refinable sets. Thus there is an obvious way to build from refinable sets $U_0$ relative to the mappings (2.8) on $\mathbb{R}$ refinable sets relative to any finite contractive mappings on a metric space. For example, let $U_0$ be a finite subset of cardinality $k$ in the interval $[0, 1]$. We require for each number $u$ in this set that there is an $e \in E_\mu^\infty$ such that $u = \pi(e)$ and, for every $j \in \mathbb{N}_0$, $\pi(\sigma^j(e)) \in U_0$. In other words, $U_0$ is refinable relative to the mappings (2.8). We define a set $V_0$ in $X$, associated with $U_0$, by the formula

$$
V_0 := \{x_n : \pi(e) \in U_0\},
$$

where $x_n \in X$ is defined by the limit (2.5). This set is a refinable subset of $X$ relative to the contractive mappings $\Phi$. We may use this association to construct examples of practical importance in the finite element method and boundary integral equations.

Example. Let $\Delta \subset \mathbb{R}^2$ be the triangle with vertices at $y_0 = (0,0)$, $y_1 = (1,0)$ and $y_2 = (0,1)$. Set $y_3 = (1,1)$ and consider four contractive affine mappings

$$
(2.12) \quad \phi_e(x) := \frac{1}{2}(y_e + (-1)^{\tau(e)}x), \quad e \in E_4, \quad x \in \mathbb{R}^2,
$$

where $\tau(e) = 0, e \in E_3$ and $\tau(3) = 1$. The invariant subset of $\mathbb{R}^2$ relative to these mappings is the triangle $\Delta$ and the following sets are refinable:

$$
\begin{align*}
&\left\{ \left( \begin{array}{c} 1 \\ 3 \\ 3 \end{array} \right) \right\}, \quad \left\{ \left( \begin{array}{c} 1 \\ 4 \\ 7 \\ 7 \\ 7 \\ 7 \end{array} \right), \left( \begin{array}{c} 2 \\ 1 \\ 7 \\ 7 \\ 7 \\ 7 \end{array} \right), \left( \begin{array}{c} 4 \\ 2 \\ 7 \\ 7 \end{array} \right) \right\}, \\
&\left\{ \left( \begin{array}{c} 8 \\ 1 \\ 15 \\ 15 \\ 15 \\ 15 \end{array} \right), \left( \begin{array}{c} 2 \\ 4 \\ 15 \\ 15 \\ 15 \\ 15 \\ 15 \end{array} \right), \left( \begin{array}{c} 4 \\ 8 \\ 15 \\ 15 \\ 15 \\ 15 \end{array} \right), \left( \begin{array}{c} 8 \\ 1 \\ 15 \\ 15 \\ 15 \\ 15 \end{array} \right) \right\}.
\end{align*}
$$
Also, we record for any \( e = (\epsilon_0, \epsilon_1, \ldots, \epsilon_{k-1}) \in E^k_\mu \) and \( x \in \mathbb{R}^2 \) that
\[
\phi_{e_k}(x) = \frac{1}{2^k} \left[ (-1)^{\tau_k} x + \sum_{j=0}^{k-1} (-1)^{\gamma_j} 2^{k-j} \epsilon_j y_j \right],
\]
where \( \tau_j := \sum_{\ell=0}^{j-1} \tau(\epsilon_{\ell}), \; j \in E_{k+1} \). From this equation it follows that
\[
x_{e_k} = \frac{1}{2^k + (-1)^{\tau_k+1}} \sum_{j=0}^{k-1} (-1)^{\gamma_j} 2^{k-j} \epsilon_j.
\]
These formulas can be used to generate the above sets.

3. SET WAVELETS

In this section, we shall generate a sequence \( \mathcal{W} := \{ W_n : n \in \mathbb{N}_0 \} \) of finite sets of a metric space \( X \) which have a wavelet-like multiresolution structure. We call an element of \( \mathcal{W} \) a set wavelet, and we shall demonstrate in subsequent sections that set wavelets are crucial for the construction of interpolating wavelets on certain compact subsets of \( \mathbb{R}^d \).

The generation of set wavelets begins with an initial finite subset \( V_0 := \{ v_j : j \in E_m \} \) of distinct points in \( X \). We use this subset and the finite set of contractive mappings \( \Phi \) to define a sequence of subsets of \( X \) given by
\[
V_i := \Phi(V_{i-1}), \quad i \in \mathbb{N}.
\]
Assume that a compact set \( K \) in \( X \) is the unique invariant set relative to the mappings \( \Phi \). When \( V_0 \subseteq K \), it follows that \( V_i \subseteq K \) for each \( i \in \mathbb{N} \). Furthermore, using the set of contractive mappings \( \Phi_k := \{ \phi_{e_k} : e_k \in E^k_\mu \} \) introduced in the last section, for every subset \( A \) of \( X \) we define the set
\[
\Phi_k(A) := \bigcup_{e_k \in E^k_\mu} \phi_{e_k}(A),
\]
and so, in particular, \( \Phi_1(A) = \Phi(A) \). Therefore, the definition (3.1) implies that \( V_i = \Phi_i(V_0), \; i \in \mathbb{N} \).

The next lemma is useful to us.

**Lemma 3.1.** Let \( \Phi \) be a finite family of contractive mappings on \( X \). Assume that \( K \subseteq X \) is the invariant set relative to the mappings \( \Phi \). If \( V_0 \) is a nonempty finite subset of \( X \), then
\[
K \subseteq \bigcup_{i \in \mathbb{N}_0} V_i,
\]
where \( V_i \) is generated by the mappings \( \Phi \) by (3.1).

**Proof.** Let \( x \in K \) and \( \delta > 0 \). Since \( K \) is a compact set in \( X \), we choose an integer \( n > 0 \) such that \( \gamma^n \text{diam}(K \cup V_0) < \delta \), where \( \gamma \) is the contraction parameter appearing in equation (2.1). According to the defining property (2.2) of the set \( K \), there exists an \( e_n \in E^n_\mu \) such that \( x \in \phi_{e_n}(K) \subseteq \phi_{e_n}(K \cup V_0) \). Since \( V_0 \) is a nonempty set of \( X \), there exists a \( y \in \phi_{e_n}(V_0) \subseteq \phi_{e_n}(K \cup V_0) \). Moreover, by the contractivity of the family \( \Phi \) given by (2.1), we have that
\[
d(x, y) \leq \text{diam} \phi_{e_n}(K \cup V_0) \leq \gamma^n \text{diam}(K \cup V_0) < \delta.
\]
This inequality proves the result. \( \square \)
Proposition 3.2. Let \( V_0 \) be a nonempty refinable set of \( X \) relative to a finite family of contractive mappings \( \Phi \), and let \( \{ V_i : i \in \mathbb{N}_0 \} \) be the collection of sets generated by the definition (3.1). Then

\[
K = \bigcup_{i \in \mathbb{N}_0} V_i.
\]

Proof. This result follows directly from Lemma 3.1 and Theorem 2.5. \( \square \)

This proposition provides another way to construct the unique invariant set \( K \) relative to a finite family of contractive mappings \( \Phi \). In other words, we start with a refinable set \( V_0 \) and then form \( V_i, i \in \mathbb{N} \), recursively by (3.1).

We say that a sequence of sets \( \{ A_i : i \in \mathbb{N}_0 \} \) is nested (resp., strictly nested) provided that \( A_{i-1} \subseteq A_i, i \in \mathbb{N} \) (resp., \( A_{i-1} \subset A_i, i \in \mathbb{N} \)). The next lemma shows the importance of the notion of the refinable set.

Lemma 3.3. Let \( K \) be the invariant set in \( X \) relative to a finite family of contractive mappings \( \Phi \). Suppose that \( K \) is not a finite set and \( V_0 \) is a nonempty finite subset of \( X \). Then the collection of sets \( \{ V_i : i \in \mathbb{N}_0 \} \) defined by (3.1) is strictly nested if and only if the set \( V_0 \) is refinable relative to \( \Phi \).

Proof. Suppose that \( V_0 \) is refinable relative to \( \Phi \). Then, it follows by induction on \( i \in \mathbb{N} \) that \( V_{i-1} \subseteq V_i \).

It remains to prove this inclusion is strict for all \( i \in \mathbb{N} \). Assume to the contrary that \( V_{i-1} = V_i \) for some \( i \in \mathbb{N} \). By the definition of \( V_i \), we conclude that \( V_{i-1} = V_j \) for all \( j \geq i \), and thus

\[
\bigcup_{j \in \mathbb{N}_0} V_j = V_{i-1}.
\]

This conclusion contradicts Proposition 3.2 and the fact that \( K \) does not have finite cardinality. \( \square \)

When the sequence of sets \( \{ V_i : i \in \mathbb{N}_0 \} \) is strictly nested, we let \( W_{i-1} := V_i \setminus V_{i-1}, \) \( i \in \mathbb{N} \), that is, \( V_i = V_{i-1} \cup^i \), \( W_{i-1} \), \( i \in \mathbb{N} \), where we use the notation \( A \cup^i B \) to denote \( A \cup \) \( B \) when \( A \cap B = \emptyset \). By Lemma 3.3, if the set \( V_0 \) is refinable relative to \( \Phi \), we have that \( W_i \neq \emptyset, i \in \mathbb{N} \). Similarly, we shall use the notation

\[
\Phi^\perp(A) := \bigcup_{\epsilon \in E_{\mu}} \perp \phi_{\epsilon}(A),
\]

when \( \phi_{\epsilon}(A) \cap \phi_{\epsilon'}(A) = \emptyset, \epsilon, \epsilon' \in E_{\mu}, \epsilon \neq \epsilon' \). The sets \( W_i, i \in \mathbb{N} \), give us the decomposition

\[
V_n = V_0 \cup^\perp \left( \bigcup_{i \in E_n} \perp W_i \right).
\]

The next theorem shows that when the set \( W_0 \) is specified, the sets \( W_i, i \in \mathbb{N} \), can be recursively constructed and the set \( K \) has a decomposition in terms of these sets. This result provides a multiresolution decomposition for the invariant set \( K \). For this reason, we call the sets \( W_i, i \in \mathbb{N} \), set wavelets, the set \( W_0 \) the initial set wavelet and the decomposition of \( K \) in terms of \( W_i, i \in \mathbb{N} \), the set wavelet decomposition of \( K \).
Theorem 3.4. Let \( K \) be the invariant set in \( X \) relative to a finite family of contractive mappings \( \Phi \). Suppose that each of the contractive mappings \( \phi_\epsilon, \epsilon \in E_\mu \), in \( \Phi \) has a continuous inverse on \( X \) and they have the property that

\[
\phi_\epsilon(\text{int} \, K) \cap \phi_{\epsilon'}(\text{int} \, K) = \emptyset, \quad \epsilon, \epsilon' \in E_\mu, \; \epsilon \neq \epsilon'.
\]

Let \( V_0 \) be refinable with respect to \( \Phi \), and let \( W_0 \subseteq \text{int} \, K \). Then

\[
W_i = \Phi^{-1}(W_{i-1}), \quad i \in \mathbb{N},
\]

and the compact set \( K \) has the set wavelet decomposition

\[
K = V_0 \cup^\perp \left( \bigcup_{n \in \mathbb{N}_0} \downarrow W_n \right).
\]

Proof. Our hypotheses on the contractive mappings \( \phi_\epsilon, \epsilon \in E_\mu \), guarantee that they are topological mappings. Hence, for any subsets \( A \) and \( B \) of \( X \) and any \( \epsilon \in E_\mu \) we have

\[
\text{int} \, \phi_\epsilon(A) = \phi_\epsilon(\text{int} \, A)
\]

and

\[
\phi_\epsilon(A) \cap \phi_\epsilon(B) = \phi_\epsilon(A \cap B).
\]

Let us first establish that when \( W_0 \subseteq \text{int} \, K \), the sets \( W_i, i \in \mathbb{N} \), defined by the recursion (3.4) are all in \( \text{int} \, K \). We prove this fact by induction on \( i \in \mathbb{N} \). To this end, we suppose that \( W_{i-1} \subseteq \text{int} \, K, i \in \mathbb{N} \). Then, the invariance property (2.2) of \( \Phi \) and (3.6) imply that

\[
\Phi(W_{i-1}) \subseteq \Phi(\text{int} \, K) = \text{int} \, \Phi(K) = \text{int} \, K.
\]

Therefore, we have advanced the induction hypothesis and proved that \( W_i \subseteq \text{int} \, K \) for all \( i \in \mathbb{N} \). Using the fact that \( W_i \subseteq \text{int} \, K \), for any \( i \in \mathbb{N}, \epsilon, \epsilon' \in E_\mu, \epsilon \neq \epsilon' \) we conclude from our hypothesis (3.3) that \( \phi_\epsilon(W_{i-1}) \cap \phi_{\epsilon'}(W_{i-1}) = \emptyset \), which justifies the “\( \perp \)” in formula (3.4). It follows from (3.1), (3.4) and \( W_0 = V_1 \setminus V_0 \) that \( W_i \subseteq V_{i+1}, i \in \mathbb{N}_0 \).

Next, we wish to confirm that

\[
V_{i+1} \setminus V_i = W_i, \quad i \in \mathbb{N}_0.
\]

Again, we rely upon induction on \( i \) and assume that

\[
V_i \setminus V_{i-1} = W_{i-1}.
\]

Therefore, we obtain that

\[
V_i \cup W_i = \Phi(V_{i-1}) \cup \Phi(W_{i-1}) = \bigcup_{\epsilon \in E_\mu} (\phi_\epsilon(V_{i-1}) \cup \phi_\epsilon(W_{i-1})) = \bigcup_{\epsilon \in E_\mu} \phi_\epsilon(V_i) = V_{i+1},
\]

which implies that \( V_{i+1} \setminus V_i \subseteq W_i \). To confirm that equality holds we observe that

\[
V_i \cap W_i = \Phi(V_{i-1}) \cap \Phi(W_{i-1}) = \bigcup_{\epsilon \in E_\mu} \bigcup_{\epsilon' \in E_\mu} (\phi_\epsilon(V_{i-1})) \cap (\phi_{\epsilon'}(W_{i-1})).
\]

For \( \epsilon \neq \epsilon' \) we can use (3.6) and hypothesis (3.3) to show that \( \phi_\epsilon(K) \cap \phi_{\epsilon'}(\text{int} \, K) = \emptyset \). To see this, we assume to the contrary that there exists \( x \in \phi_\epsilon(K) \cap \phi_{\epsilon'}(\text{int} \, K) \). Then there exist \( y \in K \) and \( y' \in \text{int} \, K \) such that \( x = \phi_\epsilon(y) = \phi_{\epsilon'}(y') \). Condition (3.3) insures that \( y \in K \setminus \text{int} \, K \). Hence, by equation (3.6), it follows from the
first equality that \( x \in K \setminus \text{int} \, K \) and from the second equality that \( x \in \text{int} \, K \), a contradiction. Consequently, we have that

\[
(\phi_e(V_{i-1})) \cap (\phi_e(W_{i-1})) = \emptyset. \tag{3.11}
\]

When \( \epsilon = \epsilon' \) we use (3.7) to obtain that (3.11) still holds. Hence equation (3.10) implies that \( V_i \cap W_i = \emptyset \). This establishes (3.8), advances the induction hypothesis, and proves the result.

We end this section by considering the following converse question to the one we have considered so far. Given a finite set in a metric space, is it refinable relative to some finite set of contractive mappings? The motivation for this question comes from practical considerations. As is often the case in certain numerical problems associated with interpolation and approximation, we begin on an interval of the real line with prescribed points, for example, Gaussian points or the zeros of Chebyshev polynomials. We then want to find mappings to make these prescribed points refinable relative to them. We shall only address this question in the generality of the space \( \mathbb{R}^d \) relative to the \( \ell_\infty \)-norm. It is easy to see that, given any subset \( V_0 := \{ v_i : i \in E_k \} \) of \( \mathbb{R}^d \), there is a family of contractive mappings on \( \mathbb{R}^d \) such that \( V_0 \) is refinable relative to them. For example, the mappings \( \phi_i(x) = \frac{1}{2}(x + v_i) \), \( i \in E_k \), \( x \in \mathbb{R}^d \), will do, since clearly the fixed point of the mapping \( \phi_i \) is \( v_i \) for \( i \in E_k \). However, almost surely the associated invariant set will have an empty interior, and therefore Theorem 3.4 will not apply. For instance, in the example of a triangle mentioned above, the general prescription applied to the vertices of the triangle will yield the Sierpiński gasket. This invariant set is a Cantor set and is formed by successively applying the maps (2.12) to the triangles; this throws away the middle triangle which is the image of the fourth map used in the example. To overcome this we must add to the above family of mappings another set of contractive mappings “which fill the holes”. To describe this process we review some facts about parallelpipeds.

A finite set \( I = \{ t_i : i \in E_{n+1} \} \) with \( t_0 < t_1 < \cdots < t_{n-1} < t_n \) is called a partition of the interval \( I := [t_0, t_n] \) and divides it into subintervals \( I_i := [t_i, t_{i+1}] \), \( i \in E_n \), where the points in \( I \cap (t_0, t_n) \) appear as endpoints of two adjacent subintervals. For every finite set \( U_0 \) of points in \( (0, 1) \) there exists a partition \( I \) such that the points of \( U_0 \) lie in the interior of the corresponding subintervals. The lengths of these subintervals can be chosen as small as desired.

Likewise, for any two vectors \( x := (x_i : i \in E_d) \), \( y := (y_i : i \in E_d) \) in \( \mathbb{R}^d \), where \( x_i < y_i, i \in E_d \), which we denote by \( x \prec y \) (also \( x \preceq y \) when \( x_i \leq y_i, i \in E_d \)), we can partition the set \( \bigotimes_{i \in E_d} [x_i, y_i] \) — called a parallelepiped and denoted by \( \langle x, y \rangle \) — into (sub) parallelpipeds formed from the partition

\[
\bigotimes_{i \in E_d} I_i := \{ (t_j : j \in E_d) : t_i \in I_i, i \in E_d \}, \tag{3.12}
\]

where each \( I_i \) is a partition of the interval \( [x_i, y_i], i \in E_d \). If \( \{ I_{i,j} : j \in E_{n_i} \} \) is the set of subintervals associated with the partition \( I_i \), then a typical parallelepiped associated with the partition \( I_i \) corresponds to a lattice point \( i = (i_j : j \in E_d) \), where \( i_j \in E_{n_j}, j \in E_d \), and it is defined by

\[
I_i = \bigotimes_{j \in E_d} I_{i_j,j}. \tag{3.13}
\]
Given any finite set \( V_0 \subset \mathbb{R}^d \) contained in the interior of a parallelpiped \( P \), we can partition it as above so that the interior of the subparallelpipeds contains the vectors of \( V_0 \). We can, if required, choose the volumes of these subparallelpipeds to be as small as desired.

The set of all parallelpipeds is closed under translation, as the simple rule
\[
\langle x, y \rangle + z := \{ w + z : w \in \langle x, y \rangle \} = \langle x + z, y + z \rangle,
\]
valid for any \( x, y, z \in \mathbb{R}^d \) with \( x \prec y \), demonstrates. To any \( x, y \in \mathbb{R}^d \) we associate an affine mapping \( A \) on \( \mathbb{R}^d \) defined by the formula
\[
(3.14) \quad At := Xt + y, \quad t \in \mathbb{R}^d,
\]
where \( X := \text{diag}(x_0, x_1, \ldots, x_{d-1}) \). Such an affine map takes a parallelpiped bijectively to a parallelpiped (as long as the vector \( x \) has no zero components). Conversely, given any two parallelpipeds \( P \) and \( P' \), there exists an affine mapping of the form (3.14) which takes \( P \) bijectively to \( P' \). Moreover, if there exists a \( z \in \mathbb{R}^d \) such that \( P' + z \subset \text{int} P \), then \( A \) is a contraction relative to the \( \ell^\infty \)-norm on \( \mathbb{R}^d \) given by
\[
\| (x_i : i \in E_d) \|_\infty := \max \{|x_i| : i \in E_d\}.
\]

For any two parallelpipeds \( P = \langle x, y \rangle \) and \( P' = \langle x', y' \rangle \) with \( P' \subseteq P \) we can partition their set-theoretic difference into parallelpipeds in the following way. For each \( i \in E_d \) we partition the interval \([x_i, y_i]\) into three subintervals by using the partition \( I_i := \{x_i, x_i', y_i', y_i\} \). The associated partition \( I^d \) decomposes \( P \) into subparallelpipeds such that one and only one of them corresponds to \( P' \) itself. In other words, if \( \{P_i : i \in E_N\}, N = 3^d \), are the subparallelpipeds which partition \( P \) and \( P_{N-1} = P' \), then we have that
\[
P \setminus P' = \bigcup_{i \in E_{N-1}} P_i.
\]

We can now state the theorem.

**Theorem 3.5.** Let \( m \) be a positive integer and \( V_0 \) a finite subset of cardinality \( m \) in the metric space \( (\mathbb{R}^d, \| \cdot \|_\infty) \). There exists a finite set of contractive mappings \( \Phi \) of the form (3.14) such that \( V_0 \) is refinable relative to \( \Phi \) and the invariant set for \( \Phi \) is a parallelpiped.

**Proof.** First we put the set \( V_0 \) into the interior of a parallelpiped \( P \), which we partition as described above into subparallelpipeds so that the vectors in \( V_0 \) are in the union of the interior of these subparallelpipeds. Specifically, we suppose that
\[
V_0 = \{v_i : i \in E_m\}, \quad P = \bigcup_{i \in E_M} P_i,
\]
with \( m < M, v_i \in \text{int} P_i, i \in E_m, \) and \( V_0 \cap \text{int} P_i = \emptyset, i \in E_M \setminus E_m \).

For each \( i \in E_m \) we choose a vector \( z_i := (z_{i,0}, z_{i,1}, \ldots, z_{i,d-1})^T \in (0, 1)^d \) with sufficiently small components \( z_{i,j} \) so that the affine mapping
\[
(3.15) \quad A_i t = Z_i (t - v_i) + v_i, \quad t \in \mathbb{R}^d,
\]
where \( Z_i := \text{diag}(z_{i,0}, z_{i,1}, \ldots, z_{i,d-1}) \), has the property that the parallelpiped \( Q_i := A_i P \) is contained in \( P_i \). Since \( A_i v_i = v_i, i \in E_m \), the set \( V_0 \) is refinable relative to any set of mappings which includes those in (3.15). We wish to append to these \( m \) mappings another collection of bijective contractive affine mappings of the type (3.14) so that the extended family has \( P \) as an invariant set.
To this end, for each \( i \in E_m \) we partition the difference set \( P_i \setminus Q_i \) into parallelepipeds in the manner described above:

\[
P_i \setminus Q_i = \bigcup_{j \in E_{N-1}} P_{i,j},
\]

where \( N = 3^d \). Thus, we have succeeded in decomposing \( P \) into subparallelepipeds so that exactly \( m \) of them are the subparallelepipeds \( Q_i, i \in E_m \). In other words, we have

\[
P = \bigcup_{i \in E_k} W_i,
\]

where \( m < k \) and \( W_i = Q_i, i \in E_m \). Finally, for every \( i \in E_k \setminus E_m \) we choose a bijective contractive affine mapping \( A_i \) such that \( A_i P = W_i \). This implies that

\[
P = \bigcup_{i \in E_k} A_i P,
\]

and therefore \( P \) is an invariant set relative to the bijective contractive mapping \( A_i, i \in E_k \).

In the remainder of this section we look at the above result for the real line and try to economize on the number of affine mappings needed to make a given set \( V_0 \) refinable.

**Theorem 3.6.** Let \( k \) be a positive integer and \( V_0 := \{v_0, v_1, \ldots, v_{k-1}\} \) a subset of distinct points in \([0, 1]\) of cardinality \( k \). Then, there exists a family of bijective contractive affine mappings \( \{\phi_\epsilon : \epsilon \in E_\mu\} \) of the type (3.14) for some \( 2 \leq \mu \leq 4 \) when \( k = 1, 2 \) and \( 3 \leq \mu \leq 2k - 1 \) when \( k \geq 3 \) such that \( V_0 \) is refinable relative to these mappings.

**Proof.** Since the mappings \( \phi_0(t) := \frac{t}{2} \) and \( \phi_1(t) = \frac{t+1}{2} \) have the fixed points \( t = 0 \) and \( t = 1 \), respectively, we conclude that when \( k = 1 \) and \( V_0 \) consists of either 0 or 1 and when \( k = 2 \) and \( V_0 \) consists of 0 and 1, these two mappings are the desired mappings. When \( V_0 \) consists of one interior point \( v_0 \), we need at least three mappings. For example, we choose

\[
\phi_0(t) = \frac{v_0}{2} t, \quad \phi_1(t) = \frac{1}{2} (t - v_0) + v_0 \quad \text{and} \quad \phi_2(t) = \frac{1}{2} v_0 t + \frac{v_0 + 1}{2}, \quad \text{for } t \in [0, 1].
\]

When \( V_0 \) consists of two interior points of \((0, 1)\), we need four mappings constructed by following the spirit of the construction for the case \( k \geq 3 \) which is given below.

When \( k \geq 3 \), regardless of the location of the points there exist \( 2k - 1 \) mappings that do the job. We next specifically construct these mappings. Without loss of generality, we assume that \( v_0 < v_1 < \cdots < v_{k-1} \). We first choose a parameter \( \gamma_1 \) such that

\[
0 < \gamma_1 < \min \left\{ \frac{v_1 - v_0}{v_1}, \frac{v_2 - v_1}{1 - v_1} \right\}
\]

and consider the mapping \( \phi_1(t) := \gamma_1 (t - v_1) + v_1, \quad t \in [0, 1] \). Therefore, if we let \( \alpha_1 := \phi_1(0) \) and \( \beta_1 := \phi_1(1) \), then \( v_0 < \alpha_1 < \beta_1 < v_2 \). Next, we let \( \gamma_0 := (\alpha_1 - v_0)/(1 - v_0) \) and introduce the mapping \( \phi_0(t) := \gamma_0 (t - v_0) + v_0, \quad t \in [0, 1] \). Clearly, by letting \( \alpha_0 := \phi_0(0) \) and \( \beta_0 := \phi_0(1) \), we have \( 0 < \alpha_0 < \beta_0 = \alpha_1 \).

The remaining steps in the construction proceed inductively on \( k \). For this purpose, we assume that the affine mapping \( \phi_{j-2} \) has been constructed. We let
\(\beta_{j-2} := \phi_{j-2}(1)\) and define
\[
\phi_{j-1}(t) := \gamma_{j-1}(t-v_{j-1}) + v_{j-1}, \quad t \in [0,1], \quad j = 3, 4, \ldots, k - 1,
\]
where the parameters \(\gamma_{j-1}\) are chosen to satisfy the conditions
\[
0 < \gamma_{j-1} < \min \left\{ \frac{v_{j-1} - \beta_{j-2}}{v_{j-1}}, \frac{v_{j} - v_{j-1}}{1 - v_{j-1}} \right\}, \quad j = 3, 4, \ldots, k - 1.
\]
It is not difficult to verify that \(\phi_{j-1}([0,1]) \subset (\beta_{j-2}, v_{j})\), or equivalently \(\beta_{j-2} < \alpha_{j-1} < \beta_{j-1} < v_{j}\), by letting \(\alpha_{j-1} := \phi_{j-1}(0)\) and \(\beta_{j-1} := \phi_{j-1}(1)\). Next, we let \(\phi_{k-1}(t) := \gamma_{k-1}(t-v_{k-1}) + v_{k-1}, \quad t \in [0,1]\), where \(0 < \gamma_{k-1} = \frac{v_{k-1} - \beta_{k-2}}{v_{k-1}}\), and let \(\alpha_{k-1} := \phi_{k-2}(0)\) and \(\beta_{k-1} := \phi_{k-1}(1)\). Then, we have that \(\beta_{k-2} = \alpha_{k-1} < \beta_{k-1} \leq 1\). By the construction above, we find two sets of numbers \(\{\alpha_i : i \in E_k\}\) and \(\{\beta_i : i \in E_k\}\) that satisfy the condition
\[
0 \leq \alpha_0 < \beta_0 = \alpha_1 < \beta_1 < \cdots < \beta_{k-2} = \alpha_{k-1} < \beta_{k-1} \leq 1
\]
and the union of the images of \([0,1]\) under mappings \(\{\phi_j : j \in E_k\}\) is
\[
U := \bigcup_{j=0}^{k-1} [\alpha_j, \beta_j].
\]
Notice that the set \(U\) is not the whole interval \([0,1]\). There are at most \(k - 1\) gaps which need to be covered. It is straightforward to construct these \(k - 1\) additional mappings.

The family of mappings of cardinality at most \(2k - 1\) that we have constructed above has \([0,1]\) as an invariant set, and \(V_0\) is a refinable set relative to them.

When the points in a given set have special structure, the number of the mappings may be reduced.

4. Lagrange Interpolating Wavelets

We describe in this section a construction of Lagrange interpolating wavelets using the set wavelets constructed previously. For this purpose, we let \(X := \mathbb{R}^d\) and assume that \(\Phi := \{\phi_\epsilon : \epsilon \in E_\mu\}\) is a family of contractive mappings that satisfies the hypotheses of Theorem 3.4. We also assume that \(K \subset \mathbb{R}^d\) is the invariant set relative to \(\Phi\) with \(\text{meas}(K \setminus \text{int } K) = 0\), where \(\text{meas}(A)\) denotes the Lebesgue measure of a set \(A \subset \mathbb{R}^d\). Let \(k\) be a positive integer and assume that
\[
V_0 := \{v_0, v_1, \ldots, v_{k-1}\} \subset \text{int } K
\]
is refinable relative to \(\Phi\). Note that in this construction of discontinuous wavelets, we restrict the choice of the points in the set \(V_0\) to interior points of \(K\).

As in [MX1, MX2], we choose a refinable curve \(f := (f_0, f_1, \ldots, f_{k-1})^T : K \to \mathbb{R}^k\) which satisfies a refinement equation
\[
(4.1) \quad f \circ \phi_i = A_i f, \quad i \in E_\mu,
\]
for some prescribed \(k \times k\) matrices \(A_i, i \in E_\mu\). We remark that if there is \(g : K \to \mathbb{R}^k\) and a \(k \times k\) nonsingular matrix \(B\) such that \(f = Bg\), then \(g\) is also a refinable curve. We let
\[
F_0 := \text{span}\{f_0, f_1, \ldots, f_{k-1}\}
\]
and suppose that \(\dim F_0 = k\). Furthermore, for any \(b := (b_0, b_1, \ldots, b_{k-1})^T \in \mathbb{R}^k\) we require that there exists a unique element \(f \in F_0\) such that \(f(v_i) = b_i, i \in E_k\). In
other words, there exist \( k \) elements in \( F_0 \), which we also denote by \( f_0, f_1, \ldots, f_{k-1} \), such that \( f_i(v_j) = \delta_{i,j}, i, j \in E_k \). When this condition holds we say that \( \{ f_i : i \in E_k \} \) interpolate on the set \( V_0 \) and that \( f_j \) interpolates at \( v_j, j \in E_k \). Under this condition, any element \( f \in \mathbb{F}_0 \) has a representation of the form

\[
f = \sum_{i \in E_k} f(v_i) f_i.
\]

A set \( V_0 \subseteq \mathbb{R}^d \) is called (Lagrange) admissible relative to \( (\Phi, E_0) \) if it is refinable relative to \( \Phi \) and there is a basis of functions \( f_i, i \in E_k \), for \( E_0 \) which interpolate on the set \( V_0 \). In this section we will always assume that \( V_0 \) is (Lagrange) admissible. We record in the next proposition the simple fact of the Lagrange admissibility of any set of cardinality \( k \) for the special case when \( \Phi = \Psi \) defined by (2.8), \( K = [0,1] \) and \( E_0 = \mathbb{F}_{k-1} \), the space of polynomials of degree \( \leq k - 1 \).

**Proposition 4.1.** If \( V_0 \subset [0,1] \) is refinable relative to \( \Psi \) and has cardinality \( k \), then \( V_0 \) is Lagrange admissible relative to \( (\Psi, \mathbb{F}_{k-1}) \).

**Proof.** It is a well known fact that the polynomial basis functions satisfy the refinement equation (4.1) with \( \phi_i = \psi_i \) for some matrices \( A_i \). Hence, this result follows immediately from the unique solvability of the univariate Lagrange interpolation. \( \square \)

In a manner similar to the construction of orthogonal wavelets in \([MX1, MX2]\), we define linear operators \( \mathcal{T}_\epsilon : L^\infty(K) \to L^\infty(K), \epsilon \in E_\mu \), by

\[
(\mathcal{T}_\epsilon x)(t) := \begin{cases} x(\phi_\epsilon^{-1}(t)), & t \in \phi_\epsilon(K), \\ 0, & t \notin \phi_\epsilon(K), \end{cases}
\]

and set

\[
\mathbb{F}_{i+1} = \bigoplus_{\epsilon \in E_\mu} \mathcal{T}_\epsilon \mathbb{F}_i, \quad i \in \mathbb{N}_0.
\]

This sequence of spaces is nested, i.e., \( \mathbb{F}_i \subseteq \mathbb{F}_{i+1}, \) \( i \in \mathbb{N}_0 \), and \( \dim \mathbb{F}_i = k \mu^i, \) \( i \in \mathbb{N}_0 \).

We next construct a convenient basis for each of the spaces \( \mathbb{F}_i \). For this purpose, we let \( F_0 := \{ f_j : j \in E_k \} \), where \( f_j, j \in E_k \), interpolate the set \( V_0 \), and

\[
(4.2) \quad F_i := \bigcup_{\epsilon \in E_\mu} T_{\epsilon \mu} F_{i-1} = \{ T_{\epsilon_0} \circ \cdots \circ T_{\epsilon_{i-1}} f_j : j \in E_k, \epsilon_\ell \in E_\mu, \ell \in E_1, i \in \mathbb{N}. \}
\]

Since the functions \( f_j, j \in E_k \), interpolate on the set \( V_0 \), we conclude that the elements in \( F_i \) interpolate on the set \( V_i \). In other words, the functions in the set \( F_i \) satisfy the condition

\[
(4.3) \quad (T_{\epsilon_0} \circ \cdots \circ T_{\epsilon_{i-1}} f_j)(\phi_{\epsilon_0} \circ \cdots \circ \phi_{\epsilon_{i-1}}(v_j)) = \delta_{(\epsilon_0, \ldots, \epsilon_{i-1}, j) = (\epsilon_0', \ldots, \epsilon'_{i-1}, j')},
\]

where we use the notation

\[
\delta_{a, a'} = \begin{cases} 1, & a = a', \\ 0, & a \neq a', \end{cases} \quad a, a' \in \mathbb{N}_0^i, \quad i \in \mathbb{N}.
\]

For ease of notation, we let \( \epsilon := (\epsilon_0, \epsilon_1, \ldots, \epsilon_{i-1}) \) and \( T_{\epsilon_0} f_j := T_{\epsilon_0} \circ \cdots \circ T_{\epsilon_{i-1}} f_j \). By (4.3), this function interpolates at \( \phi_{\epsilon}(v_j) \). Moreover,

\[
(4.4) \quad F_i = \text{span } F_i, \quad i \in \mathbb{N}_0.
\]
Now, for each \( n \in \mathbb{N}_0 \), we decompose the space \( \mathbb{F}_{n+1} \) as the direct sum of the space \( \mathbb{F}_n \) and its complement space \( \mathbb{G}_n \), which consists of the elements in \( \mathbb{F}_{n+1} \) vanishing at all points in \( \mathbb{V}_n \), that is,

\[
\mathbb{F}_{n+1} = \mathbb{F}_n \oplus \mathbb{G}_n, \quad n \in \mathbb{N}_0.
\]

This decomposition is analogous to the orthogonal (resp. biorthogonal) decomposition in the construction of orthogonal (resp. biorthogonal) wavelets in [MX1] (resp. [MX2]), and can be viewed as an interpolatory decomposition in the sense to be described below.

We first label the points in the set \( \mathbb{V}_n \) according to the set wavelet decomposition for \( \mathbb{V}_n \) given in Section 2. We assume that the initial set wavelet is given by \( \mathbb{W}_0 = \{ w_j : j \in E_{k(\mu-1)} \} \), and we let

\[
t_{0,j} := v_j, \quad t_{1,j} := w_j, \quad j \in E_{k(\mu-1)};
\]

\[
t_{i,j} := \phi_{\epsilon_0} \circ \phi_{\epsilon_1} \cdots \circ \phi_{\epsilon_{i-2}} w_{\epsilon_{i-1}}, \quad j = (\mu^{-2} \epsilon_0 + \cdots + \mu \epsilon_{i-2} + \epsilon_{i-1}) k(\mu - 1) + \ell,
\]

\[
\epsilon_m \in E_{\frac{1}{2}}, \quad m \in E_{i-1}, \quad \ell \in E_{k(\mu-1)}, \quad i = 2, 3, \ldots, n.
\]

Then, we conclude that \( \mathbb{V}_n = \{ t_{i,j} : j \in E_{J(i)}, i \in E_{n+1} \} \), where

\[
J(i) := \begin{cases} k, & i = 0, \\ k(\mu - 1)\mu^{i-1}, & i \geq 1. \end{cases}
\]

The Lagrange interpolation problem for \( \mathbb{F}_n \) relative to \( \mathbb{V}_n \) is to find for a vector \( \mathbb{b} := (b_{i,j} : j \in E_{J(i)}, i \in E_{n+1}) \) an element \( f \in \mathbb{F}_n \) such that

\[
f(t_{i,j}) = b_{i,j}, \quad j \in E_{J(i)}, i \in E_{n+1}.
\]

The following fact is useful in this regard.

**Lemma 4.2.** If \( \mathbb{V}_0 \) is (Lagrange) admissible relative to \( (\Phi, \mathbb{F}_0) \), then for each \( n \in \mathbb{N}_0 \) the set \( \mathbb{V}_n \) is also (Lagrange) admissible relative to \( (\Phi, \mathbb{F}_n) \).

**Proof.** This result follows immediately from (4.3). \( \square \)

Lemma 4.2 insures that each \( f \in \mathbb{F}_{n+1} \) has the representation \( f = \mathcal{P}_n f + g_n \), where \( \mathcal{P}_n f \) is the Lagrange interpolant to \( f \) from \( \mathbb{F}_n \) relative to \( \mathbb{V}_n \) and \( g_n = f - \mathcal{P}_n f \) is the error of the interpolation. Therefore, we have that

\[
\mathbb{G}_n = \{ g_n : g_n = f - \mathcal{P}_n f, \quad f \in \mathbb{F}_{n+1} \}.
\]

The fact that the subspace decomposition (4.5) is a direct sum also follows from equation (4.7) and the unique solvability of the Lagrange interpolation problem (4.6). For this reason, the spaces \( \mathbb{G}_n \) are called the interpolating wavelet spaces, and in particular, the space \( \mathbb{G}_0 \) is called the initial interpolating wavelet space. A direct computation yields the dimension of \( \mathbb{G}_n \), namely \( \dim \mathbb{G}_n = k\mu^n(\mu - 1) \). Also, we have an interpolating wavelet decomposition for \( \mathbb{F}_{n+1} \):

\[
\mathbb{F}_{n+1} = \mathbb{F}_0 \oplus \mathbb{G}_0 \oplus \cdots \oplus \mathbb{G}_n.
\]

In the next theorem, we describe a recursive construction for the wavelet spaces \( \mathbb{G}_n \). To establish the theorem, we need the following lemma regarding the distributivity of the linear operators \( T_\epsilon, \epsilon \in E_{\mu} \), relative to a direct sum of two subspaces of \( L^\infty(K) \).

**Lemma 4.3.** Let \( \mathcal{B}, \mathcal{C} \subset L^\infty(K) \) be two subspaces and suppose that \( \mathcal{B} \oplus \mathcal{C} \) is their direct sum. Then for each \( \epsilon \in E_{\mu} \), we have that \( T_\epsilon(\mathcal{B} \oplus \mathcal{C}) = (T_\epsilon \mathcal{B}) \oplus (T_\epsilon \mathcal{C}) \).
Proof. It is clear that $T_e(B \oplus C) = (T_eB) + (T_eC)$. Therefore, it remains to verify that the sum in the right hand side is a direct sum. To this end, we let $x \in (T_eB) \cap (T_eC)$ and observe that there exist $f \in B$ and $g \in C$ such that
\[
x = T_e f = T_e g.
\]
By the definition of the operators $T_e$, we have that $x(t) = 0$, for $t \in K \setminus \phi_e(K)$. Now, for each $t \in \phi_e(K)$, there exists $\tau \in K$ such that $t = \phi_e(\tau)$, and thus, using equation (4.9), we observe that
\[
x(t) = f(\phi_e^{-1}(t)) = f(\tau) \in B, \quad x(t) = g(\phi_e^{-1}(t)) = g(\tau) \in C.
\]
Since $B \oplus C$ is a direct sum, we conclude that $x(t) = 0$ for $t \in \phi_e(K)$. It follows that $x = 0$.

We also need the following fact for the proof of our theorem.

**Lemma 4.4.** Let $Y \subseteq L^\infty(K)$. Then
\[
T_e Y \cap T_{e'} Y = \{0\}, \quad e, e' \in E_\mu, \quad e \neq e'.
\]

**Proof.** Let $x \in T_e Y \cap T_{e'} Y$. There exist $y_1, y_2 \in Y$ such that $x = T_e y_1 = T_{e'} y_2$. By the definition of the operators $T_e$, we conclude from the first equality that $x(t) = 0$ for $t \in K \setminus \phi_e(K)$, and from the second that $x(t) = 0$ for $t \in K \setminus \phi_{e'}(K)$. Since $e \neq e'$, we have that $\text{mes}(\phi_e(K) \cap \phi_{e'}(K)) = 0$. This implies that $x = 0$ a.e. in $K$, and therefore establishes the result in this lemma.

We are now ready to prove the main result of this section.

**Theorem 4.5.** Let $V_0$ be Lagrange admissible relative to $(\Phi, F_0)$, and let $W_n$, $n \in \mathbb{N}_0$, be the set wavelets generated by $V_0$. Then it follows that
\[
G_0 = \text{span}\{T_e f_j : e \in E_\mu, j \in E_k, T_e f_j \text{ interpolates at } \phi_e(v_j) \in W_0\},
\]
\[
G_n = \bigoplus_{e \in E_\mu} T_e G_{n-1}, \quad n \in \mathbb{N},
\]
and $G_n = \text{span} \ G_n$, where
\[
G_n := \{T_{e_{n+1}} f_j : e_{n+1} \in E_{\mu+1}, j \in E_k, T_{e_{n+1}} f_j \text{ interpolates at } \phi_{e_{n+1}}(v_j) \in W_n\}
\]
for $n \in \mathbb{N}_0$.

**Proof.** Let $T_e f_j$ interpolate at $\phi_e(v_j) \in W_0$. Then $T_e f_j$ has the property
\[
(T_e f_j)(\phi_{e'}(v_{j'})) = 0, \quad e, e' \in E_\mu, e' \neq e, \text{ or } j, j' \in E_k, j' \neq j.
\]
By the definition of the set wavelet, $W_0 = V_1 \setminus V_0$, we conclude that for all $v_{j'} \in V_0$ we have $(T_e f_j)(v_{j'}) = 0$. Thus, by the definition of $G_0$, we have that for each point $\phi_e(v_j) \in W_0$, the basis function $T_e f_j$ is in $G_0$. Note that the cardinality of $W_0$ is given by the formula $\text{card} W_0 = |V_1| - |V_0| = k(\mu - 1)$. It follows that the number of the basis functions for which $T_e f_j$ interpolate at $\phi_e(v_j)$ in $W_0$ is $k(\mu - 1)$, the dimension of $G_0$. Because these $k(\mu - 1)$ functions are linearly independent, they constitute a basis for $G_0$.

We next prove equation (4.10) by induction on $n$. For this purpose, we assume that (4.10) holds for $n \leq m$ and consider the case when $n = m + 1$. By the definitions of $F_{m+1}$ and $G_{m-1}$, we have
\[
F_{m+1} = \bigoplus_{e \in E_\mu} T_e F_m = \bigoplus_{e \in E_\mu} T_e (F_{m-1} \oplus G_{m-1}).
\]
Using Lemma 4.3 and then again the definition of $F_m$, we obtain

$$F_{m+1} = \bigoplus_{\epsilon \in E_\mu} [(T_\epsilon F_{m-1}) \oplus (T_\epsilon G_{m-1})]$$

$$= \left( \bigoplus_{\epsilon \in E_\mu} T_\epsilon F_{m-1} \right) \oplus \left( \bigoplus_{\epsilon \in E_\mu} T_\epsilon G_{m-1} \right) = F_m \oplus \left( \bigoplus_{\epsilon \in E_\mu} T_\epsilon G_{m-1} \right).$$

Let

$$G := \bigoplus_{\epsilon \in E_\mu} T_\epsilon G_{m-1}$$

and assume that $f \in G$. Then, there exist $g_0, \ldots, g_{\mu-1} \in G_{m-1}$ such that

$$f = \sum_{\epsilon \in E_\mu} T_\epsilon g_\epsilon.$$

For each $v \in V_m$, there exist $v' \in V_{m-1}$ and $\epsilon' \in E_\mu$ such that $v = \phi_{\epsilon'}(v')$. By the definition of the linear operators $T_\epsilon$, $\epsilon \in E_\mu$, and the fact that $g_\epsilon \in G_{m-1}$, $\epsilon \in E_\mu$, a direct computation leads to the condition that for each $v \in V_m$

$$f(v) = \sum_{\epsilon \in E_\mu} T_\epsilon g_\epsilon(\phi_{\epsilon'}(v')) = g_{\epsilon'}(\phi_{\epsilon'}^{-1} \circ \phi_{\epsilon'})(v') = g_{\epsilon'}(v') = 0.$$

Hence, $G \subseteq G_m$. On the other hand, it is easy to see that $\dim G = \dim G_m$, which implies that $G = G_m$.

To prove the second part of the theorem, it suffices to establish the recursion

$$G_{n+1} = \bigcup_{\epsilon \in E_\mu} \perp T_\epsilon G_n.$$

The “$\perp$” on the right hand side of this equation is justified by Lemma 4.4. To establish its validity, we let

$$G := \bigcup_{\epsilon \in E_\mu} \perp T_\epsilon G_n.$$

Hence, the set $G$ consists of the elements $T_{\epsilon_n+1} T_{\epsilon_{n+1}} f_j$, where $T_{\epsilon_{n+1}} f_j$ interpolates at $\phi_{\epsilon_{n+1}}(v_j) \in W_n$, $\epsilon_{n+1} \in E_\mu$. By Theorem 3.4, we have that

$$\{ \phi_{\epsilon_{n+2}}(v_j) := \phi_{\epsilon_{n+1}} \circ \phi_{\epsilon_{n+1}}(v_j) : \epsilon_{n+1} \in E_\mu, \phi_{\epsilon_{n+1}}(v_j) \in W_n \} \subseteq \{ \phi_{\epsilon_{n+2}}(v_j) \in W_{n+1} \}.$$

Hence, $G_{n+1} \subseteq G$. Since $\mathrm{card} G = \mathrm{card} G_{n+1} = \mathrm{card} W_{n+1}$, we conclude that $G = G_{n+1}$.

**Theorem 4.6.**

$$L^2(K) = \overline{\left( \bigoplus_{n \in N_0} F_n \right)} = \overline{\left[ F_0 \oplus \left( \bigoplus_{n \in N_0} G_n \right) \right]}.$$

**Proof.** Since the mappings $\phi_{\epsilon'}$, $\epsilon \in E_\mu$, are contractive, the condition of Theorem 4.7 of [MX2] is satisfied. The finite dimensional spaces $F_n$ appearing here are the same as those generated by the family of mutually orthogonal isometries in [MX2] if we begin with the same initial space $F_0$. Therefore, the first equality holds. An examination of the proof for Theorem 4.7 of [MX2] shows that the same proof proves the second equality. \qed
As a result of the decomposition obtained in Theorems 4.5 and 4.6, we present a multiscale algorithm for the Lagrange interpolation. To this end, we let \( g_j \), \( j \in E_{k(\mu - 1)} \), be a basis for \( \mathbb{G}_0 \), so that

\[
g_j(t_{0,i}) = 0, \quad i \in E_k, \quad g_j(t_{1,j'}) = \delta_{j,j'}, \quad j, j' \in E_{k(\mu - 1)}.
\]

We label those functions according to points in \( V_n \) in the following way. Let

\[
g_{0,j} := f_j, \quad j \in E_k, \quad g_{1,j} := g_j, \quad j \in E_{k(\mu - 1)},
\]

\[
g_{i,j} := T_{i_0} \cdots T_{i_{i-2}} g_{i}, \quad j = (\mu^{i-2} \epsilon_0 + \cdots + \mu \epsilon_{i-3} + \epsilon_{i-2})k(\mu - 1) + \ell,
\]

\[
\epsilon_0, \ldots, \epsilon_{i-2} \in E_{\mu}, \quad \ell \in E_{k(\mu - 1)}, \quad i = 2, 3, \ldots, n.
\]

With this labeling, we see that \( g_{i,j}(t_{i',j'}) = \delta_{i,i'} \delta_{j,j'} \), \( j \in E_{J(i)}, j' \in E_{J(i')}, i, i' \in E_{n+1} \) with \( i' \leq i \), and

\[
F_n = \text{span}\{g_{i,j} : j \in E_{J(i)}, \quad i \in E_{n+1}\}.
\]

Now we express the interpolation projection in terms of this basis. For each \( x \in C(K) \), the interpolation projection \( \mathcal{P}_n x \) of \( x \) is given by

\[
\mathcal{P}_n x = \sum_{i \in E_{n+1}} \sum_{j \in E_J(i)} x_{i,j} g_{i,j}.
\]

The coefficients \( x_{i,j} \) in (4.11) can be obtained from the recursive formula

\[
x_{0,j} = x(t_{0,j}), \quad j \in E_k,
\]

\[
x_{i,j} = x(t_{i,j}) - \sum_{i' \in E_{J(i')}} \sum_{j' \in E_{J(i')}} x_{i',j'} g_{i',j'}(t_{i,j}), \quad j \in E_{J(i)}, \quad i \in E_{n+1}.
\]

This recursive formula allows us to efficiently interpolate a given function by functions in \( F_n \). When we increase the level from \( n \) to \( n+1 \), we need not recompute the coefficients \( x_{i,j} \) for \( 0 \leq i \leq n \). We describe this important point with the formula

\[
\mathcal{Q}_n x = \mathcal{P}_n x + \mathcal{Q}_{n+1} x, \quad \text{where} \quad \mathcal{Q}_n x \in \mathbb{G}_n
\]

and

\[
\mathcal{Q}_{n+1} x := \sum_{j \in E_{J(n+1)}} x_{n+1,j} g_{n+1,j}.
\]

The coefficients \( x_{n+1,j} \) are computed by the previous recursive formula using the coefficients obtained for the previous levels, that is,

\[
x_{n+1,j} = x(t_{n+1,j}) - \sum_{i' \in E_{n+1}} \sum_{j' \in E_{J(i')}} x_{i',j'} g_{i',j'}(t_{n+1,j}).
\]

Finally, we remark that the idea used in constructing the Lagrange interpolating wavelets can be used to construct the Hermite interpolating wavelets.
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