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Abstract. In this paper we shall derive a posteriori error estimates in the $L^1$-norm for upwind finite volume schemes for the discretization of nonlinear conservation laws on unstructured grids in multi dimensions. This result is mainly based on some fundamental a priori error estimates published in a recent paper by C. Chainais-Hillairet. The theoretical results are confirmed by numerical experiments.

1. Introduction

One of the most important tools for accelerating comprehensive computations in multi dimensions (in particular in 3-D) is the local adaption of the grid. In order to minimize the computing time the local grid size should be chosen such that the error $||u - u_h||$ between the exact solution $u$ and the numerical solution $u_h$ is less than a given tolerance and such that the total number of cells is as small as possible. This can be obtained if an a posteriori error estimate of the form

$$||u - u_h|| \leq c \sum_j \eta_j(h_j) + R_h$$

is given, where $\eta_j(h_j)$ are local quantities related to the diameter $h_j$ of each cell or edge such that $\eta_j(h_j)$ can be computed if $u_h$ is known, and where $R_h$ is related to the approximation of the data, with $h := \max_j h_j$. Also the constant $c$ should be known. If $\eta_j(h_j)$ and $R_h$ become sufficiently small when $h_j$ and $h$ tend to zero, the right hand side in (1) can be made small by local mesh refinement.

For elliptic and parabolic problems the theory of a posteriori error estimates of the form (1) is well developed [6], [7], [8], [9], [19]. But up to now there are no analogous results for initial value problems for nonlinear conservation laws of the form

$$\partial_t u + \text{div} F(x, t, u) = 0 \quad \text{in} \quad \mathbb{R}^N \times \mathbb{R}^+,$$

$$u(x, 0) = u_0(x) \quad \text{in} \quad \mathbb{R}^N.$$
Instead of rigorous error estimators, in many applications error indicators, shock indicators or grid indicators have been used in order to find those regions with steep gradients. Usually these indicators are based on discrete gradients or higher order discrete derivatives of the discrete solution. They are used to control the local process of refining and coarsening the grid. But these indicators give no information about the true error \( |u - u_h| \).

In this paper we shall exhibit a rigorous a posteriori error estimate of the form (1) in the \( L^1 \)-norm in space and time. Earlier results related to this topic were published in [2], [3], [4], [5], [10], [14], [15], [17], [18], [20] for the nonlinear case and in [9], [13], [14], [16], [19] for linear systems of equations. In Section 2 we will fix the notation and present the main result. Furthermore we will quote the fundamental estimates from [1] and put them together in order to derive the main result. Numerical examples will be given in Section 3.

2. Notation and main result

In this section we will fix the notations and assumptions, define the upwind finite volume scheme for solving (2) and (3), and present the a posteriori estimate, the main result of this paper. For the data we have to assume the following conditions:

(4) \( u_0 \in L^\infty(\mathbb{R}^N) \cap BV_{loc}(\mathbb{R}^N) \) with \( A, B \in \mathbb{R} \) such that \( A \leq u_0 \leq B \) a.e.,

(5) \( F \in C^1(\mathbb{R}^N \times \mathbb{R}^+ \times \mathbb{R}, \mathbb{R}^N) \),

(6) \( \sum_j \frac{\partial F_j}{\partial x_j}(x, t, s) = 0 \) for all \((x, t, s) \in \mathbb{R}^N \times \mathbb{R}^+ \times \mathbb{R}\).

For all compact sets \( K \subset \mathbb{R} \) there exists a constant \( c_0(K) \) such that

(7) \( |\partial_x F(x, t, s)| \leq c_0(K) \),

(8) \( |\partial_x \partial^\beta_x F(x, t, s)| + |\partial_t \partial^\beta_x F(x, t, s)| \leq c_0(K) \)

for almost all \((x, t, s) \in \mathbb{R}^N \times \mathbb{R}^+ \times K\) and \( \beta \in \{0, 1\} \).

Remark 2.1. Under the above assumptions above the existence of an entropy solution of (2) and (3) is proved in Theorem 5 of [1]. The uniqueness follows from Theorem 6 of [1].

For \( t_n \in \mathbb{R}^+ \) let \( T^n = \{ T_j \}_{j \in I^n} \) be a mesh of \( \mathbb{R}^N \) such that the interface of two neighboring cells \( T_j, T_l \) of \( T^n \) is included in a hyperplane (see also [1]). The joint edge of \( T_j \) and \( T_l \) will be denoted by \( S_{jl} \). Let \( h_j := \text{diam } T_j \) and \( h_{\min} := \min_{j \in I^n} h_j \). We assume that \( h_{\min} > 0 \) and that there exists an \( \alpha > 0 \) such that for all \( h_j > 0 \) we have

(9) \( \alpha h_j^N \leq \text{meas } (T_j), \)

\( \alpha \text{ meas } (S_{jl}) \leq h_j^{N-1} \)

for all \( n \) and for all \( j, l \in I^n \). Define \( h_{jl} := \max\{\text{diam } T_j, \text{diam } T_l\} \), which gives us the estimate \( |S_{jl}| \leq h_{jl}^{N-1} \). Of course \( T_j, S_{jl}, h_j \) and \( h_{jl} \) depend on \( n \), but for simplicity we suppress the index \( n \) here.

Remark 2.2. In the situation where \( \Delta t^n = t^{n+1} - t^n \) and the \( T^n \) are constant in time and \( h_j \) can be replaced by \( h := \max_j \text{diam } (T_j) \), the condition (9) corresponds
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exactly to condition (5) in [1]. Thus all results of [1] hold in this more restrictive situation.

Nevertheless we have verified that all results of [1] used in this article to prove the a posteriori error estimates hold true in the more general situation (9).

For any \( j, l \in \mathbb{Z}^n \) and \( t_n \in \mathbb{R}^+ \) there is a numerical flux \( g_{jl}^n : \mathbb{R}^2 \rightarrow \mathbb{R} \) which satisfies the following conditions for all \( u, v, u', v' \in [A, B] \):

\[
\text{(10)} \quad \text{The numerical flux } g_{jl}^n(u, v) \text{ is monotone increasing with respect to } u \text{ and monotone decreasing with respect to } v.
\]

Furthermore there exists a constant \( L \), independent of \( j, l, n \) and \( h \), such that for all \( u, v, u', v' \) as above

\[
\text{(11)} \quad g_{jl}^n(u, v) = -g_{lj}^n(v, u),
\]

\[
\text{(12)} \quad |g_{jl}^n(u, v) - g_{jl}^n(u', v')| \leq L|S_{jl}|(|u - u'| + |v - v'|)
\]

and

\[
\text{(13)} \quad g_{jl}^n(u, u) = \frac{1}{\Delta t^n} \int_{t^n}^{t^{n+1}} \int_{S_{jl}} F(x, t, u) n_{jl} dx dt,
\]

where \( \Delta t^n \) is the time step, \( t^n := \sum_{l=1}^n \Delta t^l \) and \( n_{jl} \) is the outer unit normal to \( S_{jl} \) with respect to \( T_j \).

From the assumption (8), (13) we obtain the following fact.

**Lemma 2.3.** There exists a constant \( M_1 \) such that

\[
\text{(14)} \quad |F(x, t, v)n_{jl} - \frac{1}{|S_{jl}|} g_{jl}^n(v, v)| \leq M_1(h_{jl} + \Delta t^n).
\]

**Proof.** It follows from the assumptions (8), (13). \( \square \)

**Remark 2.4.** If \( F(x, t, v) = F(v) \), then the condition (13) implies that \( M_1 = 0 \) and that the left-hand side in (14) is equal to zero.

Now the upwind finite volume scheme for computing approximate solutions to (2), (3) is defined by

**Definition 2.5** (Finite volume scheme). Let

\[
\text{(15)} \quad u_j^0 := \frac{1}{|T_j|} \int_{T_j} u_0,
\]

\[
\text{for all } n \in \mathbb{N} \text{ and } j, l \in \mathbb{Z}^n. \text{ Here } N(j) \text{ denotes the indices of the neighbouring cells of } T_j.
\]

For the time step \( \Delta t^n \) we assume the following CFL-condition for given \( \xi \in [0, 1] \):

\[
\text{(16)} \quad \Delta t^n \leq \frac{(1 - \xi)2L}{\alpha^2 h_{\min}^n},
\]

where \( L \) is the Lipschitz constant from (12). Let us denote

\[
\text{(17)} \quad u_h(x, t) := u_j^n \quad \text{if } x \in T_j(=T_j^n), \quad t^n < t \leq t^{n+1}.
\]
Lemma 2.6 (L∞ stability). Assume that the assumptions (4),...,(13), (16) are fulfilled. Then the approximate solution $u_h$ defined in (17) satisfies
$$A \leq u_h^n \leq B, \ \forall \ n \in \mathbb{N}, \ \forall \ j \in I^n,$$
and
$$||u_h(t^n)||_{L^\infty(\mathbb{R}^N)} \leq ||u_0||_{L^\infty(\mathbb{R}^N)}, \ \forall \ n \in \mathbb{N}.$$  

Proof. Repeat the proof of Lemma 1 in [1], where the global CFL-condition is replaced by the local conditions (9) and (16). \qed

Let $u$ be the exact solution of (2), (3) and $u_h$ be the discrete solution as defined in (17). In [1], [2], [20], it was shown that in the uniform case (i.e. $h_j$ in (9) can be replaced by $h := \max_j \text{diam}(T_j)$) under the assumptions (4),...,(13), (16) we have for any compact set $K \subset \mathbb{R}^N \times \mathbb{R}^+$

$$\int_K |u(x, t) - u_h(x, t)| \, dx \, dt \leq ch^4,$$
where the constant $c$ depends only on $K$ and the data $F, u_0, L, c_0, \alpha$ and $\xi$.

Now it turns out that the same tools which have been used for proving (18) in [1] can be used to show an a posteriori estimate. In order to present the details we have to define the following measures as in [1].

Definition 2.7. (Measures) For $\phi \in C^0_0(\mathbb{R}^N), \ \phi \in C^0_0(\mathbb{R}^N \times \mathbb{R}^+)$ respectively let

$$\langle \mu^n_0, \phi \rangle := \int_{\mathbb{R}^N} |u_0(x) - u_h(x, 0)| \phi(x) \, dx,$$

$$\langle \lambda_h, \phi \rangle := \sum_n \sum_j |u^n_{j+1} - u^n_j| \int_{t^n}^{t^{n+1}} \int_{T_j} \phi(x, t) \, dx \, dt,$$

$$\langle \mu^n_{jl}, \phi \rangle := \frac{1}{(\Delta t^n)^2 |T_j| |S_{jl}|} \int_{t^n}^{t^{n+1}} \int_{T_j} \int_{S_{jl}} \int_0^1 (h_{jl} + \Delta t^n) \times \phi(\gamma + \theta(x - \gamma), s + \theta(t - s)) \, d\theta \, dx \, dt \, d\gamma \, ds,$$

$$\langle \nu^n_{jl}, \phi \rangle := \frac{1}{\Delta t^n |S_{jl}|} \int_{t^n}^{t^{n+1}} \int_{S_{jl}} \int_{S_{jl}} \int_0^1 (h_{jl} + \Delta t^n)^2 \phi(\xi + \theta(\gamma - \xi), \tau + \theta(s - \tau)) \, d\theta \, d\xi \, d\tau \, d\gamma \, ds,$$

$$\langle \mu_h, \phi \rangle := \langle \lambda_h, \phi \rangle + 2 \sum_{n \text{ edges}} \Delta t^n (S_{jl}^1 + S_{jl}^2) + 2M_j \sum_{n \text{ edges}} \langle \nu^n_{jl}, \phi \rangle,$$
where $n \in \mathbb{N}, \sum_{n \text{ edges}}$ refers to the sum over all edges of the mesh with neighbouring triangles $T_j, T_l$ and

$$S_{jl}^1 = \max_{u^n_{jl} \leq x \leq u^n_{j+1}} (g^n_{jl}(d, c) - g^n_{jl}(d, d)) (\mu^n_{jl}, \phi),$$
$$S_{jl}^2 = \max_{u^n_{jl} \leq x \leq u^n_{j+1}} (g^n_{jl}(d, c) - g^n_{jl}(c, c)) (\mu^n_{jl}, \phi).$$

Lemma 2.8. Assume (4),...,(13), (16). Let $u$ and $u_h$ be the exact solution of (2) and the discrete solution of (15) respectively. Then for all $R > 0, T > 0$ there exist
constants \( M_2, M_3 > 0 \) such that in the case of a uniform mesh (i.e. \( h_j \) in (9) can be replaced by \( h := \max_j \text{diam}(T_j) \))

\[
\mu_h(B_R(0) \times [0, T]) \leq M_2(h + \sqrt{h}),
\]

\[
\mu^0_h(B_R(0)) \leq M_3 h
\]

uniformly in \( h \).

Proof. See [1], Theorem 4.

Also, from Theorem 4 in [1] we obtain

**Theorem 2.9.** Assume (4),..., (13), (16). Let \( u \) and \( u_h \) be the exact solution of (2) and the discrete solution of (15) respectively. Let \( \mu_h, \mu^0_h \) be defined as in Definition 2.7. Then for all \( k \in \mathbb{R} \) and \( \phi \in C_0^\infty(\mathbb{R}^N \times \mathbb{R}^+ ; \mathbb{R}^+) \) we have

\[
\int_{\mathbb{R}^N \times \mathbb{R}^+} |u_h - k| \partial_t \phi + (F(x, t, \max\{u_h, k\}) - F(x, t, \min\{u_h, k\})) \nabla \phi \, dx \, dt
\]

\[
+ \int_{\mathbb{R}^N} |u_0 - k| \phi(x, 0) \, dx
\]

\[
\geq - \int_{\mathbb{R}^N \times \mathbb{R}^+} (|\partial_t \phi| + |\nabla \phi|) \, d\mu_h - \int_{\mathbb{R}^N} \phi(x, 0) \, d\mu^0_h.
\]

Proof. This follows by integration by parts and using the definition of \( u_h \) in (17) and Definition 2.5 (cf. [1], Theorem 4). Note that this part of the proof of Theorem 4 in [1] also holds in the general case of nonuniform grids as described in (9).

For the following lemma we need

\[
\mathcal{M}(\Omega) := \text{the set of positive continuous linear forms on } C^0(\Omega).
\]

**Lemma 2.10.** Assume (4),..., (7), \( u_0 \in BV(\mathbb{R}^N) \), \( \bar{u} \in L^\infty(\mathbb{R}^N \times \mathbb{R}^+) \), \( A \leq \bar{u} \leq B \) a.e., that there exist measures \( \mu \in \mathcal{M}(\mathbb{R}^N \times \mathbb{R}^+) \), \( \mu^0 \in \mathcal{M}(\mathbb{R}^N) \) such that the statement of Theorem 2.9 holds with \( \bar{u} \) instead of \( u_h \), and that \( u \) is the unique solution of (2), (3).

Let \( \omega \in \mathbb{R}^+ \) be given, and let \( \rho \in C_0^1(\mathbb{R}^+ ; [0, 1]) \) be such that \( \rho' \leq 0 \) and

\[
\rho = 1 \quad \text{on} \quad [0, R],
\]

\[
\rho = 0 \quad \text{on} \quad [R + 1, \infty]
\]

and

\[
\psi(x, t) := \frac{T - t}{T} \rho(|x - x_0| + \omega t) \quad \text{on} \quad \mathbb{R}^N \times [0, T],
\]

\[
\psi(x, t) := 0 \quad \text{on} \quad \mathbb{R}^N \times [T, \infty].
\]

Then we have

\[
\int_{\mathbb{R}^N \times \mathbb{R}^+} |\bar{u} - u| \partial_t \psi + (F(x, t, \max\{\bar{u}, u\}) - F(x, t, \min\{\bar{u}, u\})) \nabla \psi \, dx \, dt
\]

\[
\geq -a_0 \mu^0(\{\psi(\cdot, 0) \neq 0\}) - 2\sqrt{bc} \mu(\{\psi \neq 0\})^{\frac{1}{2}} - a_0 \mu(\{\psi \neq 0\}),
\]
with
\[
\begin{align*}
a &= 2\omega + \frac{1}{T} + 2, \\
a_0 &= 1, \\
b &= 4 + 2^N + 2, \\
c &= \|u\|_{BV} (2(\omega + 1)T + (8 + 2^N + 5)c_0([A,B])) \\
&\quad + \|u_0\|_{BV} (2^{N+1}c_0([A,B]) + 1) \\
&\quad + 2c_0([A,B]) \max\{|A|,|B|\}(\|B_{R+1}(0)\| - |B_R(0)|)T,
\end{align*}
\]

where \(c_0\) is the constant in (7) and (8).

Proof. See [1], Lemma 8. To get the constants \(a, a_0, b\) and \(c\) one has to repeat the arguments in [1] and control all constants which appear in the estimates. \(\square\)

Now we can present the \textit{a posteriori} error estimate, the main result of this paper.

Let \(K \subset \subset \mathbb{R}^N\), \(\omega = c_0([A,B])\) (see (7)), and \(T\) be given, and let
\[
\begin{align*}
I_0 &= \{n|0 \leq t^n \leq \min\{\frac{R+1}{\omega}, T\}, \\
D_{R+1} &= \{(x,t)||x-x_0| + \omega t < R + 1\}, \\
M(t) &= \{j|\text{ there exists } x \in T_j \text{ such that } (x,t) \in D_{R+1}\}.
\end{align*}
\]

\textbf{Theorem 2.11.} Assume the conditions are as in Theorem 2.9 and let \(u_0 \in BV(\mathbb{R}^N)\). Let \(K \subset \subset \mathbb{R}^N \times \mathbb{R}^+, \omega = c_0([A,B])\) (see (7)) and choose \(T, R\) and \(x_0\) such that \(T \in [0, \frac{R}{\omega}]\) and
\[
K \subset \bigcup_{0 \leq t \leq T} B_{R-\omega t}(x_0) \times \{t\}.
\]

Then we have
\[
\int_K |u - u_h| \leq T[a_0 \int_{|x-x_0| < R+1} |u_0(x) - u_h(x,0)| dx + aQ + 2 \sqrt{bcQ}],
\]
where
\[
\begin{align*}
Q &= \sum_{n \in I_0} \sum_{j \in M(t^n)} |u^{n+1}_j - u^n_j| \Delta t^n h^N_j \\
&\quad + 2 \sum_{n} \sum_{edges} \Delta t^n (\Delta t^n + h_{jl}) \max_{u^n_j \leq c \leq d \leq u^n_j} (g^n_{jl}(d,c) - g^n_{jl}(d,d)) \delta^n_{jl} \\
&\quad + 2 \sum_{n} \sum_{edges} \Delta t^n (\Delta t^n + h_{jl}) \max_{u^n_j \leq c \leq d \leq u^n_j} (g^n_{jl}(d,c) - g^n_{jl}(c,c)) \delta^n_{jl} \\
&\quad + 2M_1 \sum_{n} \sum_{edges} \Delta t^n h^{N-1}_j (\Delta t^n + h_{jl})^2 \delta^n_{jl}
\end{align*}
\]

and
\[
\begin{align*}
\delta^n_{jl} &= 0 \text{ if } (T_j \cup T_l) \times [t^n, t^{n+1}] \cap D_{R+1} = \emptyset, \\
\delta^n_{jl} &= 1 \text{ otherwise}.
\end{align*}
\]
Proof. By assumption we have

\[ K \subset \bigcup_{0 \leq t \leq T} B_{R-\omega t}(x_0) \times \{t\}. \]  

The relation between \( \omega, R, T \) and \( K \) is illustrated in Figure 1.

Because of Lemma 2.6 and Theorem 2.9, Lemma 2.10 holds for \( \tilde{u} := u_h \). This means that

\[ \int_{R^N \times R^+} |u_h - u| \left( \frac{T-t}{T} \rho' \omega - \frac{1}{T} \rho \right) \]

\[ + (F(., \max\{u_h, u\}) - F(., \min\{u_h, u\})) \frac{T-t}{T} \rho' \frac{x-x_0}{|x-x_0|} dx dt \]

\[ \geq -a_0 \mu_0^h(\psi(., 0) \neq 0) - 2\sqrt{b_{\mu} h}(\psi(\neq 0))^2 - a_{\mu h}(\psi \neq 0)). \]

Now the terms containing \( F \) can be estimated as follows:

\[ F(., \max\{u_h, u\}) - F(., \min\{u_h, u\}) \frac{T-t}{T} \rho' \frac{x-x_0}{|x-x_0|} \]

\[ \leq c_0(M_0) \max\{u_h, u\} - \min\{u_h, u\} \frac{T-t}{T} |\rho'| \]

\[ \leq c_0(M_0) u_h - u \frac{T-t}{T} |\rho'| = \omega |u_h - u| \frac{T-t}{T} |\rho'|. \]

Therefore we obtain from (34)

\[ \frac{1}{T} \int_K |u - u_h| = \frac{1}{T} \int_K \rho(|x-x_0| + \omega t)|u - u_h| \leq \frac{1}{T} \int_{R^N \times R^+} \rho |u - u_h| \]

\[ \leq a_0 \mu_0^h(\psi(., 0) \neq 0) + 2\sqrt{b_{\mu} h}(\psi(\neq 0))^2 + a_{\mu h}(\psi \neq 0), \]

since \( (x, t) \in K \) implies that \( (x, t) \in B_{R-\omega t}(x_0) \times \{t\} \) and \( \rho(|x-x_0| + \omega t) = 1. \)
Now the theorem follows from the following two lemmata.

**Lemma 2.12.** Let \( \psi \) be defined as in (25). Then

\[
\mu_h^0(\{\psi(0) \neq 0\}) \leq \int_{|x-x_0|<R+1} |u_0(x) - u_h(x,0)|dx.
\]

**Proof.** We have

\[
\mu_h^0(\{\psi(., 0) \neq 0\}) \leq \mu_h^0(\{|x-x_0| + \omega t < R + 1|_{t=0}\})
\]

and

\[
\mu_h^0(\{|x-x_0| < R + 1\}) = \int_{|x-x_0|<R+1} |u_0(x) - u_h(x,0)|dx.
\]

\[
\square
\]

**Lemma 2.13.** Let \( \psi \) be defined as in (25). Then

\[
\mu_h(\{\psi \neq 0\}) \leq \sum_{n \in I_0} \sum_{j \in M(t^n)} |u_j^{n+1} - u_j^n| \Delta t^n h_j^N
\]

\[
+ 2 \sum_{n} \sum_{\text{edges}} \Delta t^n (\Delta t^n + h_{jl}) \max_{u_l^n \leq c \leq d \leq u_j^n} (\varphi_{jl}^n(d,c) - g_{jl}^n(d,d)) \delta_{jl}^n
\]

\[
+ 2 M_1 \sum_{n} \sum_{\text{edges}} (\Delta t^n + h_{jl})^2 \Delta t^n h_{jl}^{N-1} \delta_{jl}^n,
\]

where \( \delta_{jl}^n \) is defined in (32).

**Proof.** The definition of \( \mu_h \) is given in Definition 2.7. Let us first consider \( \lambda_h \), which is part of \( \mu_h \) (see Definition 2.7). Since \( D_{R+1} = \{(x,t)||x-x_0| + \omega t < R + 1\} \), we obtain

\[
\lambda_h(\{\psi \neq 0\}) \leq \lambda_h(D_{R+1}) = \sum_{n \in I_0} \sum_{j \in M(t^n)} |u_j^{n+1} - u_j^n| \int_{T_j} \int_T \chi_{D_{R+1}} dx dt
\]

\[
\leq \sum_{n \in I_0} \sum_{j \in M(t^n)} \Delta t^n h_j^N |u_j^{n+1} - u_j^n|.
\]

This proves the estimate concerning \( \lambda_h \). Now we have to estimate \( \mu_{jl}^n \), which is also part of \( \mu_h \). This measure is defined as (see Definition 2.7)

\[
\langle \mu_{jl}^n, \psi \rangle := \frac{1}{(\Delta t^n)^2 |T_j| |S_{jl}|} \int_{T_j} \int_{T_j} \int_{S_{jl}} \int_0^1 (h_{jl} + \Delta t^n)
\]

\[
\times \psi(\gamma + \theta(x - \gamma), s + \theta(t - s)) d\theta dx dt d\gamma ds.
\]
First we consider the case when \( T_j \times [t^n, t^{n+1}] \cap D_{R+1} = \emptyset \) and \( T_l \times [t^n, t^{n+1}] \cap D_{R+1} = \emptyset \). Since \((\gamma, s) \in T_j \times [t^n, t^{n+1}] \cap T_l \times [t^n, t^{n+1}]\), for the convex combination \((\gamma + \theta(x - \gamma), s + \theta(t - s))\) we get

\[
(\gamma + \theta(x - \gamma), s + \theta(t - s)) \in T_j \times [t^n, t^{n+1}],
\]

and therefore

\[
\psi(\gamma + \theta(x - \gamma), s + \theta(t - s)) = 0.
\]

Otherwise

\[
|\psi(\gamma + \theta(x - \gamma), s + \theta(t - s))| \leq 1.
\]

Hence, using the definition of \( \delta^n_{jl} \) in (32), we obtain

\[
\langle \mu^n_{jl}, \psi \rangle \leq \delta^n_{jl}(\Delta t^n + h_{jl}).
\] (42)

Finally consider the definition of \( \nu^n_{jl} \) in Definition 2.7. As before, we get

\[
\langle \nu^n_{jl}, \psi \rangle \leq \delta^n_{jl}(\Delta t^n + h_{jl})^2 \Delta t^n h_{jl}^{N-1}.
\] (43)

Using the estimates (41), (42) and (43) in the definition of \( \mu_h \) in (19), we obtain the statement of the lemma.

Now the proof of Theorem 2.11 follows if we use (37), (40) in (36). \( \square \)

**Corollary 2.14.** Under the assumption of Theorem 2.11, and if \( F(x, t, v) = F(v) \) (see Remark 2.4), we have

\[
\int_K |u - u_h| \leq T(a_0 \int_{|x-x_0|<R+1} |u_0(x) - u_h(x,0)|dx + aQ + 2\sqrt{bcQ}),
\]

where

\[
Q := \sum_{n \in I_0} \sum_{j \in M(t^n)} \Delta t^n h_{jl}^N |u_j^{n+1} - u_j^n| + 4L \sum_{n} \sum_{E(t_n)} \Delta t^n (\Delta t^n + h_{jl}) h_{jl}^{N-1} |u_j^n - u_j^n|
\]

and \( E(t_n) \) is the set of all edges which lie in \( M(t^n) \).

**Remark 2.15.** In the situation of this corollary we have \( \|u\|_{BV} \leq \|u_0\|_{BV} \), so that the constant \( c \), as defined in (27), can be calculated a priori. In the general case \( F = F(x, t, v) \) there exist, at least in two space dimensions, constants \( C, C' \) depending only on \( F, u_0, \Omega, T \) and \( h/\Delta t^n \), such that for all compact sets \( \Omega \subset \mathbb{R}^2 \)

\[
\|u\|_{BV(\Omega \times [0,T])} \leq Te^{CT}C'.
\]

See Lemma 7 of [1] for this result.
3. Numerical tests

In this section we want to confirm the theoretical results of Section 2 by some numerical tests in two space dimensions. Therefore we first introduce an adaptive algorithm, which is based on the a posteriori error estimate of Corollary 2.14. In this adaptive algorithm we can prescribe an error tolerance for the $L^1$-error between the exact and the numerical solution of the test problem. Due to the theoretical results of Corollary 2.14 this prescribed error tolerance should be an upper bound for the actual $L^1$-error, which can be computed in this test examples, where the exact solutions are known. In the following subsections this behaviour is analyzed for two test problems.

3.1. An adaptive strategy. For the definition of an adaptive algorithm let us for simplicity look at the scalar conservation law (2) in the situation, where $F(x,t,v) = F(v)$. Due to the estimate of Corollary 2.14 let us first define the following local estimators:

\[
\begin{align*}
(\eta_0)_j &= \int_{T_j} |u_0(x) - u_h(x,0)| \, dx, \\
(\eta_t)_n^j &= h_j^2 |u_{n+1}^j - u_n^j|, \\
(\eta_x)_n^{jl} &= (\triangle t_n + h_{jl}) h_{jl} |u_n^j - u_l^j|.
\end{align*}
\]

Additionally we define the following upper bounds for $\alpha,\beta \in (0,1)$:

\[
\begin{align*}
B_0 &= \frac{Tol_0}{a_0 T M^0}, \\
B_t &= \min \left\{ \alpha \frac{Tol_t}{a T^2 M^n}, (1 - \alpha)^2 \frac{Tol_t^2}{4bcT^3 M^n} \right\}, \\
B_x &= \min \left\{ \beta \frac{Tol_x}{4LaT^2 E^n}, (1 - \beta)^2 \frac{Tol_x^2}{16LbcT^3 E^n} \right\}.
\end{align*}
\]

Here $a_0, a, b, c, T$ and $L$ are the constants of Corollary 2.14. $M^n, E^n$ denote the number of triangles and edges in $M(t^n), E(t^n)$ respectively, and Tol$_0$, Tol$_t$, Tol$_x$ are the tolerances for the estimators $\eta_0, \eta_t$ and $\eta_x$. Moreover let Tol$_0, Tol_t, Tol_x$ be chosen in such a way that for a prescribed tolerance Tol we have

\[\text{Tol} = \text{Tol}_0 + \text{Tol}_t + \text{Tol}_x.\]

With this definitions we can now state the following corollary.

**Corollary 3.1.** Let the assumptions of Corollary 2.14 be fulfilled. If in addition $(\eta_0)_j \leq B_0, (\eta_t)_n^j \leq B_t$ and $(\eta_x)_n^{jl} \leq B_x$ for all $n \in I_0$, $j \in M(t^n)$ and all $j,l$, such that $S_{jl}$ is an edge of $E(t^n)$, then the following estimate holds for any prescribed tolerance Tol:

\[\int_K |u - u_h| \leq \text{Tol}.\]
Proof. Using the assumptions of the corollary, we get, by Corollary 2.14,

\[
\int_K |u - u_h| \leq T \left( a_0 \int_{|x-x_0|<R+1} |u_0(x) - u_h(x,0)|dx \\
+ a \left( \sum_{n \in I_0} \sum_{j \in M(t^n)} \Delta t^n h_j^2 |u_j^{n+1} - u_j^n| \\
+ 4L \sum_{n \in I_0} \sum_{S_{jl} \in E(t^n)} \Delta t^n \Delta t^n (\Delta t^n + h_{jl}) h_{jl} |u_j^n - u_j^n| \right) \\
+ 2\sqrt{bc} \left( \sum_{n \in I_0} \sum_{j \in M(t^n)} \Delta t^n h_j^2 |u_j^{n+1} - u_j^n| \\
+ 4L \sum_{n \in I_0} \sum_{S_{jl} \in E(t^n)} \Delta t^n (\Delta t^n + h_{jl}) h_{jl} \right)^{1/2} |u_j^n - u_j^n| \\
\leq T \left( a_0 \sum_{j \in M(0)} B_0 + a \sum_{n \in I_0} \sum_{j \in M(t^n)} \Delta t^n B_t + 4L a \sum_{n \in I_0} \sum_{S_{jl} \in E(t^n)} \Delta t^n B_x \\
+ 2\sqrt{bc} \left( \sum_{n \in I_0} \sum_{j \in M(t^n)} \Delta t^n B_t + 4L \sum_{n \in I_0} \sum_{S_{jl} \in E(t^n)} \Delta t^n B_x \right) \right) \\
\leq Tol_0 + \alpha Tol_t + \beta Tol_x + \sqrt{(1-\alpha)^2 Tol_t^2 + (1-\beta)^2 Tol_x^2} \\
\leq Tol.
\]

Due to this result the adaptive algorithm reads as follows:

for all \( n \in I_0 \) {
    for all \( j \in M(t^n) \) and all \( S_{jl} \in E(t^n) \) {
        \begin{align*}
        \text{coarse } T_j \text{ and/or } T_t & \text{ if } (\eta_0)_j \leq \theta B_0, (\eta_t)_j \leq \theta B_t \text{ or } (\eta_x)_j \leq \theta B_x; \\
        \text{refine } T_j \text{ and/or } T_t, \text{ until } (\eta_0)_j \leq B_0, (\eta_t)_j \leq B_t \text{ and } (\eta_x)_j \leq B_x; \\
        \text{calculate the next time step on the resulting mesh;}
        \end{align*}
    }
}

Here \( \theta \) is a threshold value, which should be chosen in \((0,1)\) depending on the refinement rules of the mesh.

Remark 3.2. Let us remark that the conditions \((\eta_0)_j \leq B_0, (\eta_t)_j \leq B_t \) and \((\eta_x)_j \leq B_x \) can always be fulfilled, as the estimators converge faster towards zero than the upper bounds do, when \( h_j, h_{jl} \) converge to zero.

Furthermore, it is important to state that the time interval \( \Delta t^n \) is also adapted in this algorithm, because \( \Delta t^n \) is directly connected to \( h_{\min} \) through the CFL condition.

In the following two subsections we now want to verify the statement of Corollary 3.1 for this adaptive algorithm in two test situations, where the exact solution of the problem is known. Therefore we prescribe an error tolerance Tol and compare the actual error \( \int_K |u - u_h| \) to this tolerance.
3.2. **A Burgers type problem.** Let us consider the nonlinear conservation law 
(2) together with the initial condition (3) in $\mathbb{R}^2$, where

$$F(x, t, u) = \begin{pmatrix} u^2 \\ u^2 \end{pmatrix} \quad \text{and} \quad u_0(x) = \begin{cases} 2, & \text{if } \frac{x_1 + x_2}{2} - 0.5 \leq 0, \\ 1, & \text{if } \frac{x_1 + x_2}{2} - 0.5 > 0. \end{cases}$$

Then the exact solution of this Burgers type problem is

$$u(x, t) = \begin{cases} 2, & \text{if } \frac{x_1 + x_2}{2} - 0.5 \leq 3t, \\ 1, & \text{if } \frac{x_1 + x_2}{2} - 0.5 > 3t. \end{cases}$$

![Figure 2. Macro grid and adaptive grids at different time steps for the Burgers type problem.](image1)

![Figure 3. The traveling shock of the Burgers type problem.](image2)
Table 1. Comparison between the prescribed tolerance and the actual error for the Burgers type problem.

<table>
<thead>
<tr>
<th>TOL</th>
<th>0.024</th>
<th>0.018</th>
<th>0.012</th>
<th>0.008</th>
<th>0.004</th>
<th>0.002</th>
<th>0.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>$|u - u_h|_1$</td>
<td>0.01989</td>
<td>0.00975</td>
<td>0.00937</td>
<td>0.00526</td>
<td>0.00147</td>
<td>0.00052</td>
<td>0.00016</td>
</tr>
</tbody>
</table>

In Figure 2 the adaptive refined grids for different time steps are shown. In this example the error should be controlled in the set $B_{0.1}(0.75, 0.75)$. Theorem 2.11 indicates that we have to control the error in the whole cone of dependence. This means we can choose $K$ as the cone of dependence corresponding to $B_{0.1}(0.75, 0.75)$. Due to the choice of the cone $K$, where the error should be controlled, the grid is only refined inside the cone. The figure shows how the dependence region concentrates to a small disc $B_{0.1}(0.75, 0.75)$ as $t$ reaches $T = 0.1$. Since the last time steps contribute less to the $L^1$-error over $K$ than the first time steps do, the grid is not that fine at the end of the calculations. The corresponding shock solution is shown in Figure 3. Here the grey values indicate the values of the solution $u_h$.

Table 1 shows the prescribed tolerances for different simulations of the Burgers type problem and the corresponding actual errors between the exact solution and the discrete solution of the finite volume scheme.

3.3. The rotating cylinder problem. Let us consider the linear conservation law (2) together with the initial condition (3) in $\mathbb{R}^2$, where

$$F(x, t, u) = \begin{pmatrix} -x_2 u \\ x_1 u \end{pmatrix}$$

and

$$u_0(x) = \begin{cases} 1, & \text{if } |x - (1, 0)^T| < 0.5, \\ 0, & \text{else.} \end{cases}$$

Then the exact solution of this rotating cylinder problem is

$$u(x, t) = u_0((\cos(t) x_1 + \sin(t) x_2, -\sin(t) x_1 + \cos(t) x_2)^T).$$

The numerical solution of the rotating cylinder problem with the adaptive algorithm is shown in Figure 5, whereas Figure 4 shows the underlying adaptive grid. The set $K$ is chosen such that $K \cap \Omega \times T = B_{0.6}(-1.0, 0, 0)$, where $T = 3.15$. Table 2 shows the prescribed tolerances for different simulations of the rotating cylinder problem and the corresponding actual errors between the exact solution and the discrete solution of the finite volume scheme.

Table 2. Comparison between the prescribed tolerance and the actual error for the rotating cylinder problem.

<table>
<thead>
<tr>
<th>TOL</th>
<th>3.0</th>
<th>2.0</th>
<th>1.6</th>
<th>1.2</th>
<th>0.8</th>
<th>0.4</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$|u - u_h|_1$</td>
<td>2.28430</td>
<td>1.54125</td>
<td>1.12592</td>
<td>0.878921</td>
<td>0.61415</td>
<td>0.33538</td>
<td>0.17748</td>
</tr>
</tbody>
</table>
Figure 4. Macro grid and adaptive grids at different time steps for the rotating cylinder problem.

Figure 5. The numerical solution of the rotating cylinder problem.
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