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Abstract. We study the convergence properties of the cascadic conjugate-gradient method (CCG-method), which can be considered as a multilevel method without coarse-grid correction. Nevertheless, the CCG-method converges with a rate that is independent of the number of unknowns and the number of grid levels. We prove this property for two-dimensional elliptic second-order Dirichlet problems in a polygonal domain with an interior angle greater than \( \pi \). For piecewise linear finite elements we construct special nested triangulations that satisfy the conditions of a “triangulation of type \((h, \gamma, L)\)” in the sense of I. Babuška, R. B. Kellogg and J. Pitkäranta. In this way we can guarantee both the same order of accuracy in the energy norm of the discrete solution and the same convergence rate of the CCG-method as in the case of quasiuniform triangulations of a convex polygonal domain.

1. Introduction

In this paper, we consider a cascadic conjugate-gradient method (CCG-method) for solving discretized elliptic equations that yield discrete symmetric positive definite problems. This algorithm can be considered as a multigrid or multilevel method, but without coarse grid correction, i.e., if a certain grid level is attained, we do not return to coarser grid levels but proceed only at the same or on higher grid levels. The CCG-method can be recursively defined as follows. On the coarsest grid, the linear system is solved directly. On finer grids, the system is solved iteratively by the conjugate-gradient method. These iterations are started by an interpolation of the approximate solution from the previous coarser grid. On each fixed grid level we do not use any preconditioning based on coarser grids nor any restrictions onto coarser grid levels. Nevertheless, the CCG-algorithm as a multilevel method has optimal arithmetic complexity, and its convergence rate is independent of the number of unknowns and of the number of grid levels.

A CCG-algorithm has been recently presented by P. Deuflhard in [4] and [5], where the excellent convergence properties of this algorithm were demonstrated by numerical test examples. Its optimal arithmetic complexity with respect to the number of unknowns was proved for \( H^2 \)-regular elliptic problems in [12]. Then for
quasiuniform meshes this result was extended in [11] and [2] to elliptic problems with reduced regularity caused by interior angles greater than $\pi$. Nevertheless, the use of piecewise linear finite elements on quasiuniform triangulations reduces the convergence order of the Galerkin solution. Furthermore, F.A. Bornemann [2] studied the replacement of the CG-method by other iterative methods (damped Jacobi, Gauss-Seidel, SSOR, etc.) and gave sufficient conditions for optimal complexity of the cascadic algorithm. In the three-dimensional case these conditions are satisfied by many known iterative schemes, but in two dimensions the amount of work is suboptimal unless the CG-method is used.

Here we use piecewise linear finite elements on triangles in order to discretize a second-order elliptic problem in a polygonal domain with an interior angle greater than $\pi$. We construct special nested triangulations that are refined towards this angular point as in [13] and satisfy the conditions of a “triangulation of type $(h, \gamma, L)$”; these were defined in [1] and used for the classical multigrid method in [14]. We prove in detail that one obtains the same order of accuracy of the approximate solution and the same convergence rate of the CCG-method in the energy norm as in the $H^2$-regular case.

2. The cascadic algorithm

We denote by $M_0, M_1, \cdots, M_l$ finite-dimensional vector spaces of increasing dimension equipped with inner products $(\cdot, \cdot)_i$, for $i = 0, 1, \cdots, l$. Moreover, let linear prolongation operators

\begin{equation}
I_i : M_i \rightarrow M_{i+1}, \quad \text{for } i = 0, 1, \cdots, l - 1,
\end{equation}

and linear invertible operators

\begin{equation}
L_i : M_i \rightarrow M_i, \quad \text{for } i = 0, \cdots, l,
\end{equation}

be given. Then the cascadic algorithm is an iterative method for solving the following problem:

For a given $f_i \in M_i$, find $u_i \in M_i$ such that

\begin{equation}
L_i u_i = f_i,
\end{equation}

by using approximations of the solutions of the following problems:

For a given $f_i \in M_i$, find $u_i \in M_i$ such that

\begin{equation}
L_i u_i = f_i
\end{equation}
on lower levels $i = 0, \cdots, l - 1$. The idea is to start with the exact solution

$\nu_0 = u_0$
on the lowest level $i = 0$ and to prolong each approximate solution

$\nu_i \in M_i$
on of (2.4) to the next higher level in order to find an initial guess for an iterative method that approximates the solution $u_{i+1}$. Applying the conjugate-gradient algorithm (CG-algorithm) on each level, we obtain the cascadic conjugate-gradient algorithm (CCG-algorithm), which can be formulated in the following way:
Moreover, we assume that the operator
\( L \) be represented by means of the operator
\[ (2.5) \]
\[ \sigma_i = (r_0, r_0); \]
for \( k = 1, 2, \cdots, m_i \) do :
\[ \{ \alpha_k = \sigma_{k-1}/(p_k - L_i p_k); \]
\[ y_k = y_{k-1} + \alpha_k p_k; \]
\[ r_k = r_{k-1} - \alpha_k L_i p_k; \]
\[ \sigma_k = (r_k, r_k); \]
if \( \sigma_k = 0 \) then \( \{ y_{m_i} = y_k \); goto 2.3 \};
\[ \beta_k = \sigma_k/\sigma_{k-1}; \]
\[ p_k = r_k + \beta_k p_k; \]
\} the end of the iteration;

2.3. Set \( v_i = y_{m_i}; \)

} the end of the level \( i; \)

}\) the end of the algorithm.

We shall study the convergence properties of the CCG-algorithm under the assumption that the operators \( L_i \), for \( i = 0, 1, \cdots, l \), are self-adjoint and positive definite, i.e., for \( i = 0, 1, \cdots, l \) we have\n
\[ (2.5) \quad ( L_i u, v) = (u, L_i v)i, \quad ( L_i u, u) \geq \alpha_i (u, u)i, \quad \alpha_i > 0, \quad \forall u, v \in M_i . \]

Moreover, we assume that the operator \( L_{i-1} : M_{i-1} \to M_{i-1} \) on the lower level can be represented by means of the operator \( L_i : M_i \to M_i \) and the transfer operators \( I_{i-1} : M_{i-1} \to M_i, I_{i-1}^* : M_i \to M_{i-1} \) in the form
\[ (2.6) \quad L_{i-1} = I_{i-1}^* L_i I_{i-1} . \]

Note that the adjoint operator \( I_{i-1}^* : M_i \to M_{i-1} \), for \( i = 1, 2, \cdots, l \), is defined by
\[ (I_{i-1}^* v, w)_{i-1} = (v, I_{i-1} w)i, \quad \forall v \in M_i, w \in M_{i-1} . \]

We introduce a scale of norms on \( M_i \) by
\[ \| u \|^{(\alpha)}_i := \sqrt{( L^*_i u, u)_i}, \quad u \in M_i , \]
with \( \alpha \in (-\infty, \infty) \). In order to simplify the notation, we write
\[ \| u \|_i := \| u \|^{(1)}_i, \quad \| u \| := \| u \|^{(0)}_i, \quad u \in M_i . \]

The operator norm induced by \( \| \cdot \| \) for an operator \( B : M_i \to M_i \) is given by
\[ (2.7) \quad \| B \|_i = \sup_{u \in M_i \setminus \{0\}} \frac{\| Bu \|_i}{\| u \|_i} . \]
On a fixed level \( i \in \{1, \cdots, l \} \) we apply the CG-algorithm to reduce the error \( u_i - w_i \) of the initial guess \( w_i \) for the exact solution \( u_i \) of problem (2.4). After \( m_i \) steps we get the error
\[
u_i - v_i := B_i(u_i - w_i)
\]
of the final approximation \( v_i \) on level \( i \). In this way we define the operator \( B_i : M_i \rightarrow M_i \) of error reduction on level \( i \). This operator can be represented as a polynomial in \( L_i \):
\[
B_i = P_i(L_i) = I + \sum_{k=1}^{m_i} a_k L_i^k,
\]
with coefficients which depend on the parameters \( \sigma_0, \cdots, \sigma_{m_i}, \alpha_{0}, \cdots, \alpha_{m_i-1} \) given in the definition of the CCG algorithm (see [10]). Here and in the following we denote by \( I \) the identity in the corresponding space. From [10] we recall the well-known optimality property of the CG-algorithm:

**Lemma 2.1.** Among all polynomials of the form (2.8) with arbitrary coefficients \( a_k \) the conjugate-gradient method minimizes the error \( u_i - v_i \) of the final approximation \( v_i \) in the norm \( || \cdot ||_i \) for a fixed given initial guess \( w_i \).

### 3. Optimal Polynomials

For estimating the norm of the error-reduction operator \( B_i \) on the level \( i \), we consider polynomials \( q_m \) of degree \( m \) with \( q_m(0) = 1 \). These polynomials can be written in the form
\[
q_m(x) = \prod_{k=1}^{m} (1 - \mu_k x),
\]
with parameters \( \mu_k \neq 0 \) for \( k = 1, \ldots, m \). Note that the polynomial \( P_i \) that defines the error-reduction operator \( B_i \) on the level \( i \) has the same structure. We shall show that on a given compact set \( [0, d] \) the parameters \( \mu_k \), for \( k = 1, \ldots, m \), can be chosen in such a way that the resulting polynomial satisfies certain optimality properties.

**Lemma 3.1.** For any \( \gamma > 0 \) and any \( d > 0 \), there exist parameters \( \mu_k \), for \( k = 1, \ldots, m \), such that the polynomial defined by (3.1) satisfies
\[
\max_{0 \leq x \leq d} |q_m(x)| \leq 1
\]
and
\[
\max_{0 \leq x \leq d} |x^{\gamma/2} q_m(x)| \leq \eta_\gamma(m) d^{\gamma/2},
\]
where \( \eta_\gamma(m) \) is independent of \( d \) and tends to 0 if \( m \) tends to infinity.

**Proof.** We consider the minimization problem

Find parameters \( \mu_1, \cdots, \mu_m \) such that
\[
M(\mu_1, \cdots, \mu_m) := \max_{0 \leq x \leq d} |x^{\gamma/2} q_m(x)|
\]
becomes minimal.
In [13, §4.1], it has been proved that the solution of this problem defines the polynomial \( \tilde{q}_m \) with

\[
\sqrt{x} \: \tilde{q}_m(x) = (-1)^m p_m \cos((2m + 1) \arccos \sqrt{x/d}), \quad p_m = \sqrt{d}/(2m + 1).
\]

One can check that \( \tilde{q}_m \) is a polynomial in \( x \) of degree \( m \) with zeros at \( \bar{x}_k \) and whose parameters \( \mu_k \) are given by

\[
\mu_k = \frac{1}{\bar{x}_k} = \frac{1}{d} \cos^{-2} \frac{\pi (2k + 1)}{2(2m + 1)}, \quad \text{for } k = 0, \ldots, m - 1.
\]

In [13, §4.1] it has also been proved that

\[
|\tilde{q}_m(x)| \leq 1 \quad \forall x \in [0, d].
\]

(3.5) (3.6)

It follows directly from (3.5) that

\[
|\sqrt{x} \: \tilde{q}_m(x)| \leq p_m \quad \forall x \in [0, d].
\]

(3.7)

Now let us first consider the case \( \gamma \in (0, 1] \). Using (3.7) and (3.8), we get

\[
|\gamma^{\gamma/2} \tilde{q}_m(x)| \leq |\sqrt{x} \: \tilde{q}_m(x)|^{\gamma} \leq d^{1/2}/(2m + 1)^{\gamma} \quad \forall x \in [0, d].
\]

Thus we have shown that there are parameters \( \mu_k \) in (3.1) such that the estimates (3.2) and (3.3) hold with \( (3.9) \) defined by

\[
\eta_\gamma(m) = \frac{1}{(2m + 1)^{\gamma}}, \quad \text{for } \gamma \in (0, 1].
\]

(3.9)

Next we consider the case \( \gamma > 1 \) and put

\[
r = -[-\gamma] = \begin{cases} \gamma & \text{if } \gamma \text{ is an integer,} \\ \lfloor \gamma \rfloor + 1 & \text{otherwise.} \end{cases}
\]

Any integer \( m \) can be decomposed in the form

\[
m = tr + s,
\]

where \( t = \lfloor m/r \rfloor \) and \( 0 \leq s \leq r - 1 \). Then the polynomial

\[
\tilde{q}_m(x) = \tilde{q}_t^{-s}(x) \tilde{q}_{t+1}^s(x)
\]

is of the form (3.1), with \( t \) parameters

\[
\mu_i = \frac{1}{d} \cos^{-2} \frac{\pi (2i + 1)}{2(2t + 1)}, \quad \text{for } i = 0, \ldots, t - 1,
\]

(3.10) (3.11)

of multiplicity \( r - s \) and \( t + 1 \) parameters

\[
\mu_j = \frac{1}{d} \cos^{-2} \frac{\pi (2j + 1)}{2(2t + 3)}, \quad \text{for } j = 0, \ldots, t,
\]

(3.12)

of multiplicity \( s \). Applying (3.7) to \( \tilde{q}_t \) and \( \tilde{q}_{t+1} \), we get

\[
|\gamma | \tilde{q}_m(x)| \leq |\sqrt{x} \: \tilde{q}_t(x)|^{\gamma} \: |\tilde{q}_{t+1}| \leq 1 \quad \forall x \in [0, d].
\]

In order to show (3.3) we use (3.8) for \( \tilde{q}_t \) and \( \tilde{q}_{t+1} \), and obtain

\[
|x^{\gamma/2} \tilde{q}_t(x)| \leq |\sqrt{x} \: \tilde{q}_t(x)|^{\gamma/2} \leq \left( \frac{\sqrt{d}}{2t + 1} \right)^{\gamma/2} \quad \forall x \in [0, d]
\]

and

\[
|x^{\gamma/2} \tilde{q}_{t+1}(x)| \leq |\sqrt{x} \: \tilde{q}_{t+1}(x)|^{\gamma/2} \leq \left( \frac{\sqrt{d}}{2t + 3} \right)^{\gamma/2} \quad \forall x \in [0, d].
\]
Consequently,
\[(3.14) \quad |x^{\gamma/2} q_m(x)| \leq |x^{\gamma/2} \bar{q}_k(x)|^{1-s} |x^{\gamma/2} \bar{q}_{k+1}(x)|^s \leq d^{\gamma/2} \eta_r(m) \quad \forall x \in [0, d],\]
where
\[(3.15) \quad \eta_r(m) = \frac{1}{(2t + 1)^{\gamma(r-s)/r}} \frac{1}{(2t+3)^{\gamma s/r}} \quad \forall x \in [0, d].\]
Note that the function \(\eta_r(\cdot)\) is monotonically decreasing with respect to \(m = tr+s\).
Moreover, if \(s = 0\) (i.e., if \(m\) is a multiple of \(r\)) we have
\[(3.16) \quad \eta_r(m) = \frac{1}{(2m/r+1)^{\gamma}} = O(m^{-\gamma}).\]
Therefore \(\eta_r(m)\) tends to 0 when \(m \to \infty\). Thus, setting \(k\) in (3.1) equal to the values in (3.11) and (3.12) with their corresponding multiplicities, we get (3.3) for the case \(\gamma > 1\) also.

We set \(d = \lambda_i^*\), where \(\lambda_i^*\) denotes the largest eigenvalue of the operator \(L_i\) in the space \(M_i\), and choose the parameters \(\mu_k\) as in the proof of Lemma 3.1. Then the optimal polynomial \(q_m\) defines the auxiliary operator \(S_{i,m}\) by
\[S_{i,m} = q_m(L_i) = \prod_{k=1}^m (I - \mu_k L_i),\]
which majorizes the error-reduction operator \(B_i\) on level \(i\) owing to Lemma 2.1.

**Lemma 3.2.** Let the operator \(L_i\) be self-adjoint and positive definite. Then for any \(\gamma > 0\), we have the inequalities
\[(3.17) \quad |||S_{i,m}w|||_i \leq (\lambda_i^*)^{\gamma/2}\eta_r(m) |||w|||_i^{(1-\gamma)} \quad \forall w \in M_i\]
and
\[(3.18) \quad |||S_{i,m}w|||_i \leq |||w|||_i \quad \forall w \in M_i,\]
where the function \(\eta_r\) is independent of \(d\) and tends to 0 if \(m\) tends to infinity.

**Proof.** We can assume that the set of eigenvectors \(\{\varphi_j\}_{j=1}^{n_i}\) of the eigenvalue problem
\[(3.19) \quad L_i \varphi_j = \lambda_j \varphi_j, \quad \text{for} \quad j = 1, \ldots, n_i, \quad \text{where} \quad n_i = \dim M_i,\]
is orthonormal with respect to the inner product \((,)_i\), i.e.,
\[(\varphi_j, \varphi_k)_i = \delta_{jk}, \quad \text{for} \quad j, k = 1, \ldots, n_i,\]
where \(\delta_{jk}\) is Kronecker’s symbol. Then, using the basis representation
\[(3.20) \quad w = \sum_{j=1}^{n_i} \alpha_j \varphi_j\]
of \(w \in M_i\), we get
\[(3.21) \quad \left(|||w|||_i^{(1-\gamma)}\right)^2 = \sum_{j=1}^{n_i} \lambda_j^{1-\gamma} \alpha_j^2\]
and
\[(3.22) \quad |||S_{i,m}w|||_i^2 = \sum_{j=1}^{n_i} \lambda_j q_m^2(\lambda_j) \alpha_j^2.\]
From (3.3) we obtain
\[ \sum_{j=1}^{n_i} \lambda_j q_m^2(\lambda_j) \alpha_j^2 \leq \eta_2^2(m)(\lambda_i^*)^\gamma \sum_{j=1}^{n_i} \lambda_j^{1-\gamma} \alpha_j^2 = \eta_2^2(m)(\lambda_i^*)^\gamma (\|w\|_i^0)^2, \]
which implies (3.17). Using (3.2), we get immediately
\[ \sum_{j=1}^{n_i} \lambda_j q_m^2(\lambda_j) \alpha_j^2 = \|w\|_i^0, \]
which implies (3.18).

4. The algebraic convergence theorem

In order to formulate our abstract convergence result, we assume that the following criterion is satisfied:

There exist constants \( c^* > 0 \) and \( \gamma > 0 \) such that for \( i = 1, \ldots, l \) we have the following relation between two neighbouring solutions \( u_{i-1} \) and \( u_i \) of the problems (2.4):

\[ \|u_i - I_{i-1}u_{i-1}\|_i^{(1-\gamma)} \leq c^* (\lambda_i^*)^{-\gamma/2} \|u_i - I_{i-1}u_{i-1}\|_i. \]

Note that this inequality can be proved not only in the case of \( H^{1+\lambda} \)-regularity with \( \lambda \in (0,1] \), but also for \( \lambda > 1 \) when for example second-order finite elements are used.

**Theorem 4.1.** Let the operators \( L_i \), for \( i = 0, \ldots, l \), be self-adjoint, positive definite and satisfy

\[ L_{i-1} = I_{i-1}^* L_i I_{i-1}. \]

We assume that the convergence criterion (4.1) holds for some \( \gamma > 0 \). Then, for each level \( i \), where \( i = 1, \ldots, l \), the approximate solution \( v_i \) of the CCG-algorithm satisfies the inequality

\[ \|u_i - v_i\|_i \leq c^* \sum_{j=1}^{i} \eta_{ij}(m_j) \|u_j - I_{j-1}u_{j-1}\|_j, \]

where the constant \( c^* \) and the function \( \eta_{ij} \) are independent of \( i \) and \( u_j \) for \( j = 1, \ldots, i \).

**Proof.** Let us denote the iteration error of the CCG-algorithm at level \( i \) after \( m_i \) steps by

\[ \varepsilon_i = u_i - v_i \quad \forall i = 0, 1, \ldots, l. \]

Using the definition of the error-reduction operator \( B_i \), we have

\[ \varepsilon_i = B_i(u_i - u_i). \]
where \( w_1 \) is the initial guess for the CG-algorithm on level \( i \). The polynomial \( q_m(\cdot) \) that defines \( S_{i,m}(\cdot) \) has the form \( [2.8] \) with some coefficients altered. The minimization property of the CG-algorithm (Lemma 2.4) implies that
\[
|||\varepsilon_i|||_i = |||B_i(u_i - w_i)|||_i
\]
\[
\leq |||S_{i,m_i}(u_i - w_i)|||_i
\]
\[
\leq |||S_{i,m_i}(u_i - I_{i-1}u_{i-1})|||_i + |||S_{i,m_i}I_{i-1}\varepsilon_{i-1}|||_i.
\]
(4.3)

Taking into consideration (3.17) and (4.1), we can estimate the first term in the right-hand side of (4.3):
\[
|||S_{i,m_i}(u_i - I_{i-1}u_{i-1})|||_i \leq (\lambda_i^*)^{\gamma/2} \eta_j(m_i) |||u_i - I_{i-1}u_{i-1}|||_i^{(1-\gamma)}
\]
\[
\leq c^* \eta_j(m_i) |||u_i - I_{i-1}u_{i-1}|||_i.
\]
(4.4)

To estimate the second term, we use (3.15):
\[
|||S_{i,m_i}I_{i-1}\varepsilon_{i-1}|||_i \leq |||I_{i-1}\varepsilon_{i-1}|||_i,
\]
and by (2.6) we have
\[
|||I_{i-1}\varepsilon_{i-1}|||_i^2 = (I_{i-1}L_iI_{i-1}\varepsilon_{i-1},\varepsilon_{i-1})_{i-1}
\]
\[
= (L_i\varepsilon_{i-1},\varepsilon_{i-1})_{i-1}
\]
\[
= |||\varepsilon_{i-1}|||_{i-1}^2.
\]
(4.5)

Thus we obtain
\[
|||\varepsilon_i|||_i \leq c^* \eta_j(m_i) |||u_i - I_{i-1}u_{i-1}|||_i + |||\varepsilon_{i-1}|||_{i-1},
\]
from which the statement of the theorem follows by induction on \( i \).

Remark 4.2. Each term in the sum (4.2),
\[
c^* \frac{2}{2m_j + 1} |||u_j - I_{j-1}u_{j-1}|||_j,
\]
can be considered as the error contribution at the corresponding level \( j \) of the CCG-algorithm. Since \( c^* \) is independent of \( j \) and \( m_j \), we can reduce this error contribution by taking a sufficiently large number of smoothing steps \( m_j \). Later we shall see that asymptotically the size of the term \( |||u_j - I_{j-1}u_{j-1}|||_j \) also decreases as the level \( j \) increases. This is important, since the complexity of the CG-iteration increases with \( j \).

5. The boundary value problem

Let us consider the following Dirichlet problem in an open bounded polygon \( \Omega \subset \mathbb{R}^2 \) with boundary \( \Gamma = \partial \Omega \):
\[
- \sum_{i,j=1}^2 \partial_i(a_{ij}\partial_j u) + bu = f \quad \text{in} \quad \Omega,
\]
(5.1)
\[
u_1 \sum_{i,j=1}^2 \xi_i^2 \leq \sum_{i,j=1}^2 a_{ij}(\cdot)\xi_i\xi_j \leq \nu_2 \sum_{i=1}^2 \xi_i^2 \quad \text{\forall} \xi \in \mathbb{R} \quad \text{on} \quad \Omega.
\]
(5.3)
We shall use the standard notation of Sobolev spaces \( H^s(\Omega) \) equipped with the norm \( \| \cdot \|_{s,\Omega} \) for any integer \( s \geq 0 \). The space \( H^0(\Omega) \) coincides with the space \( L_2(\Omega) \), and \( H^1_0(\Omega) \) is the subspace of \( H^1(\Omega) \) that is the closure of the set \( C^\infty_0(\Omega) \) of infinite differentiable functions with compact support in \( \Omega \). With this notation the problem \( (5.1)-(5.2) \) can be formulated in its weak form:

\[
\text{Find } u \in H^1_0(\Omega) \text{ such that }
\]

\[
a(u,v) = (f,v)_\Omega \quad \forall v \in H^1_0(\Omega),
\]

where the bilinear form \( a(\cdot,\cdot) \) and the linear form \( (f,\cdot) \) are given by

\[
a(u,v) = \int_\Omega \left( \sum_{i,j=1}^2 a_{ij} \partial_j u \partial_i v + buv \right) \, dx, \quad (f,v)_\Omega = \int_\Omega f v \, dx.
\]

It is known that under the assumptions \( (5.3) \) the problem \( (5.4), (5.5) \) has a unique solution \( [8] \). Under the assumptions that \( f \) belongs to \( L^2(\Omega) \) and that \( \Omega \) is convex the solution is \( H^2 \)-regular. This regular case has been studied in detail in \( [12] \). Here we are interested in the more general case of a non-convex polygon. To simplify the presentation we consider only the case of one re-entrant corner with inner angle \( \theta > \pi \) at the origin (0,0).

In order to describe the type of regularity loss, let us take a positive \( r_0 \) in such a way that the circumference of the circle with center \((0,0)\) and radius \( r_0 \) cuts only a sector \( \omega \) from the domain \( \Omega \). Then we introduce polar coordinates \((r,\varphi)\), where \( x_1 = r \cos \varphi \) and \( x_2 = r \sin \varphi \), such that sector \( \omega \) is described by \( 0 < r < r_0 \) and \( 0 < \varphi < \theta \). The singular behaviour of the solution in these coordinates is characterized by the following function:

\[
\tilde{w}(r,\varphi) = r^\mu \xi(r) \sin \pi \varphi / \theta,
\]

where the constant \( \mu \in (1/2,1) \) can be given in explicit form \( [9, 6] \); for example in the case of Poisson’s equation we have \( \mu = \pi / \theta \). The cutoff function \( \xi(r) \in C^\infty[0, \infty) \) is given by

\[
\tilde{\xi}(r) = \begin{cases} 
1 & \text{if } r \in [0, r_0/2], \\
\text{monotone} & \text{if } r \in [r_0/2, r_0], \\
0 & \text{if } r \in [r_0, \infty).
\end{cases}
\]

Using the singular function \( (5.6) \), we can represent the solution of \( (5.1)-(5.2) \) in the form

\[
u(x) = v(x) + \sigma w(x),
\]

where \( w(x_1, x_2) = w(r \cos \varphi, r \sin \varphi) = \tilde{w}(r, \varphi) \), and \( \sigma \) and \( v \) denote a constant and the regular part of the solution, respectively, that satisfy

\[
\|\sigma\| + \|v\|_{2,\Omega} \leq c \|f\|_{0,\Omega}.
\]

The regularity properties of the solution \( u \) can also be described by special spaces with weighted norms \( [11] \). For this purpose, we introduce the weighting function

\[
\Phi_\beta(x_1, x_2) = \Phi_\beta(r \cos \varphi, r \sin \varphi) = \tilde{\Phi}_\beta(r, \varphi) = r^\beta \quad \text{for } \beta \in (-\infty, \infty)
\]
and denote by \( H^{m,\beta}(\Omega) \), for \( m \geq 0 \) and \( 0 \leq \beta < 1 \), the closure of \( C^\infty(\Omega) \) in the norm \( \| \cdot \|_{m,\beta} \) defined by
\[
\| u \|_{m,\beta}^2 = \| u \|_{m-1}^2 + \int_\Omega \Phi_\beta^2 \sum_{m_1+m_2=m} (\partial_1^{m_1} \partial_2^{m_2} u)^2 \, dx,
\]
for \( m \geq 1 \), \( m_1 \geq 0 \), \( m_2 \geq 0 \).
\[
\| u \|_{0,\beta}^2 = \int_\Omega \Phi_\beta^2 u^2 \, dx.
\]
Then we have the following regularity result [7, Theorem 1.1]:

**Theorem 5.1.** Suppose that \( 1 - \mu < \beta < 1 \) and
\[(5.11) \quad f \in H^{0,\beta}(\Omega).\]
Then the solution \( u \) of (5.4) belongs to \( H^{2,\beta}(\Omega) \), and there is a constant \( c_1 > 0 \), which is independent of \( f \), such that
\[(5.12) \quad \| u \|_{2,\beta} \leq c_1 \| f \|_{0,\beta}.
\]

**Remark 5.2.** Note that \( L_2(\Omega) \subset H^{0,\beta}(\Omega) \) for \( \beta \geq 0 \). Therefore the condition
\[(5.13) \quad f \in L_2(\Omega)
\]
is sufficient for (5.11), and a positive constant \( c_2 \) exists such that
\[(5.14) \quad \| f \|_{0,\beta} \leq c_2 \| f \|_0.
\]

6. **The mesh refinement strategy**

Standard finite element triangulations result in optimal convergence rates, provided that the solution is sufficiently regular. A reduction of the convergence rate can be observed both theoretically and numerically when the solution is not \( H^2 \)-regular. Consequently special mesh refinement strategies have been developed to guarantee optimal convergence rates [9, 11, 14]. Standard techniques for adapting the grid in the neighbourhood of singular points lead to a family of meshes with optimal order of convergence, but not necessarily to a family of nested finite element spaces (see, e.g., [9]). In this section we derive a special mesh refinement technique which guarantees both optimal order of convergence and a nested family of finite element spaces.

We shall follow a technique described in [13]. Let us start with an initial admissible triangulation \( \mathcal{F}_0 \) of \( \Omega \) into closed triangles, i.e., each pair of triangles has either no common points or a common vertex or a common edge. In order to define the refinement near the singular point \( A = (0,0) \), we introduce the refinement index \( \rho \geq 1 \). Then every initial triangle is divided into 4 finer ones. If a triangle of refinement level \( i \), where \( i = 0, 1, \cdots, l-1 \), does not contain the origin \((0,0)\), it is subdivided into 4 triangles by connecting the midpoints of its edges. This type of refinement is called a regular partition of the domain. Now let \( \Delta AB_iC_i \) be a triangle of refinement level \( i \) and have a vertex \( A = (0,0) \) (see Figure 11). We denote by \( b_0 \) the length of the perpendicular from \( A \) to the opposite side \( B_0C_0 \) of the initial triangle \( \Delta AB_0C_0 \). Then we construct the straight segment \( B_{i+1}C_{i+1} \) parallel to \( B_0C_0 \) at a distance \( b_0 2^{-(i+1)\rho} \) from \( A \), with ends \( B_{i+1}, C_{i+1} \) on the edges \( AB_0, AC_0 \) respectively. The midpoint of \( B_iC_i \) is denoted by \( A_{i+1} \). Connecting the points
Figure 1. Irregular partition of triangle.

A_{i+1}, B_{i+1}, C_{i+1}, we get 4 finer triangles of the triangulation \( F_{i+1} \) at refinement level \((i + 1)\). This type of refinement is called an irregular partition.

Thus, starting with the initial admissible triangulation \( F_0 \) of \( \Omega \), we end up with a family of admissible triangulations \( F_i \) for any \( i \), where \( i = 1, 2, \cdots \). Before we show that \( F \) is a triangulation of the type considered in [1], we note an important property of the locally refined meshes constructed above. If we define the maximal length of all edges of the triangulation \( F_i \) by \( h_i \), then the relation

\[
h_i = h_1 2^{-i+1}
\]

holds true for \( i = 1, 2, \cdots \). This can be seen in the following way. On the triangulation \( F_i \), for \( i = 0, 1, \cdots \), all edges of triangles sharing \( A \) as a vertex have length less than or equal to \( h_i \). Now let us consider the next triangulation \( F_{i+1} \). Since the distance from each parallel line \( B_iC_i \) to \( A \) is \( b_0 2^{-(i+1)} \), for \( i = 0, 1, \cdots \), we can show by an elementary argument that

\[
|C_{i+1}C_i| \leq |C_iC_{i-1}|/2, \quad |C_{i+1}A_i| \leq |C_iA_{i-1}|/2.
\]

Therefore we have

\[
h_{i+1} = h_i/2.
\]

Thus by induction we get (6.1). To classify the properties of the triangulation we shall use the definition given in [1]:

A triangulation \( F \) is said to be of type \((h, \gamma, L)\) if it satisfies the following three properties:

(i): for any triangle \( \triangle \in F \) and for any angle \( \alpha \) of \( \triangle \), we have

\[
\alpha \geq L^{-1};
\]

(ii): if \( \Phi_\gamma \neq 0 \) on \( \triangle \), then

\[
L^{-1} \Phi_\gamma(x) \leq d_\triangle/h \leq L \Phi_\gamma(x),
\]

where \( d_\triangle = \sup\{|x-y| : x, y \in \triangle\} \) is the diameter of \( \triangle \);

(iii): if \( \Phi_\gamma = 0 \) at some point of \( \triangle \), then

\[
L^{-1} \sup_{x \in \triangle} \Phi_\gamma(x) \leq d_\triangle/h \leq \sup_{x \in \triangle} \Phi_\gamma(x).
\]

Lemma 6.1. Let \( \rho \) be the refinement index and \( \gamma = (\rho - 1)/\rho \). Then each triangulation \( F_i \) is of type \((h_i, \gamma, L)\) with a constant \( L \) independent of \( i \).
Proof. First, we note that in each initial triangle there are only 4 different types of geometrically similar triangles at any level of triangulation. They are similar to the triangles of \( F_1 \). Therefore their angles are independent of the level number \( i \). Thus (6.2) holds true with
\[
L \geq L_0 = \max_{\Delta \in F_1} \alpha^{-1}.
\]

Now let \( x \in \Delta_j \in F_j \) and let \( \Phi_\gamma \neq 0 \) on \( \Delta_j \), i.e., the point \( A \) does not belong to the \( \Delta_j \). We consider all triangles \( \Delta_k \) on lower levels that contain this \( x \):

\[
x \in \Delta_j \subset \cdots \subset \Delta_{i+1} \subset \Delta_i \subset \cdots \subset \Delta_0 \in F_0.
\]

There are two cases. First, \( \Delta_0 \) does not contain \( A \). This means that \( \Phi_\gamma \geq c \) on \( \Delta_0 \) (and in particular on \( \Delta_j \)) for some constant \( c \) that is independent of \( j \). Moreover, we have \( d_{\Delta_j} = d_{\Delta_i} h_j / h_1 \) for \( j = 1, 2, \cdots \). Both these facts follow from (6.3) for this type of triangle. Second, \( \Delta_0 \) contains \( A \). Then there is an index \( i \) such that
\[
A \notin \Delta_{i+1} \text{ but } A \in \Delta_i.
\]
The notation used in the following is given in Figure 1. The statement (6.7) implies that \( x \) belongs to the trapezium \( C_{i+1}B_{i+1}B_iC_i \). Therefore the inequality \( |x - A| \geq b_0 2^{-(i+1)\rho} \) holds true. Hence, we have
\[
b_0 2^{-(i+1)(\rho-1)} \leq \Phi_\gamma(x) \leq d_{\Delta_i}^\gamma,
\]
by definition of \( \Phi_\gamma \). On the one hand, \( d_{\Delta_{i+1}} \) can be estimated from above by
\[
d_{\Delta_{i+1}} \leq d_{\Delta_i} = d_{\Delta_0} 2^{-i\rho}.
\]
Taking
\[
L \geq L_1 = d_{\Delta_0} h_1^{-1} b_0^{-\gamma} 2^{i\rho-1},
\]
we get
\[
d_{\Delta_{i+1}} / h_{i+1} \leq L_1 \Phi_\gamma(x) \leq L \Phi_\gamma(x).
\]
On the other hand, \( d_{\Delta_{i+1}} \) can be estimated from below by
\[
d_{\Delta_{i+1}} \geq d_{\Delta_i} / 2^\rho = 2^{-(i+1)\rho} d_{\Delta_0}.
\]
Taking
\[
L^{-1} \leq L_2^{-1} = d_{\Delta_0} h_1^{-1} 2^{-\rho},
\]
we get the inequalities
\[
d_{\Delta_{i+1}} / h_{i+1} \geq L_2^{-1} \Phi_\gamma(x) \geq L^{-1} \Phi_\gamma(x).
\]
Thus (6.3) is proved at the level \( i + 1 \). At the higher levels \( j > i + 1 \), we have
\[
d_{\Delta_j} / h_j = d_{\Delta_{i+1}} / h_{i+1}
\]
by construction. Therefore (6.10) and (6.11) give us
\[
L^{-1} \Phi_\gamma(x) \leq L_2^{-1} \Phi_\gamma(x) \leq d_{\Delta_j} / h_j \leq L_1 \Phi_\gamma(x) \leq L \Phi_\gamma(x)
\]
for all \( j \) when \( \Phi_\gamma \neq 0 \) on \( \Delta_j \).

Finally, let \( \Phi_\gamma(x) = 0 \) at some point \( x \in \Delta \). This means that \( x = A \). For instance, let \( x = A \in \Delta_{i+1} = \Delta AB_{i+1}C_{i+1} \) in Figure 1. By analogy with (6.8), we have
\[
b_0 2^{-(i+1)(\rho-1)} \leq \sup_{\Delta_{i+1}} \Phi_\gamma \leq d_{\Delta_{i+1}}^\gamma.
\]
Let us choose
\[
L \geq L_3 = \frac{d_{\Delta_0}}{(2h_1b_0^2)}.
\]
Since
\[
d_{\Delta_{i+1}} = d_{\Delta_0} 2^{-(i+1)}
\]
we get
\[
d_{\Delta_{i+1}}/h_{i+1} \leq L_3 \sup_{\Delta_{i+1}} \Phi_\gamma \leq L \sup_{\Delta_{i+1}} \Phi_\gamma.
\]
Then, for \(L\) satisfying
\[
L^{-1} \leq L_4^{-1} = \frac{d_{\Delta_0}^{-\gamma}}{2h_1},
\]
and taking into consideration (6.13) and (6.14), we have
\[
d_{\Delta_{i+1}}/h_{i+1} \geq L^{-1} \sup_{\Delta_{i+1}} \Phi_\gamma \geq L \sup_{\Delta_{i+1}} \Phi_\gamma.
\]
Therefore, (6.2)–(6.4) are proved if \(L\) is sufficiently large; more precisely, the choice
\[
L = \max\{L_0, \ldots, L_4\}
\]
is sufficient to guarantee (6.2)–(6.4).

Thus conditions (i)–(iii) of [1] are satisfied and we can use its results. For example, there is a constant \(c_3\) independent of \(h_1\) such that the number \(n_i\) of interior vertices in \(\mathcal{F}_i\) can be estimated in the following way:
\[
n_i \leq c_3 h_i^{-2}.
\]

Now we derive the Galerkin approximation based on the triangulation described above. We denote by \(\Omega_i\) the set of all nodes of the triangulation \(\mathcal{F}_i\), and by \(\Omega_i\) the set of all interior nodes. For each node \(y \in \Omega_i\), we define the basis function \(\varphi_y^i \in H^1_0(\Omega)\) by requiring it to be linear on each triangle of the triangulation \(\mathcal{F}_i\), to equal 1 at the node \(y\) and to equal 0 at every other node \(z \in \Omega_i\). We denote the linear span of these functions by
\[
\mathcal{H}^i = \text{span} \{ \varphi_y^i : y \in \Omega_i \}.
\]

Considering (5.4) on the subspace \(\mathcal{H}^i \subset H^1_0(\Omega)\), we get the discrete problem:

Find \(\tilde{u}_i \in \mathcal{H}^i\) such that
\[
a(\tilde{u}_i, v) = (f, v)_\Omega \quad \forall v \in \mathcal{H}^i.
\]

Let \(M_i\) be the \(n_i\)-dimensional vector space of all vectors \(w = (w(x) : x \in \Omega_i)\).

Then the formulation (6.18) is equivalent to the linear system of algebraic equations
\[
L_i u_i = f_i,
\]
where \(u_i \in M_i\) is the vector of unknowns with components \(u_i(y), y \in \Omega_i; f_i \in M_i\) is defined by \(f_i(x) = (f, \varphi_y^i)_\Omega\) for all \(x \in \Omega_i; L_i\) is the matrix whose elements are
\[
L_i(x, y) = a(\varphi_y^i, \varphi_x^i), \quad \forall x, y \in \Omega_i.
\]

Let us define the usual isomorphism \(\mathcal{J}_i\) between vectors \(v \in M_i\) and functions \(\tilde{v} \in \mathcal{H}^i\) that are their prolongations, i.e.,
\[
\tilde{v} = \mathcal{J}_i v \quad \text{means} \quad \tilde{v}(x) = \sum_{y \in \Omega_i} v(y) \varphi_y^i(x), \quad \forall x \in \Omega,
\]
and, vice versa,
\begin{equation}
\bar{v} = \mathcal{J}^{-1}_i \hat{v} \quad \text{is defined by} \quad \hat{v}(y) = \bar{v}(y), \quad \forall y \in \Omega_i.
\end{equation}

Now we introduce the energy norm for functions belonging to $H^1_0(\Omega)$:
\begin{equation}
||v||_{\Omega} = \mathcal{L}(\bar{v}, \hat{v})^{1/2},
\end{equation}
and specify the inner product and the norm for vectors in $M_i$:
\begin{equation}
(v, w)_i = \sum_{x \in \Omega_i} v(x) w(x),
\end{equation}
\begin{equation}
\|v\|_i = (v, v)_i^{1/2}, \quad \forall v, w \in M_i.
\end{equation}

From (6.20) and (6.21), we have for an isomorphic pair $v \in M_i$ and $\hat{v} = \mathcal{J}_i v \in \mathcal{H}^i$ the relationship
\begin{equation}
||v||_i = ||\hat{v}||_\Omega.
\end{equation}

Now let us introduce the interpolation operator $I_i : M_i \to M_{i+1}$. Let $v \in M_i$. Since its prolongation $\hat{v}$ belongs to $\mathcal{H}^{i+1}$, the isomorphism associates with $\hat{v}$ a vector $w \in M_{i+1}$. In such a way, we have uniquely defined $I_i : v \to w$.

The convergence of the Bubnov-Galerkin solution to the exact solution was studied in a number of papers (e.g., [3]). A standard analysis on a quasi-uniform triangulation gives a non-optimal convergence rate because of a loss of regularity in the exact solution $u$. In our case we can however use the special nested triangulations that are refined towards the singular point and hence obtain the optimal first-order convergence.

**Lemma 6.2.** Let the triangulations $\mathcal{F}_i$ at the levels $i = 1, \cdots, l$ be generated with a refinement index
\begin{equation}
\rho > 1/\mu
\end{equation}
and let $\beta = (\rho - 1)/\rho$. Suppose that the assumptions (5.3) are satisfied and that $f \in H^{0,\beta}(\Omega)$. Then the solution $\tilde{u}_i$ of the Galerkin problem (6.18) satisfies the error estimate
\begin{equation}
||u - \tilde{u}_i||_{\Omega} \leq c_4 h_i \|f\|_{0,\beta}.
\end{equation}

**Proof.** Let us note that $\beta$ satisfies $1 - \mu < \beta < 1$. This means that we can apply Theorem 5.4 and prove existence of a solution of the continuous problem in $H^{2,\beta}(\Omega)$. Using Lemma 4.5 from [1], we can estimate the interpolation error by
\begin{equation}
||u - \bar{v}_i||_{1,\Omega} \leq c_4 h_i \|u\|_{2,\beta}.
\end{equation}

Here $\bar{v}_i$ denotes the piecewise linear interpolant of $u$ on $\mathcal{F}_i$. Next, applying (5.12) and using the equivalence of the norms $||| \cdot |||_{\Omega}$ and $\| \cdot \|_{1,\Omega}$, we get
\begin{equation}
|||u - \bar{v}_i|||_{\Omega} \leq c_4 h_i \|f\|_{0,\beta}.
\end{equation}

Finally, the optimality of the Galerkin solution $\tilde{u}_i$ implies that
\begin{equation}
||u - \tilde{u}_i||_{\Omega} \leq ||u - \bar{v}_i||_{\Omega} \leq c_4 h_i \|f\|_{0,\beta}.
\end{equation}
Lemma 6.3. Under the assumptions of Lemma 6.2, the solutions \( \tilde{u}_{i-1} \), \( \tilde{u}_i \) of the Galerkin problem \((6.18)\) in \( H^{t-1} \) and \( H^t \) satisfy the inequalities

\[
\begin{align*}
(6.28) & \quad \| \tilde{u}_i - \tilde{u}_{i-1} \|_{0,\beta} \leq c_5 h_i \| \tilde{u}_i - \tilde{u}_{i-1} \|_{\Omega}, \\
(6.29) & \quad \| \tilde{u}_i - \tilde{u}_{i-1} \|_{\Omega} \leq \| u - \tilde{u}_{i-1} \|_{\Omega}.
\end{align*}
\]

Proof. We shall use a duality argument as in [1]. Let \( z \) denote the solution of the problem

\[
(6.30) \quad a(z, v) = (g, v)_\Omega \quad \forall v \in H^1_0(\Omega)
\]

with the right-hand side

\[
g = \Phi_\beta^{-2}(\tilde{u}_i - \tilde{u}_{i-1}).
\]

We show that \( g \in H^{0,\beta} \). From [1] we know that there is a constant \( c \) such that for all \( v \in H^1(\Omega) \) we have

\[
\| v \|_{0,\beta} \leq c \| v \|_1.
\]

Setting \( v = \tilde{u}_i - \tilde{u}_{i-1} \), we get

\[
(6.31) \quad \| g \|_{0,\beta} = \| \tilde{u}_i - \tilde{u}_{i-1} \|_{0,\beta} \leq \| \tilde{u}_i - \tilde{u}_{i-1} \|_1 < \infty.
\]

Let \( \tilde{z}_{i-1} \) be the Galerkin solution of the problem

\[
(6.32) \quad a(\tilde{z}_{i-1}, v) = (g, v)_\Omega \quad \forall v \in H^{t-1}.
\]

Applying Lemma 6.2, we obtain

\[
(6.33) \quad \| \| z - \tilde{z}_{i-1} \|_{\Omega} \leq c_4 h_{i-1} \| \tilde{u}_i - \tilde{u}_{i-1} \|_{0,\beta}.
\]

From (6.30) and (6.18) we get the representation

\[
\| \tilde{u}_i - \tilde{u}_{i-1} \|_{0,\beta} = a(z - \tilde{z}_{i-1}, \tilde{u}_i - \tilde{u}_{i-1}).
\]

By means of the Cauchy-Bunjakovski inequality we obtain

\[
\begin{align*}
\| \tilde{u}_i - \tilde{u}_{i-1} \|_{0,\beta} & \leq \| z - \tilde{z}_{i-1} \|_{\Omega} \| \tilde{u}_i - \tilde{u}_{i-1} \|_{\Omega} \\
& \leq c_4 h_{i-1} \| \tilde{u}_i - \tilde{u}_{i-1} \|_{0,\beta} \| \tilde{u}_i - \tilde{u}_{i-1} \|_{\Omega},
\end{align*}
\]

which yields (6.28) with \( c_5 = 2c_4 \).

In order to prove (6.29), we set \( v = \tilde{u}_i - \tilde{u}_{i-1} \) in (6.30) and (6.18); this gives

\[
a(\tilde{u}_i, \tilde{u}_i - \tilde{u}_{i-1}) = a(\tilde{u}_i, \tilde{u}_i - \tilde{u}_{i-1}),
\]

and taking into consideration

\[
a(\tilde{u}_{i-1}, \tilde{u}_i - \tilde{u}_{i-1}) = 0,
\]

we obtain the representation

\[
a(u - \tilde{u}_i, \tilde{u}_i - \tilde{u}_{i-1}) = a(\tilde{u}_i - \tilde{u}_i, \tilde{u}_i - \tilde{u}_{i-1}).
\]

Estimating the left-hand side by the Cauchy-Bunjakovski inequality,

\[
\| \tilde{u}_i - \tilde{u}_{i-1} \|_{\Omega}^2 = a(u - \tilde{u}_{i-1}, \tilde{u}_i - \tilde{u}_{i-1}) \leq \| u - \tilde{u}_{i-1} \|_{\Omega} \| \tilde{u}_i - \tilde{u}_{i-1} \|_{\Omega},
\]

we finally get (6.29). \( \square \)

In order to check the convergence criterion (4.1) in the next section, we need a result on the equivalence of norms.
Lemma 6.4. Let \( v \in M_1 \), \( \tilde{v} = \mathcal{F}_i v \in \mathcal{H}^1 \) be an isomorphic pair, let \( \rho \geq 1 \) be the refinement index of the triangulation, and \( \beta = (\rho - 1)/\rho \). Then there are constants \( c_7, c_8 > 0 \), which are independent of \( i \), \( v \), and \( \tilde{v} \), such that
\begin{equation}
(6.34) \quad c_7 \| \tilde{v} \|_{0, \beta} \leq h_i \| v \|_{i} \leq c_8 \| \tilde{v} \|_{0, \beta}.
\end{equation}

Proof. First we consider a triangle \( \Delta a_1 a_2 a_3 \in \mathcal{F}_i \) that does not contain \( A = (0, 0) \). Then we have (6.33), which gives
\begin{equation}
L^{-2} h_i^2 \int_\Delta \tilde{v}^2 \, dx \leq \int_\Delta \tilde{v}^2 \Phi_\beta^{-2} \, dx \leq L^2 h_i^2 \int_\Delta \tilde{v}^2 \, dx.
\end{equation}
From (6.2), we have the affine regularity of \( \Delta \) and get, analogously to Theorem 3.13 of [13],
\begin{equation}
(6.35) \quad c_9^{-1} d_\Delta^2 (v^2(a_1) + v^2(a_2) + v^2(a_3)) \leq \int_\Delta \tilde{v}^2 \, dx
\end{equation}
\begin{equation}
\leq c_9 d_\Delta^2 (v^2(a_1) + v^2(a_2) + v^2(a_3)),
\end{equation}
with a constant \( c_9 \) that is independent of \( \Delta \). Thus
\begin{equation}
(6.36) \quad c_9^{-1} L^{-2} h_i^2 (v^2(a_1) + v^2(a_2) + v^2(a_3)) \leq \int_\Delta \tilde{v}^2 \Phi_\beta^{-2} \, dx
\end{equation}
\begin{equation}
\leq c_9 L^2 h_i^2 (v^2(a_1) + v^2(a_2) + v^2(a_3)).
\end{equation}

Second, we consider a triangle \( \Delta \in \mathcal{F}_i \) that contains \( A = (0, 0) \), e.g., \( \Delta AB_i C_i \). From the left-hand side of (6.34), we get
\begin{equation}
L^{-1} \Phi_\beta(x) \leq d_\Delta / h_i \quad \forall x \in \Delta.
\end{equation}
Therefore we obtain as above the left-hand side of (6.30) for this \( \Delta \). It remains to show the second inequality of (6.30). For this we introduce barycentric coordinates \( \lambda_1(x) \), \( \lambda_2(x) \), \( \lambda_3(x) \) corresponding to the vertices \( B_i \), \( C_i \), \( A \) respectively. Since \( v(A) = 0 \), we have
\begin{equation}
(6.37) \quad \tilde{v}(x) = v(B_i) \lambda_1(x) + v(C_i) \lambda_2(x) \quad \forall x \in \Delta.
\end{equation}

Let \( C_i = (b_1, b_2) \). Then
\begin{equation}
|\lambda_1(x)| = |x_1 b_2 - x_2 b_1|/(2 \text{meas} \Delta).
\end{equation}
From the Cauchy-Bunjakovski inequality, we obtain
\begin{equation}
|\lambda_1(x)| \leq r(x) d_\Delta/(2 \text{meas} \Delta) \quad \forall x \in \Delta.
\end{equation}
The Law of Sines and (6.2) imply that
\begin{equation}
2 \text{meas} \Delta \geq d_\Delta^2 \sin^2(1/\rho).
\end{equation}
Consequently we have
\begin{equation}
(6.38) \quad |\lambda_1(x)| \leq r(x)/(d_\Delta \sin^2(1/\rho)).
\end{equation}
Analogously, we get
\begin{equation}
(6.39) \quad |\lambda_2(x)| \leq r(x)/(d_\Delta \sin^2(1/\rho)).
\end{equation}
From the second inequality of (6.34), we have
\begin{equation}
(6.40) \quad d_\Delta / h_i \leq L \sup_{\Delta} r^\beta(x) \leq L d_\Delta^\beta, \quad \text{i.e.,} \quad d_\Delta^{1-\beta} \leq L h_i.
\end{equation}
Using (6.37)-(6.39), we get
\[
\int_{\Delta} \tilde{v}^2(x)r^{-2\beta}(x) \, dx = \int_{\Delta} r^{-2\beta}(x)(v(B_i)\lambda_1(x) + v(C_i)\lambda_2(x))^2 \, dx \\
\leq c_{10}d_{\Delta}^{-2}(|v(B_i)| + |v(C_i)|)^{2} \int_{\Delta} r^{-2\beta}(x) \, dx \\
\leq 2c_{10}d_{\Delta}^{-2}(v^2(B_i) + v^2(C_i)) \int_{0}^{\theta} \int_{0}^{d_{\Delta}} r^{-3-2\beta} \, dr \, d\varphi \\
\leq c_{10}\beta d_{\Delta}^{-2-\beta}(v^2(B_i) + v^2(C_i)) \\
\leq c_{10}\beta L^2 h_i^2(v^2(B_i) + v^2(C_i)),
\]
where \(c_{10} = \sin^{-2}(1/L)\). Now we are able to prove the second inequality of (6.34) by summing the left-hand side of (6.36) over all triangles \(\Delta \in \mathcal{F}_i\):
\[
c_{9}^{-1}L^{-2}h_i^2 \|v\|^2 = c_{9}^{-1}L^{-2}h_i^2 \sum_{y \in \Omega_i} v^2(y) \leq \int_{\Omega} \tilde{v}^2(x)\Phi_{\beta}^{-2} \, dx = \|\tilde{v}\|_{\beta-\beta}^2.
\]
Thus we can take \(c_8 = \sqrt{c_9}L\) in (6.34). To prove the first inequality of (6.34), we sum the second inequality of (6.36) over all triangles \(\Delta \in \mathcal{F}_i\) that do not contain \(A\) and (6.41) over all triangles \(\Delta \in \mathcal{F}_i\) that do contain \(A\). This gives
\[
\|\tilde{v}\|^2_{\beta-\beta} = \int_{\Omega} \tilde{v}^2(x)r^{-2\beta}(x) \, dx \leq c_{11}kL^2 h_i^2 \sum_{y \in \Omega_i} v^2(y) = c_{11}kL^2 h_i^2 \|v\|^2,
\]
where \(c_{11} = \max\{c_9, c_{10}\beta\}\) and \(k\) is the maximum number of triangles having a common vertex. Therefore we can take \(c_7 = c_{11}^{-1/2}k^{-1/2}L^{-1}\) in (6.34).

7. The main convergence result

Now we are ready to apply the abstract convergence result of Theorem 4.1 to the boundary value problem.

Theorem 7.1. Let the assumptions (5.3) and (5.13) on the data be satisfied and let the refinement index \(\rho\) of the triangulation be greater than \(1/\mu\). Then for the CCG-algorithm with \(m_j\) iterations on each level \(j\) for \(j = 1, \ldots, l\), we have the error estimate
\[
\|u_i - \tilde{v}_i\|_l = \|\tilde{u}_i - \tilde{v}_i\|_\Omega \leq c_{12}\sum_{j=1}^{l} \frac{h_j}{2m_j + 1} \|f\|_0,
\]
where \(\tilde{v}_i = \mathcal{J}_iv_i\) and \(v_i\) denotes the final approximation of the CCG-algorithm.

Proof. Let us note that for \(i = 1, \ldots, l\) we have the usual estimate
\[
0 < \lambda_j^i \leq c_6
\]
for the largest eigenvalue \(\lambda_j^i\) of the matrix \(L_i\) (see, e.g., [13, Theorem 3.14]). Taking into consideration (6.28) and (6.23), we get
\[
\|\tilde{u}_i - \tilde{u}_{i-1}\|_{\beta-\beta} \leq c_5 h_i\|u_i - I_{i-1}u_{i-1}\|.
\]
The norm equivalence (6.34) gives
\[
h_i\|u_i - I_{i-1}u_{i-1}\| \leq c_8\|\tilde{u}_i - \tilde{u}_{i-1}\|_{\beta-\beta}.
\]
Combining these inequalities with (7.2), we obtain
\[ \| u_i - I_{i-1} u_{i-1} \|_1 \leq c_5 c_8 \sqrt{\frac{c_6}{\lambda_i}} \| u_i - L_{i-1} u_{i-1} \|_1. \]

This proves (4.1) for \( \gamma = 1 \) and \( c^* = c_5 c_8 \sqrt{\frac{c_6}{\lambda_i}} \). Since all the assumptions of Theorem 4.1 are satisfied, we get
\[ \| u_l - v_l \|_1 \leq c^* \sum_{j=1}^l \frac{1}{2m_j + 1} \| \tilde{u}_j - \tilde{u}_{j-1} \|_\Omega \]
from (6.3) and (6.25). Owing to (6.29) and (6.25), we have (7.1) with \( c_{12} = c^* c_3 c_4 \).

\[ \text{Find } m_1, \cdots, m_l \text{ such that the value } \varepsilon(m_1, \cdots, m_l) \text{ is minimal under the constraint} \]
\[ N(m_1, \cdots, m_l) \leq d_5 \]
for an appropriate constant \( d_5 > 0 \).

Applying the method of Lagrange multipliers, we obtain
\[ (2m_j + 1)^2 = d_6 n_j / h_j, \text{ for } j = 1, \ldots, l, \]
with a constant \( d_6 \) that depends on \( d_1, \cdots, d_5 \) but is independent of \( m_j \). We eliminate \( d_6 \) by using (7.9) for \( j = l \), and get
\[ 2m_j + 1 = (2m_l + 1) \sqrt{h_j n_l / h_l n_j}. \]
Since \( h_j = 2^{l-j} h_l \) and \( n_l \approx 4^{l-j} n_j \), we obtain
\[ 2m_j + 1 \approx (2m_l + 1) 2^{3(l-j)/2}. \]
We use this relation in the following way. Fixing the number of iterations at the highest level \( l \) by setting \( m_l = m \), we choose \( m_j \) at the lower levels as the smallest integer \( m_j \) such that
\[ 2m_j + 1 \geq (2m_l + 1) 2^{3(l-j)/2}, \text{ for } j = 1, \cdots, l - 1. \]
Theorem 7.2. In addition to the assumptions of Theorem 7.1, let the number \( m_j \) of iterations in the CCG-algorithm be defined by (7.12). Then the error of the final approximation \( v_l \) in the CCG-algorithm satisfies the estimates

\[
\| u_l - v_l \|_T = \| \tilde{u}_l - \tilde{v}_l \|_T \leq c_{13} \frac{h_l}{2m + 1} \| f \|_0
\]

and

\[
\| u - \tilde{v}_l \|_T \leq h_l (c_2 c_4 + \frac{c_{13}}{2m + 1}) \| f \|_0,
\]

where \( \tilde{v}_l = J_l v_l \) and the constants \( c_2 \) and \( c_4 \) are given in (5.14) and (6.25). The number of arithmetic operations is bounded by

\[
N_{\text{CCG}} \leq (c_{14} m + c_{15}) n_l;
\]

the constants \( c_{13} - c_{15} \) are independent of the number of levels, the number of CG-iterations on the highest level \( m \), and the number of unknowns on the highest level \( n_l \).

Proof. Using (7.12) and the relation \( h_j = 2^{l-j} h_l \) in (7.1), we get

\[
\| \tilde{u}_l - \tilde{v}_l \|_T \leq c_{13} \frac{h_l}{2m + 1} \sum_{j=1}^{l} 2^{-(l-j)/2} \| f \|_0.
\]

Summing, we get (7.13) with the constant \( c_{13} = c_{12} / (1 - 2^{-1/2}) \). From the Euler formula for a polyhedron, we have

\[
n_l \geq 4^{l-j} n_j.
\]

The definition of \( m_j \) implies that

\[
2m_j + 1 \leq (2m + 1) 2^{3(l-j)/2} + 2.
\]

Using these inequalities in (7.6), we obtain the estimate

\[
N_{\text{CCG}} \leq d_1 n_l \sum_{j=1}^{l} ((2m + 1) 2^{3(l-j)/2} - 1/2 + d_2) 2^{-2(l-j)} + d_3.
\]

Calculating the sum, we finally get (7.15) with constants

\[
c_{14} = 2/(1 - 2^{-1/2}) \quad \text{and} \quad c_{15} = 1/(1 - 2^{-1/2}) + (4d_2 - 2)/3 + d_3.
\]

Remark 7.3. Now choosing \( m \) in order to get \( c_2 c_4 \sim c_{13} / (2m + 1) \), we see that the amount of arithmetic operations is proportional only to \( n_l \).

Remark 7.4. The inequality (7.14) shows that the final numerical solution produced by the CCG-method is, in the energy norm, of the same order of magnitude as the discretization error of the finite element method. Nevertheless, this approximate solution \( \tilde{v}_l \) is not the finite element solution and may not have a higher-order \( L^2 \) norm error nor exhibit superconvergence. In this sense, the CCG-method is not as good as multigrid V-cycle iterations or the CG-method with a V-cycle preconditioner [13], [14].

Remark 7.5. The inequality (7.12) gives an upper bound for the estimated number of iterations on each level. For the coarse grids this bound may be too pessimistic (i.e., much larger than the number of unknowns).
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