DISCRETE COMPACTNESS AND THE APPROXIMATION OF MAXWELL’S EQUATIONS IN $\mathbb{R}^3$
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Abstract. We analyze the use of edge finite element methods to approximate Maxwell’s equations in a bounded cavity. Using the theory of collectively compact operators, we prove $h$-convergence for the source and eigenvalue problems. This is the first proof of convergence of the eigenvalue problem for general edge elements, and it extends and unifies the theory for both problems. The convergence results are based on the discrete compactness property of edge element due to Kikuchi. We extend the original work of Kikuchi by proving that edge elements of all orders possess this property.

1. Introduction

In the theoretical analysis of finite element methods for Maxwell’s equations, as well as in practical applications, we can distinguish two basic model problems. The first is to compute the resonant frequencies or eigenvalues of a bounded perfectly conducting cavity. The second is to compute the electromagnetic field in the cavity due to a known current source (at a nonresonant frequency). If edge elements are used to discretize either problem, the first obvious theoretical question is to determine estimates of the convergence rate of the resulting approximation.

For the eigenvalue problem, convergence was proved by Kikuchi [15, 16, 17] using his discrete compactness property. This was only shown to hold for the lowest order edge element space of Nédélec [23] on a tetrahedral mesh. A rate of convergence was not given. A different analysis, due to Levillain [21], unfortunately contains an error in the proof of norm convergence of the appropriate operators.

For the source problem, convergence was first proved by Monk [22] using an extension of Schatz’s duality theory for the Helmholtz equation [28]. Unfortunately it was necessary to assume that the cavity is either a convex polyhedron or a smooth domain due to the use of certain a priori estimates in the analysis.

More recently Demkowicz [8] has observed that convergence for the source problem for the Helmholtz equation is implied by a suitable convergence estimate for the eigenvalue problem. This suggests that both the eigenvalue and source problem should be analyzed using the same theory. Our paper is devoted to analyzing the two problems using the theory of collectively compact operators [2] which requires only pointwise convergence of an appropriate sequence of discrete operators. This approach is standard in the analysis of integral equation methods for time-harmonic
wave problems [18] and was used to analyze the approximation of the 2D waveguide problem by Joly et al. in [14]. Indeed our paper has been significantly influenced by that work.

We remark that in [3, 4] some mixed approximations to eigenvalue problems for elliptic equations are analyzed by proving the norm convergence of a suitable operator. In particular, in [4], various mixed methods for computing the Dirichlet eigenvalues for Laplace’s equations are analysed with the goal of illustrating spurious modes for some standard mixed methods satisfying the Babuška-Brezzi conditions. For other mixed methods, additional assumptions (implying norm convergence of the appropriate operator) are then shown to imply convergence of the eigenvalue problem. This theme is continued in [3]. Our analysis avoids proving norm convergence and offers an alternative approach to problems of this type.

To verify that the theory of collectively compact operators is applicable, we use the discrete compactness property of Kikuchi [17]. We extend the proof that this property holds to include edge elements of all orders based on a tetrahedral or hexahedral mesh (under suitable restrictions on the mesh). Our proof is based on recent regularity results due to Costabel and Dauge [7]. We restrict ourselves to the $h$-version of the finite element method, but hope to extend our analysis to the $h-p$ version in the future.

Let us now state the two problems we shall analyze. Let $\Omega \subset \mathbb{R}^3$ be a bounded, Lipschitz, polyhedral domain with boundary $\Gamma$, and unit outward normal $\nu$. To avoid certain static solutions, we shall assume that $\Gamma$ is connected. For a disconnected boundary $\Gamma$, the theory can be modified in the obvious way. The assumption that $\Omega$ is a Lipschitz domain rules out “screens” and “topological singularities” [7]. It would be desirable to extend the theory to include screens which are often used as models of antennas.

The eigenvalue problem is to find an electric field $E \neq 0$ and an electric eigenvalue $\lambda$ such that

\begin{align}
\nabla \times \nabla \times E &= \lambda E \text{ in } \Omega, \\
\nabla \cdot E &= 0 \text{ in } \Omega, \\
\nu \times E &= 0 \text{ on } \Gamma.
\end{align}

The assumption that $\Gamma$ is simply connected implies that $\lambda = 0$ is not an eigenvalue for this problem. The eigenvalue problem has been studied extensively in the literature (see for example [20]). Under the conditions we have given, there is a discrete set of real eigenvalues $\{\lambda_n\}_{n=1}^{\infty}$ with $0 < \lambda_1 \leq \lambda_2 \leq \lambda_3 \cdots$ such that $\lambda_n \to \infty$ as $n \to \infty$. The eigenspace $W(\lambda_n)$ associated with $\lambda_n$, $n = 1, \ldots$, is finite dimensional.

If the wave number $k > 0$ of the time harmonic field in $\Omega$ is such that $k^2$ is not an electric eigenvalue of $\Omega$, we can also pose the source problem. Given a divergence free current distribution $J$, we seek the electric field $E$ which satisfies

\begin{align}
\nabla \times \nabla \times E - k^2 E &= -J \text{ in } \Omega, \\
\nabla \cdot E &= 0 \text{ in } \Omega, \\
\nu \times E &= 0 \text{ on } \Gamma.
\end{align}

This problem is also well studied (see for example [20]) where existence and uniqueness of a suitable weak solution to this problem is verified for a general divergence-free current source $J \in (L^2(\Omega))^3$. 
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The finite element approximation of these problems is based on a suitable variational formulation. We recall that

$$H_0(\text{curl}; \Omega) = \{ \mathbf{u} \in (L^2(\Omega))^3 \mid \nabla \times \mathbf{u} \in (L^2(\Omega))^3, \mathbf{v} \times \mathbf{u} = 0 \}.$$ 

We denote by $\| \cdot \|$ the $(L^2(\Omega))^3$ (or $L^2(\Omega)$) norm, and for other Hilbert spaces $H$ we denote by $\| \cdot \|_H$ the norm on that space. Finally we denote

$$\langle \mathbf{u}, \mathbf{v} \rangle = \int_{\Omega} \mathbf{u} \cdot \mathbf{v} \, dV.$$ 

In this work, all fields (and the corresponding spaces) are real since we have no absorption or complex boundary conditions.

The solution $\mathbf{E}$ of Maxwell’s equations actually satisfies $\nabla \cdot \mathbf{E} = 0$ in $\Omega$ so we define

$$X = \{ \mathbf{u} \in H_0(\text{curl}; \Omega) \mid \nabla \cdot \mathbf{u} = 0 \text{ in } \Omega \}.$$ 

Using this space, the weak form of the eigenvalue problem (1.1)-(1.3) is to find $\mathbf{E} \in X$, $\mathbf{E} \neq 0$ and $\lambda \in \mathbb{R}$ such that

$$\langle \nabla \times \mathbf{E}, \nabla \times \phi \rangle = \lambda \langle \mathbf{E}, \phi \rangle \quad \forall \phi \in X. \tag{1.7}$$

The weak formulation of the source problem (1.4)-(1.6) is to find $\mathbf{E} \in X$ such that

$$\langle \nabla \times \mathbf{E}, \nabla \times \phi \rangle - k^2 \langle \mathbf{E}, \phi \rangle = -\langle \mathbf{J}, \phi \rangle \quad \forall \phi \in X. \tag{1.8}$$

For a general $\mathbf{J}$ with $\nabla \cdot \mathbf{J} \neq 0$, we cannot have $\nabla \cdot \mathbf{E} = 0$. In this case we can use the Helmholtz decomposition to split the more general source problem into a problem like (1.8) and another, simpler, Poisson problem (see [22]).

We can rewrite both of these problems as an operator equation. We define the operator

$$A : (L^2(\Omega))^3 \rightarrow (L^2(\Omega))^3$$

as follows. For given $\mathbf{u} \in (L^2(\Omega))^3$, $A\mathbf{u} \in X$ satisfies

$$\langle \nabla \times A\mathbf{u}, \nabla \times \phi \rangle = \langle \mathbf{u}, \phi \rangle \quad \forall \phi \in X. \tag{1.9}$$

To establish that $A$ is well defined, we note that by the Friedrichs inequality [19] the bilinear form $a(\mathbf{u}, \mathbf{v}) = \langle \nabla \times \mathbf{u}, \nabla \times \mathbf{v} \rangle$ is coercive on $X$ and hence by the Lax-Milgram Lemma $A\mathbf{u}$ is well defined (in fact we could even take $\mathbf{u} \in X'$ where $X'$ is the $(L^2(\Omega))^3$ dual space of $X$).

Using the operator $A$ we can rewrite the eigenvalue problem (1.7) as the problem of finding $\mathbf{E} \in X$, $\mathbf{E} \neq 0$ and $\lambda \in \mathbb{R}$ such that

$$\mathbf{E} = \lambda A\mathbf{E}. \tag{1.10}$$

Letting $\mu = \frac{1}{\lambda}$ (possible since $\lambda \neq 0$) we obtain

$$A\mathbf{E} = \mu \mathbf{E}. \tag{1.11}$$

Now we note that $A$ is self-adjoint and compact. The latter property follows since $A$ is continuous from $(L^2(\Omega))^3$ into $X$ and the Weber compactness result (see, for example, [20]) shows that $X$ is compactly embedded in $(L^2(\Omega))^3$. Hence, as we have already noted, the existence of eigenvalues $\mu_n, n = 1, \ldots$ of (1.10) can be verified.

Written as an operator equation, the source problem (1.8) becomes the problem of finding $\mathbf{E} \in X$ such that

$$\mathbf{E} - k^2 A\mathbf{E} = -A\mathbf{J}. \tag{1.11}$$
Using the Fredholm alternative, existence for this problem can also be verified using the compactness of $A$.

Now suppose that we discretize $H_0(\text{curl}; \Omega)$ using edge finite elements (details of this construction will be given in Section 3). This results in a family of finite element spaces

$$V_h \subset H_0(\text{curl}; \Omega)$$

parametrized by the mesh size $h > 0$. A critical property of the edge spaces is that there is also a scalar space

$$S_h \subset H_0^1(\Omega)$$

such that $\nabla S_h \subset V_h$.

We cannot easily approximate $X$ by an interior approximation because of the difficulty of satisfying the divergence constraint. Considerations of mixed methods [23, 10, 22] or stabilized formulations [27] leads to defining $X_h = \{ u_h \in V_h \mid (u_h, \nabla \xi_h) = 0 \forall \xi_h \in S_h \}$.

Note that $X_h \not\subset X$. The above definition allows us to write the following orthogonal decomposition:

$$V_h = X_h \oplus \nabla S_h.$$  \hfill (1.12)

Using $X_h$, the discrete eigenvalue problem corresponding to (1.7) is to find $E_h \in X_h$, $E_h \neq 0$ and $\lambda_h \in \mathbb{R}$ such that

$$(\nabla \times E_h, \nabla \times \phi_h) = \lambda_h (E_h, \phi_h) \quad \forall \phi_h \in X_h.$$  \hfill (1.13)

The discrete source problem corresponding to (1.8) is to find $E_h \in X_h$ such that

$$(\nabla \times E_h, \nabla \times \phi_h) - k^2 (E_h, \phi_h) = -(J, \phi_h) \quad \forall \phi_h \in X_h.$$  \hfill (1.14)

Note that practical calculations are usually done using $V_h$ in place of $X_h$. Thus for the eigenvalue problem we would actually compute $E_h \in V_h$, $E_h \neq 0$ and $\lambda_h \in \mathbb{R}$ such that

$$(\nabla \times E_h, \nabla \times \phi_h) = \lambda_h (E_h, \phi_h) \quad \forall \phi_h \in V_h.$$  

However, using the decomposition (1.12) we can choose $\phi = \nabla \xi_h$ for $\xi_h \in S_h$ and conclude that

$$\lambda_h (E_h, \nabla \xi_h) = 0, \quad \forall \xi_h \in S_h.$$  

Since physical eigenvalues are nonzero, we can conclude that for the interesting eigenvalues $E_h \in X_h$ and it suffices to analyze (1.13). In the same way, instead of (1.14) we would usually compute $E_h \in V_h$ such that

$$(\nabla \times E_h, \nabla \times \phi_h) - k^2 (E_h, \phi_h) = -(J, \phi_h) \quad \forall \phi_h \in V_h.$$  

Again choosing $\phi_h = \nabla \xi_h$ for $\xi_h \in S_h$ and using the fact that $J$ is assumed to be divergence free, we conclude that $E_h \in X_h$ and it suffices to analyze (1.14).

Now we can rewrite (1.13) and (1.14) as discrete operator equations. We define

$$A_h : (L^2(\Omega))^3 \to (L^2(\Omega))^3$$

as follows. Given $u \in (L^2(\Omega))^3$, we define $A_h u \in X_h$ to satisfy

$$(\nabla \times A_h u, \nabla \times \phi_h) = (u, \phi_h) \quad \forall \phi_h \in X_h.$$  \hfill (1.15)
We shall prove (in Section 4) that \( A_h \) is well defined. Assuming this for the moment we can rewrite the eigenvalue problem (1.13) as the problem of finding \( E_h \in X_h \), \( E_h \neq 0 \) and \( \mu_h \in \mathbb{R} \) such that

\[
A_h E_h = \mu_h E_h.
\]

As before, \( \mu_h = \frac{1}{h_0^2} \).

The discrete source problem (1.14) is equivalent to finding \( E_h \in X_h \) such that

\[
E_h - k^2 A_h E_h = -A_h J.
\]

To prove convergence for either problem, we apply the theory of pointwise convergent collectively compact operators (see Section 2 for details). Let \( \{h_n\}_{n=0}^{\infty} \) denote a refinement path so that

\[
h_0 > h_1 > h_2 > \cdots > 0
\]

and \( h_n \to 0 \) as \( n \to \infty \). The numbers \( h_n \) index a sequence of progressively finer meshes used to approximate the problem. Let \( \Lambda = \{h_n, \ n = 0, 1, 2, \ldots\} \). For future use, we define the set

\[
W = \bigcup_{h \in \Lambda} X_h \subset H_0(\text{curl}; \Omega).
\]

This set plays the role of \( X \) for the discrete problem. We also can define the collection of operators

\[
A = \{A_h : (L^2(\Omega))^3 \to (L^2(\Omega))^3, \ h \in \Lambda\}.
\]

To apply the abstract convergence theory, we need to verify:

1. \( A \) is collectively compact.
2. \( A \) is pointwise convergent by which we mean that for each \( f \in (L^2(\Omega))^3 \), we have

\[
A_{h_n} f \to Af
\]

strongly in \( (L^2(\Omega))^3 \) as \( n \to \infty \).

In Section 4 we verify both these properties for the two edge finite element spaces outlined in Section 3. We note that Levillain [21] has already verified condition (2) but, for completeness, we shall give a different proof here.

Since we are dealing with a collectively compact set of pointwise convergent operators, we can then verify existence and uniqueness, as well as convergence for each of the two problems discussed here.

An outline of the paper is as follows. In Section 2 we recall some facts about collectively compact operators. In Section 3 we outline the two families of finite elements under consideration. In Section 4 we verify that \( A \) satisfies properties (1.1) and (1.2). Finally in Section 5 we give error estimates for each problem, and make some conclusions in Section 6.

2. Collectively compact operators

For a general discussion of collectively compact operators see Anselone [2]. Here we present some well-known results for operators of this type. First we recall the following definition.
Definition 2.1 (Collectively Compact Operators). A set $\mathcal{A} = \{A_h : \mathcal{X} \rightarrow \mathcal{Y}, h \in \Lambda\}$ of linear operators mapping a normed space $\mathcal{X}$ into a normed space $\mathcal{Y}$ is called collectively compact if for each bounded set $U \subset \mathcal{X}$ the image set

$$\mathcal{A}(U) = \{A_h u : u \in U, A_h \in \mathcal{A}\}$$

is relatively compact.

Now let us suppose $\mathcal{A}$ is a collection of collectively compact, self-adjoint and pointwise convergent operators $A_h$. Suppose the operators converge pointwise to an operator $A$ which is compact and self-adjoint.

First we summarize some known results for the eigenvalue problem. Let us suppose that $\mu$ is an eigenvalue of $A$ of multiplicity $m$. Let $E(\mu)$ denote the eigenspace corresponding to the eigenvalue $\mu$. Osborn [26] proves the following theorem (we have collected results in the paper and assume that the operators are self-adjoint):

**Theorem 2.2.** Suppose $\epsilon > 0$ is such that the disk of radius $\epsilon$ about $\mu$ contains no other eigenvalues of $A$. Then for $h$ small enough the disk of radius $\epsilon$ centered at $\mu$ contains precisely $m$ eigenvalues of the discrete problem denoted $\mu_{h,j}, j = 1, \ldots, m$. The dimension of $E(\mu)$ is equal to that of $\bigoplus_{j=1}^{m} E(\mu_{h,j})$. Finally, for $1 \leq j \leq m$ there is a constant $C$ such that

$$|\mu - \mu_{h,j}| \leq C \left\{ \sum_{j=1}^{m} |(A - A_h)\phi_j, \phi_j| + \|A - A_h\|E(\mu)\right\}^2. \hspace{1cm} (2.1)$$

Here $\{\phi_j\}_{j=1}^{m}$ is an $(L^2(\Omega))^3$ orthonormal basis for $E(\mu)$ and $(A - A_h)\|E(\mu)$ is the restriction of $(A - A_h)$ to $E(\mu)$. We recall that $\| \cdot \|$ denotes the $(L^2(\Omega))^3$ norm.

Remark 1. Osborn also provides an estimate for the distance of $E(\mu)$ to $\bigoplus_{j=1}^{m} E(\mu_{h,j})$.

Next we discuss the source problem. The result we give is an obvious extension of Theorems 10.8 and 10.9 of [18] to allow for the fact that the right-hand side of (1.11) approximates the right-hand side of (1.17). Similar results are in [2].

**Theorem 2.3.** For $h$ sufficiently small (or for $h_0$ sufficiently small in the definition of $A$) we have that $(I - k^2 A_h)$ is invertible and

$$\|(I - k^2 A_h)^{-1}\| \leq \frac{1 + k^2\|(I - k^2 A)^{-1}A_h\|}{1 - k^4\|(I - k^2 A)^{-1}(A_h - A)A_h\|} \hspace{1cm} (2.2)$$

Furthermore if $E$ satisfies (1.11) and $E_h$ satisfies (1.17) we have

$$\|E - E_h\| \leq \|(I - k^2 A_h)^{-1}\|E_1 + \|(I - k^2 A)^{-1}\|E_2, \hspace{1cm} (2.3)$$

where

$$E_1 = \frac{k^2\|(A_h - A)J\| + k^4\|(A_h - A)AE\|}{1 - k^4\|(I - k^2 A)^{-1}(A_h - A)A\|}, \hspace{1cm} (2.4)$$

and

$$E_2 = \|(A_h - A)J\|. \hspace{1cm} (2.5)$$

Remark 2. A sufficient condition for invertibility of $(I - k^2 A_h)$ is that

$$k^4\|(I - k^2 A)^{-1}(A_h - A)A_h\| < 1. \hspace{1cm} (2.6)$$
Corollary 10.7 of [18] shows that once we have verified properties (1) and (2) from the introduction we know that

\((A_h - A)A_h \to 0\) strongly as \(h \to 0\),

hence condition (2.6) is satisfied for all \(h\) sufficiently small. Note that we have explicitly given the \(k\) dependence of the estimates. A hope (not realized in this study) is that the \(k\) dependence of the error could be derived by this theory. See Ihlenburg [13] for a discussion of \(k\) dependence of error estimates for the related one-dimensional Helmholtz equation.

3. Details of the finite element method

In this paper we shall consider two standard edge element spaces due to Nédélec [23]. Extensions to more general \(h\)-version elements, including those introduced by Demkowicz and Vardapetyan in [9, 29], or the second family of edge elements on tetrahedra [25] can be proved in the same way.

We start by covering \(\Omega\) by a regular mesh consisting either of tetrahedra or cubes (but not both in one mesh). In the latter case we obviously restrict considerably the domains that can be covered. Let us denote the mesh by \(\tau_h\) where \(h\) is the maximum diameter of the elements in \(\tau_h\). In addition, for our proof of the discrete compactness property, we need a weak quasi-uniformity restriction. Let \(h_K\) denote the diameter of the smallest sphere containing the element \(K \in \tau_h\) and let

\[ h_{\text{min}} = \min_{K \in \tau_h} h_K. \]

We say the mesh is weakly quasi-uniform if there is a constant \(\mu^*\) with \(0 < \mu^* < 1\) such that

\[ hh_{\text{min}}^{-\mu^*} \to 0 \text{ as } h \to 0. \]

Note that if the mesh is weakly quasi-uniform for some \(\mu^* > 0\), then it is also weakly quasi-uniform for any \(\mu\) with \(0 < \mu \leq \mu^*\), since

\[ hh_{\text{min}}^{-\mu} = (hh_{\text{min}}^{-\mu^*})h_{\text{min}}^{\mu^* - \mu} \to 0 \text{ as } h \to 0. \]

Hence a quasi-uniform mesh is weakly quasi-uniform. The assumption of weak quasi-uniformity allows some nonuniform mesh refinement (but, unfortunately, not a geometric refinement).

3.1. Tetrahedral elements. Here we assume that the mesh is a regular and weakly quasi-uniform collection of tetrahedra. In order to define the original curl conforming space of Nédélec [23], we let \(P_k\) denote the standard space of polynomials of total degree less than or equal to \(k\), and let \(\tilde{P}_k\) denote the space of homogeneous polynomials of order \(k\). Now we define \(S_k \subset (P_k)^3\) and \(R_k \subset (P_k)^3\) by

\[ S_k = \{ p \in (\tilde{P}_k)^3 \mid p(x) \cdot x = 0 \}, \]

\[ R_k = (P_{k-1})^3 \oplus S_k. \]

For example, if \(k = 1\), then a polynomial \(p \in R_k\) has the form

\[ p(x) = \alpha + \beta \times x, \]

where \(\alpha\) and \(\beta\) are constant vectors [24]. Following [29], for given \(p \geq 1\), we define

\[ U_h = \{ \mathbf{v}_h \in H(\text{curl}; \Omega) \mid \mathbf{v}_h|_K \in R_p \quad \forall K \in \tau_h \}. \]
To define the degrees of freedom in $U_h$ we define the following moments. If $K \in \tau_h$ with general edge $e$ and face $f$ and if $\bf{r}$ is a unit vector parallel to $e$, we define

\begin{align}
(3.1) \quad M_e(u) &= \left\{ \int_e \bf{u} \cdot \bf{r} q \, ds \quad \forall q \in P_{p-1}(e) \text{ for the six edges } e \text{ of } K \right\}, \\
(3.2) \quad M_f(u) &= \left\{ \int_f \bf{u} \times \bf{v} \cdot \bf{g} \, dA \quad \forall \bf{g} \in (P_{p-2}(f))^2 \text{ for all four faces } f \text{ of } K \right\}, \\
(3.3) \quad M_K(u) &= \left\{ \int_K \bf{u} \cdot \bf{g} \, dx \quad \forall \bf{g} \in (P_{p-3}(K))^2 \right\}.
\end{align}

These moments are defined if $\bf{u} \in H^r(\Omega)$ and $\nabla \times \bf{u} \in H^r(\Omega)$ for some $r > 1/2$, or if $\bf{u} \in H^{1+\epsilon}(\Omega)$ for some $\epsilon > 0$ (see [1]). Unfortunately the moments are not defined in general for $\bf{u} \in H^1(\Omega)$, which is a complicating factor in the analysis.

Nédélec [23] shows that the above three sets of degrees of freedom are unisolvent and curl conforming. Using these degrees of freedom we can define an interpolant denoted $r_h \bf{u} \in U_h$ for any function $\bf{u}$ for which (3.1)-(3.3) are defined. On each $K \in \tau_h$ we pick $r_h \bf{u}|_K \in R_p$ such that

$$M_e(u - r_h u) = M_f(u - r_h u) = M_K(u - r_h u) = \{0\}.$$ 

To approximate functions in $H_0(\text{curl}; \Omega)$ we define

\begin{equation}
V_h = \{ \bf{u}^h \in U_h \mid \bf{\nu} \times \bf{u}^h = 0 \text{ on } \Gamma \}.
\end{equation}

The constraint $\bf{\nu} \times \bf{u}^h = 0$ on $\Gamma$ is easily implemented by taking the degrees of freedom associated with edges or faces on $\Gamma$ to be zero [12].

The associated scalar space is

$$S_h = \{ q_h \in H^1_0(\Omega) \mid q_h|_K \in P_p \}.$$ 

With this choice we have $\nabla S_h \subset V_h$. As we shall see, this space is also the correct space to define discrete divergence-free vector fields.

### 3.2. Quadrilateral elements

In this subsection, let the mesh $\tau_h$ be a regular and weakly quasi-uniform covering of $\Omega$ using hexahedra with each edge parallel to one of the coordinate axes. Let $Q_{p,l,m}$ be the space of polynomials of maximum degree $p$ in $x$, $l$ in $y$ and $m$ in $z$. Corresponding to the simplicial elements discussed in the previous subsection, Nédélec has proposed some elements on hexahedra [23]. In this case, for given $p \geq 1$, we define

\begin{equation}
U_h = \{ \bf{u}^h \in H_0(\text{curl}; \Omega) \mid \bf{u}^h|_K \in Q_{p-1,p,p} \times Q_{p-1,p} \times Q_{p,p-1} \quad \forall K \in \tau_h \}
\end{equation}

with the following degrees of freedom. If $K$ is a cube with general edge $e$ and face $f$, and if $\bf{r}$ is a unit vector along $e$ we define

\begin{align}
(3.6) \quad M_e(u) &= \left\{ \int_e \bf{u} \cdot \bf{r} g \, ds \mid g \in P_{p-1} \quad \forall e \in \partial K \right\}, \\
M_f(u) &= \left\{ \int_f \bf{\nu} \times \bf{u} \cdot \bf{g} \, dA \mid \bf{g} = (g_1, g_2)^T \text{ where } g_1 \in Q_{p-2,p-1} \text{ and } g_2 \in Q_{p-1,p}, \quad \forall f \in \partial K \right\}, \\
M_K(u) &= \left\{ \int_K \bf{u} \cdot \bf{g} \, dV \mid \bf{g} = (g_1, g_2, g_3) \in Q_{p-1,p-2} \times Q_{p-2,p-1} \right\}.
\end{align}
Nédélec shows that \((3.6) - (3.8)\) are curl conforming and unisolvent for elements in \(U_h\) given by \((3.5)\) \[23\]. Now we can take \(V_h \subset H_0(\text{curl}; \Omega)\) to be \(V_h = \{ \mathbf{v}_h \in U_h \mid \mathbf{v}_h \times \mathbf{v}_h = 0 \text{ on } \Gamma \}\).

The corresponding space of scalar functions is \(S_h = \{ q_h \in H^1_0(\Omega) \mid q_h|_K \in Q_{k,k,k} \quad \forall K \in \tau_h \}\).

### 3.3. Interpolation error estimates

Using either the tetrahedral or hexahedral edge element families presented above we have the following result.

**Theorem 3.1.** (a) For any sufficiently smooth \(p \in H^1_0(\Omega)\) we have that \(r_h \nabla p = \nabla P_h p\) where \(P_h\) is a suitable interpolation operator for \(S_h\). Furthermore for any \(\delta > 3/2\) there is a constant \(C\) depending on \(\delta\) but not \(p\) such that

\[ \| \nabla (P_h p - p) \| \leq C h^{\delta-1} \| \nabla p \|_{\delta-1}. \]

(b) There exists a constant \(C = C(\epsilon)\) such that

\[ \| u - r_h u \| \leq C h \| u \|_{1+\epsilon} \]

for any \(\epsilon > 0\).

(c)

\[ \| u - r_h u \| + \| \nabla \times (u - r_h u) \| \leq C h^\delta (\| u \|_{H^\delta(\Omega)} + \| \nabla \times u \|_{H^\delta(\Omega)}). \]

**Proof.** The equality in part (a) is classical and proved for example in \([12, 11]\). The error estimate is then standard for the interpolation operator in \(S_h\) (the restriction on \(\delta\) ensures that \(p\) is continuous and hence can be interpolated).

Part (c) is proved in \([1]\), and part (b) is proved in the same way using a scaling argument. \(\square\)

We also recall the following result proved in \([5]\) for general piecewise polynomials.

**Lemma 3.2.** Suppose the mesh is regular, then for any \(u_h \in X_h\) and \(0 \leq \sigma \leq 1/2\) there is a constant \(C\) independent of \(h\) and \(u_h\) such that

\[ \| \nabla \times u_h \|_{H^\sigma(\Omega)} \leq C h^{\sigma - \frac{1}{2}} \| \nabla \times u_h \|. \]

### 4. Discrete and collective compactness

In this section we prove that the collection of operators \(A\) introduced in \((1.19)\) is collectively compact and pointwise convergent. The main tool in this analysis is the discrete compactness property of the spaces \(\{X_h\}_{h \in \Lambda}\).

To date discrete compactness has only been proved for the lowest order Nédélec space of edge elements in tetrahedra by Kikuchi \([15, 16, 17]\) (see \([14]\) for the corresponding 2D result). The first theorem here shows that, under the weak quasi-uniformity assumption on the mesh, higher order edge element spaces, including elements on hexahedra, also satisfy the discrete compactness property.

The proof of this result is based on a regularity result due to Costabel and Dauge \([7]\) which we now state.

For given \(f \in X'\) with \(\nabla \cdot f = 0\) in \(\Omega\), let \(u \in X\) satisfy

\[ \nabla \times \nabla \times u = f \quad \text{in } \Omega. \]

For a given domain \(\Omega\) there is a constant \(\sigma_0 > 0\) such that for all \(\sigma\) with \(0 \leq \sigma < \sigma_0\) and \(f \in (H^{\sigma-1}(\Omega))^3\) we can write

\[ u = u^* + \nabla \chi, \]
where \( u^* \in (H^{p+1}(\Omega))^3 \) and \( \chi \in H^1_0(\Omega) \) with \( \Delta \chi \in H^p(\Omega) \). In addition
\[
\|u^*\|_{H^{p+\varepsilon}(\Omega)} + \|\chi\|_{H^1(\Omega)} \leq C\|f\|_{H^{-1}(\Omega)},
\]
(4.3)\[
\|\Delta \chi\|_{L^2(\Omega)} \leq C\|f\|_{H^{-1}(\Omega)}.
\]
The decomposition (4.2) is not orthogonal. Precise estimates for \( \sigma_0 \) involving edge and corner exponents of the domain are given in Theorem 8.6 of [7]. We note also that the same theorem gives an expansion for \( \chi \) in terms of edge and corner singularities.

Note that since \( 2L^2(\Omega) \) and \( 2H^1_0(\Omega) \) we can actually conclude that \( 2H^3 = 2(\Omega) \) (see, for example, the proof of Theorem 2 in [6]). This is not sufficient for our purposes, and so we assume that \( \sigma > 0 \) such that \( 2H^{3+\varepsilon}(\Omega) \), and
\[
\|\chi\|_{H^{3+\varepsilon}(\Omega)} \leq C\|\Delta \chi\|.
\]
(4.4)
Of course this holds for a convex domain (with \( \varepsilon = 1/2 \)) and so this assumption constitutes a restriction on the interior angles of \( \Omega \).

Now we are ready to state and prove the discrete compactness property.

**Theorem 4.1.** Assume that the regularity results given in (4.3) and (4.4) hold. Suppose in addition that the mesh is regular and weakly quasi-uniform. Finally, suppose that the sequence \( \{u_n\}_{n=1}^\infty \) has the following properties:
- \( \{u_n\}_{n=1}^\infty \) is a bounded sequence in \( H_0(\text{curl}; \Omega) \);
- \( u_n \in X_{h_n} \) for each \( n \) and \( h_n \rightarrow 0 \) as \( n \rightarrow 0 \).

Then there is a subsequence, still denoted \( \{u_n\}_{n=1}^\infty \), and a function \( u \in X \) such that
\[
u_n \rightharpoonup u \quad \text{strongly in } (L^2(\Omega))^3 \quad \text{and weakly in } X.
\]

**Remark 3.** When this theorem holds we say \( \{X_h\}_{h \in \Lambda} \) has the discrete compactness property. As we have already pointed out in the Introduction, this is already known for edge elements on a tetrahedral mesh when \( p = 1 \) [17].

**Proof.** Using the Helmholtz decomposition we may write
\[
u_n = u^n + \nabla p^n,
\]
where \( p^n \in H^1_0(\Omega) \) satisfies \( \nabla p^n, \nabla \xi = (u_n, \nabla \xi) \) for all \( \xi \in H^1_0(\Omega) \), and \( u^n \in X \) satisfies
\[
\nabla \times u^n = \nabla \times u_n \quad \text{in } \Omega
\]
or
\[
\nabla \times \nabla \times u^n = \nabla \times (\nabla \times u_h) \quad \text{in } \Omega,
\]
where this equation is understood in the sense of distributions. But \( \nabla \times u_n \in (H^\varepsilon(\Omega))^3 \) for any \( 0 \leq \varepsilon < 1/2 \) since \( \nabla \times u_n \) is a piecewise polynomial vector. Hence by the regularity assumption
\[
u^n = \omega^n + \nabla \chi^n
\]
for \( \omega^n \in (H^{1+\varepsilon}(\Omega))^3 \) provided \( 0 < \varepsilon < \sigma_0 \). But this implies that \( r_{h_n} \omega^n \) is well-defined.

By the regularity assumption on \( \chi \) given at the beginning of the section, \( \chi \in H^{3/2+\varepsilon}(\Omega) \) for some \( \varepsilon > 0 \) and hence \( r_{h_n} \nabla \chi \) is well defined and by Theorem 3.1 (a) \( r_{h_n} \nabla \chi^n = \nabla P_{h_n} \chi^n \). An alternative argument to this is that since \( \chi \) consists of
edge and corner singularities for Laplace’s equation we can check that if \( \chi = r^\alpha \), where \( r = |x| \), then \( r \nabla \chi \) is well defined for \( \alpha > 0 \) since line integrals of \( \partial \chi / \partial r \) are well defined in the case.

Using (4.3) and the fact that \( r_h u_n = u_n \), we have that
\[
 u_n = r_h u^n + \nabla P_h p^n .
\]
But \( u_n \in X_{h_n} \) and \( u^n \in X \) so that
\[
(\nabla P_h p^n, \nabla P_h p^n) = (u_n - r_h u^n, \nabla P_h p^n) = (u^n - r_h u^n, \nabla P_h p^n).
\]
Thus \( \|\nabla P_h p^n\| \leq \|u^n - r_h u^n\| \). Furthermore
\[
 u_h = (r_h u^n - u^n) + u^n + \nabla P_h p^n .
\]
The sequence \( \{u^n\}_{n=1}^\infty \subset X \) and satisfies (using the continuous Friedrichs inequality)
\[
\|u^n\| + \|\nabla \times u^n\| \leq C ,
\]
and so by Weber’s compactness result (see [20]) there is a sequence, still denoted \( \{u^n\}_{n=1}^\infty \) such that \( u^n \to u \) strongly in \( (L^2(\Omega))^3 \) and weakly in \( X \) for some function \( u \in X \).

The discrete compactness property is thus proved if we can show that \( \|u^n - r_h u^n\| \to 0 \) as \( n \to \infty \). Using the definition of \( \omega^n \) and \( \chi^n \)
\[
(4.6) \quad r_h u^n - u^n = (r_h \omega^n - \omega^n) + \nabla( P_h \chi^n - \chi^n). 
\]
But by the assumed regularity of \( \chi^n \),
\[
\|\nabla(P_h \chi^n - \chi^n)\| \leq Ch_n^{1/2+\varepsilon}\|\nabla \chi^n\|_{H^{1/2+\varepsilon}(\Omega)} \leq Ch_n^{1/2+\varepsilon}\|\Delta \chi^n\|.
\]
However \( \|\Delta \chi^n\| \leq C \) for each \( n \), hence
\[
(4.7) \quad \|P_h \chi^n - \chi^n\|_{H^1(\Omega)} \to 0 \text{ as } n \to \infty .
\]
Next we analyze \( \|r_h \omega^n - \omega^n\| \). Using the error estimate of Theorem [3.1(c)] and the regularity of \( \omega^n \) we have
\[
\|r_h \omega^n - \omega^n\| \leq Ch_n\|\omega^n\|_{H^{1+\varepsilon}(\Omega)},
\]
and using the norm estimate (4.3) together with the assumed weak quasi-uniformity assumption (and hence the inverse estimate in Lemma [3.2] choosing \( \varepsilon < 1/2 \)) we have
\[
(4.8) \quad \|r_h \omega^n - \omega^n\| \leq Ch_n\|\nabla \times u_n\|_{H^{1}(\Omega)} \leq Ch_n h_{\min,n}^{-\varepsilon} \|\nabla \times u_n\| \to 0 \text{ as } n \to \infty .
\]

Next we show that the discrete compactness property implies a discrete Friedrichs inequality.

**Corollary 4.2.** Suppose \( \{X_h\}_{h \in \Lambda} \) has the discrete compactness property. Then provided \( \partial \Omega \) is simply connected there are constants \( C > 0 \) independent of \( h \) and \( h_0 \) such that for all \( h \leq h_0 \) and any \( u_h \in X_h \)
\[
\|u_h\| \leq C\|\nabla \times u_h\| .
\]

**Remark 4.** Assuming the convexity of \( \Omega \), this result was proved in [23].
Proof. The proof is by contradiction. Suppose the result is false so that there is a sequence \( \{u_{h_n}\}_{n=1}^{\infty} \) such that \( u_{h_n} \in X_{h_n} \) and
\[
\|u_{h_n}\| = 1, \quad \|\nabla \times u_{h_n}\| = \frac{1}{n},
\]
for \( 1 \leq n < \infty \). By the discrete compactness property there is a subsequence, still denoted \( \{u_{h_n}\}_{n=1}^{\infty} \) such that \( u_{h_n} \rightharpoonup u \) strongly in \((L^2(\Omega))^3\) and weakly in \(H(\text{curl}; \Omega)\) for some \( u \in X \). Hence \( \|u\| = 1 \). However for any \( \phi \in H_0(\text{curl}; \Omega) \),
\[
(\nabla \times u, \nabla \times \phi) = \lim_{n \to \infty} (\nabla \times u_{h_n}, \nabla \times \phi) \leq \frac{1}{n} \|\nabla \times \phi\| \to 0, \quad \text{as } n \to \infty.
\]
Hence \( \nabla \times u = 0 \) in \( \Omega \) and \( u \in X \) so \( u = 0 \) by the standard Friedrichs inequality. This is a contradiction.

Our next result concerns the embedding of \( W \) into \((L^2(\Omega))^3\).

**Lemma 4.3.** Suppose that \( \{X_h\}_{h \in \Lambda} \) has the discrete compactness property. Then \( W \hookrightarrow (L^2(\Omega))^3 \).

**Remark 5.** In the case of 2D edge elements on triangles, this result was proved in [14]. We follow this proof.

**Proof.** Let \( \{\omega_n\}_{n=1}^{\infty} \) be a sequence in \( W \) bounded in \( H(\text{curl}; \Omega) \). For each \( n, \omega_n \in X_{h_n} \) and we may assume \( h_n \to 0 \) as \( n \to \infty \). For if \( h_n \geq \delta > 0, \) the fact that \( h_n \in \Lambda \) implies only finitely many \( h_n \) are used so \( \{\omega_n\}_{n=1}^{\infty} \) is contained in a finite dimensional vector space and hence a convergent subsequence can be extracted.

If \( h_n \to 0 \) as \( n \to \infty \), we have that \( \{\omega_n\}_{n=1}^{\infty} \) satisfies the conditions for the discrete compactness property. Hence we can extract a subsequence converging strongly in \((L^2(\Omega))^3\) and compactness of the embedding is proved.

Next we establish the collective compactness of \( \mathcal{A} \).

**Theorem 4.4.** Suppose \( \{X_h\}_{h \in \Lambda} \) has the discrete compactness property. Then \( \mathcal{A} \) is collectively compact.

**Proof.** Here we verify Definition 2.1 by using the compact embedding of \( W \) in \((L^2(\Omega))^3\). Let \( U \subset (L^2(\Omega))^3 \) be a bounded set. Then, if \( u \in U \), we know that \( A_h u \in X_h \) satisfies
\[
(\nabla \times A_h u, \nabla \times X_h) = (u, X_h) \quad \forall X_h \in X_h,
\]
and it follows \( \|\nabla \times A_h u\| \leq C\|u\| \). But using the discrete Friedrichs inequality in Corollary 4.2 we have
\[
\|A_h u\| + \|\nabla \times A_h u\| \leq C\|u\|.
\]
Hence \( \{A_h u\}_{h \in \Lambda} \subset W \) and is bounded in \( H(\text{curl}; \Omega) \). By the compact embedding of \( W \) into \((L^2(\Omega))^3\) a subsequence of \( \{A_{h_n} u\}_{n=1}^{\infty} \) converges strongly in \((L^2(\Omega))^3\) and hence \( \mathcal{A}(U) \) is precompact as required.

Finally we verify the pointwise convergence of \( A_h \) to \( A \) as \( h \to 0 \). This is a consequence of the density of \( V_h \) in \( H(\text{curl}; \Omega) \) and \( S_h \) in \( H^1_0(\Omega) \).

**Theorem 4.5.** Suppose the discrete compactness property holds. Let \( f \in (L^2(\Omega))^3 \) then
\[
A_h f \to Af \quad \text{strongly in } H(\text{curl}; \Omega) \text{ as } h \to 0.
\]
Remark 6. We only need strong convergence in \((L^2(\Omega))^3\). The result is proved by Levillain \[21\]. We offer a different proof based on the mixed formulation of \[14\] as used in \[10\] to analyze the 2D waveguide problem.

Proof. For any \(f \in (L^2(\Omega))^3\), \(A_h f \in X_h\) can be characterized by a mixed variational problem. In particular, \(A_h f \in X_h\) and \(p_h \in S_h\) satisfy

\[
(\nabla \times A_h f, \nabla \times \phi_h) + (\nabla p_h, \phi_h) = (f, \phi_h) \quad \forall \phi_h \in V_h,
\]

\[
(A_h f, \nabla \xi_h) = 0 \quad \forall \xi_h \in S_h.
\]

Similarly \(A f \in X\) and \(p \in H^1_0(\Omega)\) satisfy

\[
(\nabla \times A f, \nabla \phi) + (\nabla p, \phi) = (f, \phi) \quad \forall \phi \in H_0(\text{curl}; \Omega)
\]

\[
(A f, \nabla \xi) = 0 \quad \forall \xi \in H^1_0(\Omega).
\]

As pointed out in \[23\] \[11\] \[22\] this is a standard mixed finite element problem. The Babuška-Brezzi theory of convergence is applicable since

- The inf-sup condition holds. This states that there is a constant \(C\) independent of \(h\) such that for any \(p_h \in S_h\)

\[
\sup_{\phi_h \in V_h} \frac{\langle \nabla p_h, \phi_h \rangle}{\|\phi_h\|_{H^1(\text{curl}; \Omega)}} \geq C\|p_h\|_{H^1(\Omega)}
\]

holds. This is proved in \[23\] and follows by taking \(\phi_h = \nabla p_h\).

- If \(u_h \in X_h\), the discrete Friedrichs inequality in Corollary \[12\] shows that there is a constant \(C > 0\) independent of \(h\) such that

\[
\|u_h\| \leq C\|\nabla \times u_h\| \quad \forall u_h \in X_h.
\]

The usual theory of mixed methods then implies that

\[
\|A f - A_h f\|_{H(\text{curl}; \Omega)} \leq C \left\{ \inf_{\chi_h \in X_h} \|\nabla \times (A f - \chi_h)\| + \inf_{q_h \in S_h} \|\nabla (p - q_h)\| \right\}.
\]

But since \(X_h\) differs from \(V_h\) only by the addition of gradient terms (see \[13\] \[12\]),

\[
\inf_{\chi_h \in X_h} \|\nabla \times (A f - \chi_h)\| = \inf_{\chi_h \in V_h} \|\nabla \times (A f - \chi_h)\|.
\]

The density of \(V_h\) in \(H_0(\text{curl}; \Omega)\) then implies that

\[
\lim_{h \to 0} \inf_{\chi_h \in V_h} \|\nabla \times (A f - \chi_h)\| = 0.
\]

Similarly, the density of \(S_h\) in \(H^1_0(\Omega)\) shows that

\[
\lim_{h \to 0} \inf_{q_h \in S_h} \|\nabla (p - q_h)\| = 0.
\]

\(\square\)

If the functions \(p\) and \(A f\) are smoother, we also have error estimates as the next theorem shows.

Theorem 4.6. If the discrete compactness property holds and if \(A f \in (H^{p+1}(\Omega))^3\) and \(p \in (H^{p+1}(\Omega))^3\) (where \(A f\) and \(p\) satisfy \[11\]) we have

\[
\|A f - A_h f\|_{H(\text{curl}; \Omega)} \leq Ch^p \left( \|A f\|_{H^{p+1}(\Omega)} + \|p\|_{H^{p+1}(\Omega)} \right).
\]

Remark 7. If \(\nabla \cdot f = 0\), then \(p = 0\) (to see this take \(\phi = \nabla p\) in \[11\]), and hence we are reduced to needing the smoothness of \(A f\) alone.
Proof. The proof is directly from (4.11) using Theorem 3.1 and standard estimates for $S_h$.

5. Convergence results

In the previous section we verified that $A$ is collectively compact and pointwise convergent. Thus we can use the estimates (2.1) and (2.3) of Section 2. We note that the general theory shows that

$$
\| (I - k^2 A)^{-1} (A_h - A) A_h \| \to 0 \quad \text{as } h \to 0.
$$

Hence (2.6) is satisfied. It would be useful to obtain an order estimate for this term but we have been unable to do this due to the fact that $A_h \phi$ is not necessarily divergence free.

Theorem 5.1. If $\{X_h\}_{h \in \Lambda}$ has the discrete compactness property, then the following results hold:

- For the eigenvalue problem, suppose $\mu$ is an eigenvalue of multiplicity $m$. Then there are exactly $m$ discrete eigenvalues $\mu_{h,j}$, $j = 1, \ldots, m$ such that
  
  $$
  |\mu - \mu_{h,j}| \to 0, \quad 1 \leq j \leq m, \quad \text{as } h \to 0.
  $$

- Suppose $k^2$ is not an interior electric eigenvalue. Then the discrete solution $E_h$ of the source problem (see (1.8) and (1.14)) is well defined for sufficiently small $h$, and

  $$
  \| E - E_h \| \to 0 \quad \text{as } h \to 0.
  $$

Proof. First we consider the eigenvalue problem. Using (1.9) and (1.15) we may write

$$
((A - A_h) \phi, \phi_j) = (\nabla \times (A - A_h) \phi, \nabla \times A \phi_j)
= (\nabla \times (A - A_h) \phi, \nabla \times (A - A_h) \phi_j).
$$

Hence (1.7) may be rewritten

$$
|\mu - \mu_{h,j}| \leq C \{ \max \| \nabla \times (A - A_h) \phi_j \|^2 + \| (A - A_h) E(\mu) \|^2 \}.
$$

Since $E(\mu)$ is finite dimensional, the pointwise convergence of $A_h$ to $A$ in $H(\text{curl}; \Omega)$ shown in Lemma 4.5 proves that both terms on the right-hand side above vanish as $h \to 0$.

For the source problem, provided $h$ is small enough, $(I + k^2 A_h)^{-1}$ exists (so $E_h$ exists) and since (using the discrete Friedrichs inequality)

$$
\| A_h \| = \sup_{\phi \in (L^2(\Omega))^3} \frac{\| A_h \phi \|}{\| \phi \|} \leq C \sup_{\phi \in (L^2(\Omega))^3} \frac{\| \nabla \times A_h \phi \|}{\| \phi \|} \leq C,
$$

we know that for $h$ small enough

$$
\| (I - k^2 A_h)^{-1} \| \leq C
$$

independent of $h$.

The pointwise convergence of $A_h$ to $A$ implies

$$
\| (A - A_h) J \| \to 0 \quad \text{as } h \to 0,
$$

and similarly

$$
\| (A - A_h) A E \| \to 0 \quad \text{as } h \to 0.
$$

Hence we conclude the basic convergence of $E_h$ to $E$. 

The convergence of the source problem in the $H(\text{curl}; \Omega)$ then follows by using a Gårding inequality as in [22].

**Corollary 5.2.** Under the conditions of the previous theorem, if $E$ satisfies (1.8) and $E_h$ satisfies (1.14), then

$$\|E - E_h\|_{H(\text{curl}; \Omega)} \to 0 \quad \text{as } h \to 0.$$  

**Proof.** Let $e_h = E - E_h$, then using (1.8) and (1.14)

$$\|\nabla \times e_h\|^2 = (\|\nabla \times e_h\|^2 - k^2\|e_h\|^2) + k^2\|e_h\|^2$$

$$= [(\nabla \times (E - E_h), \nabla \times (E - E_h)) - k^2(E - E_h, E - E_h)] + k^2\|e_h\|^2$$

$$= [(\nabla \times (E - E_h), \nabla \times (E - \chi_h)) - k^2(E - E_h, E - \chi_h)] + k^2\|e_h\|^2$$

for any $\chi_h \in V_h$ (again we have used the fact that $V_h$ and $X_h$ differ only by gradients of functions in $S_h$ in the sense of (1.12)). Hence

$$\|E - E_h\|_{H(\text{curl}; \Omega)} \leq C \left[ \inf_{\chi_h \in V_h} \|E - \chi_h\|_{H(\text{curl}; \Omega)} + \|E - E_h\| \right].$$  

Convergence in the $(L^2(\Omega))^3$ norm, and the density of $V_h$ in $H_0(\text{curl}; \Omega)$ completes the proof.

To establish rates of convergence, we need to assume a suitable regularity for the solution (and current in the case of the source problem).

**Theorem 5.3.** Suppose all the eigenfunctions $\phi \in E(\mu)$ are such that $\phi \in (H^p(\Omega))^3$ and $\nabla \times \phi \in (H^p(\Omega))^3$, then

$$|\mu - \mu_{h,j}| = 0(h^{2p}) \quad 1 \leq j \leq m.$$  

**Remark 8.** For the cube, for example, this holds for any $p$.

**Proof.** Let $\phi \in E(\mu)$. Since $\nabla \cdot \phi = 0$ we know that in (4.11), $p = 0$. Hence using (4.11), Theorem 3.1 and the fact that $\phi$ is an eigenfunction

$$\|(A - A_h)\phi\|_{H(\text{curl}; \Omega)} \leq C \inf_{\chi_h \in V_h} \|A\phi - \chi_h\|_{H(\text{curl}; \Omega)}$$

$$\leq C h^p(\|A\phi\|_p + \|\nabla \times A\phi\|_p)$$

$$= \frac{C h^p}{\mu}(\|\phi\|_p + \|\nabla \times \phi\|_p).$$

Since $E(\mu)$ is finite dimensional, this implies

$$\|(A - A_h)\|_{E(\mu)}\|_{H(\text{curl}; \Omega)} \leq C h^p,$$

and we get the desired estimate.

Finally we can establish a convergence result for smooth solutions for the source problem.

**Theorem 5.4.** Suppose $A^2 E \in H^p(\text{curl}; \Omega)$ and $A J \in H^p(\text{curl}; \Omega)$ where

$$H^p(\text{curl}; \Omega) = \{ u \in (H^p(\Omega))^3 \mid \nabla \times u \in (H^p(\Omega))^3 \}.$$  

Assuming the discrete compactness property, for sufficiently small $h$,

$$\|E - E_h\| \leq C h^p(\|A^2 E\|_{H^p(\text{curl}; \Omega)} + \|A J\|_{H^p(\text{curl}; \Omega)}).$$
If in addition $\mathbf{E} \in H^p(\text{curl}; \Omega)$, then
\[
\|\mathbf{E} - \mathbf{E}_h\|_{H^p(\text{curl}; \Omega)} \leq C h^p (\|A^2 E\|_{H^p(\text{curl}; \Omega)} + \|E\|_{H^p(\text{curl}; \Omega)}) + \|A J\|_{H^p(\text{curl}; \Omega)}.
\]

Proof. This is a straightforward application of Theorem 2.3. By Theorem 4.6 we obtain
\[
\|(A - A_h)J\| \leq C h^p (\|A J\|_p + \|\nabla \times A J\|_p),
\]
\[
\|(A - A_h)A E\| \leq C h^p (\|A^2 E\|_p + \|\nabla \times A^2 E\|_p).
\]
To prove the second estimate we use (5.1) and Theorem 4.6 in addition to the $(L^2(\Omega))^3$ estimate we have just proved.

6. Conclusion

We have given a unified treatment of the numerical analysis of the eigenvalue and source problems for Maxwell’s equations using the theory of collectively compact operators. The key property in establishing the applicability of this theory is the discrete compactness property. We have shown, under the quasi-uniformity assumption, that the discrete compactness property is satisfied for two of the standard families of edge spaces hence extending Kikuchi’s original result.

The weak points of our analysis are the need for the weak quasi-uniformity assumption since we would like to allow a geometrically graded mesh, and the $k$ dependence of the constants in our error estimates. This stems from our inability to estimate the term $\|(A - A_h)A_h\|$ in terms of $h$ (other than knowing $\|(A - A_h)A_h\| \to 0$ as $h \to 0$). Work on removing both these drawbacks of the theory is needed.
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