WAVELET BASES IN $H(\text{div})$ AND $H(\text{curl})$

KARSTEN URBAN

Abstract. Some years ago, compactly supported divergence-free wavelets were constructed which also gave rise to a stable (biorthogonal) wavelet splitting of $H(\text{div}; \Omega)$. These bases have successfully been used both in the analysis and numerical treatment of the Stokes and Navier–Stokes equations.

In this paper, we construct stable wavelet bases for the stream function spaces $H(\text{curl}; \Omega)$. Moreover, $\text{curl}$-free vector wavelets are constructed and analysed. The relationship between $H(\text{div}; \Omega)$ and $H(\text{curl}; \Omega)$ are expressed in terms of these wavelets. We obtain discrete (orthogonal) Hodge decompositions.

Our construction works independently of the space dimension, but in terms of general assumptions on the underlying wavelet systems in $L^2(\Omega)$ that are used as building blocks. We give concrete examples of such bases for tensor product and certain more general domains $\Omega \subset \mathbb{R}^n$. As an application, we obtain wavelet multilevel preconditioners in $H(\text{div}; \Omega)$ and $H(\text{curl}; \Omega)$.

1. Introduction

The spaces $H(\text{div}; \Omega)$ and $H(\text{curl}; \Omega)$ arise naturally in the variational formulation of a whole variety of partial differential equations. Two prominent examples are the Navier–Stokes equations that describe the flow of a viscous, incompressible fluid and Maxwell’s equations in electromagnetism. For the Navier–Stokes equations, $H(\text{div}; \Omega)$ plays an important role for modelling the velocity-field of the flow. The space $H(\text{curl}; \Omega)$ has to be considered, when one is interested in a formulation in nonprimitive variables such as stream function, vorticity and vector potential, [24].

Certain electromagnetic phenomena are known to be modelled by Maxwell’s equations. Here, the space $H(\text{curl}; \Omega)$ appears when linking the quantities electric and magnetic field, magnetic induction, and flux density, see for example [11, 16, 21] and the references therein. For the numerical treatment of these equations, it is very helpful to have at hand bases for the kernel of the $\text{curl}$ operator and its orthogonal complement.
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Wavelets have become a powerful tool in both pure and applied mathematics during the past years. For example, they allow us to extend classical results of Fourier analysis to a much wider class of function spaces [29]. On the other hand, wavelet and multilevel systems are by now very widely used in many fields of science and technology, such as signal analysis, data compression and image processing [22, 31, 34]. More recently, starting from [5], they have shown promising features for the construction of efficient numerical schemes for solving operator equations, see e.g., [11, 14]. Moreover, it has been shown that the flexibility and freedom in the construction of biorthogonal wavelets can be used to adapt these bases to special requirements imposed by the problem at hand. For instance, wavelets have been adapted to the Stokes and Navier–Stokes equations [17, 26, 32, 33].

In this paper, we adapt wavelet bases to the spaces \(H(\text{div}; \Omega)\) and \(H(\text{curl}; \Omega)\). We construct a biorthogonal wavelet basis for \(H(\text{curl}; \Omega)\) and introduce \text{curl}-free vector wavelets. It is well known that the spaces \(H^0(\text{div}; \Omega)\) and \(H^0(\text{curl}; \Omega)\) of divergence-free, resp. \text{curl}-free, vector fields in \(L^2(\Omega)\) (the space of square-integrable vector fields) are linked by certain interrelations. These play an important role when one considers the splitting of \(L^2(\Omega)\) into \(H^0(\text{div}; \Omega)\), \(H^0(\text{curl}; \Omega)\), respectively, and some complement. Using divergence-free wavelets [26, 32], it was shown that there exists a stable (biorthogonal) Helmholtz decomposition of \(H(\text{div}; \Omega)\) [33], but this is no orthogonal decomposition. Now, with the construction of wavelet bases in \(H(\text{curl}; \Omega)\) at hand, we can give an explicit orthogonal decomposition of \(L^2(\Omega)\). Using this decomposition, we construct wavelet multilevel preconditioners in \(H(\text{div}; \Omega)\) and \(H(\text{curl}; \Omega)\) that give rise to uniformly bounded condition numbers.

Our construction starts with some wavelet systems on \(\Omega\) that have to fulfill certain conditions. These conditions are formulated in a rather general assumption that allow us to proceed with the construction in \(H(\text{div}; \Omega)\) and \(H(\text{curl}; \Omega)\). It turns out that this assumption is mostly a condition on the domain \(\Omega\). After proving the results concerning the new wavelet bases, we show concrete examples of domains and corresponding wavelet bases that realize our general conditions. These examples are at least twofold: Firstly, all tensor product domains are covered by taking wavelets that are built by tensor products of univariate systems. However, our construction is not restricted to this case. In particular, we give at least two extensions, namely when \(\Omega\) is the image of a reference cube \(\Omega = (0,1)^n\) under certain parametric mappings.

The paper is organized as follows. In Section 2, we review the basic facts both on wavelets and on the spaces of vector fields under consideration. Section 3 is devoted to our construction of wavelets in \(H(\text{div}; \Omega)\) and \(H(\text{curl}; \Omega)\). Also, the general assumption mentioned above is stated there. In Section 4, we show examples of domains and wavelet bases fulfilling the general hypothesis and compute \text{curl}-free vector wavelets explicitly starting from biorthogonal spline wavelets. We finish with one application, namely multilevel preconditioning in \(H(\text{div}; \Omega)\) and \(H(\text{curl}; \Omega)\) in Section 5.

2. Notation and basic facts

In this section, we set up our notation and review the basic facts both on wavelet bases and the spaces of vector fields under consideration that are needed here. We begin with the spaces of vector fields and follow the description in [25].
2.1. Stream function spaces. Let $\Omega \subset \mathbb{R}^n$ be some open bounded domain with Lipschitz-continuous boundary. Then, for $\phi \in L^2(\Omega)$ and a two-dimensional vector field $\mathbf{v} = (v_1, v_2)^T$, we define
\begin{equation}
\text{curl} \phi := (\partial_2 \phi, -\partial_1 \phi)^T, \quad \text{curl} \mathbf{v} := \partial_1 v_2 - \partial_2 v_1.
\end{equation}
Here and in the sequel, we use the short-hand notation $\partial_i := \frac{\partial}{\partial x_i}$ for $1 \leq i \leq n$ and we assume the partial derivatives in (2.1) to exist in the distributional sense. We will always denote vector fields and any related quantities such as function spaces, by boldface characters. If needed, the spaces of vector fields have an additional superscript indicating the number of components of the vector fields. For three-dimensional vector fields $\mathbf{\zeta} = (\zeta_1, \zeta_2, \zeta_3)^T$, we set
\begin{equation}
\text{curl} \mathbf{\zeta} := (\partial_2 \zeta_3 - \partial_3 \zeta_2, \partial_3 \zeta_1 - \partial_1 \zeta_3, \partial_1 \zeta_2 - \partial_2 \zeta_1)^T,
\end{equation}
where again the partial derivatives should exist in the distributional sense.

With these definitions at hand, we define the following stream function spaces (for $n = 3$):
\begin{align*}
H^{\text{curl};\Omega} & := \{ \zeta \in L^2(\Omega) : \text{curl} \mathbf{\zeta} \in L^2(\Omega) \}, \\
H^0(\text{curl};\Omega) & := \{ \zeta \in H^{\text{curl};\Omega} : \text{curl} \mathbf{\zeta} = 0 \}.
\end{align*}
We will be mainly concerned with the 3D case here. When nothing else is said, $n = 3$ is assumed. We will treat the curl-spaces for $n = 2$ separately. All these spaces are Hilbert spaces with the corresponding norm
\begin{equation}
\| \zeta \|_{H(\text{curl};\Omega)}^2 := \| \zeta \|_{L^2(\Omega)}^2 + \| \text{curl} \mathbf{\zeta} \|_{L^2(\Omega)}^2.
\end{equation}
Finally, we define
\begin{equation}
H_0(\text{curl};\Omega) := \text{clos}_{H(\text{curl};\Omega)} C_0^\infty(\Omega)
\end{equation}
and
\begin{equation}
H^0_0(\text{curl};\Omega) := H_0(\text{curl};\Omega) \cap H^0(\text{curl};\Omega).
\end{equation}
Since these spaces model the stream function in the Navier–Stokes equations for nonprimitive variables, we also call them stream function spaces.

2.2. Flux spaces. It is known that the stream function spaces are heavily linked to a second class of spaces induced by the divergence operator. Since these spaces often model the flux of some physical quantity, we follow [24] and call these spaces flux spaces. As usual, the divergence operator is defined for any vector field $\zeta = (\zeta_1, \ldots, \zeta_n)^T$ by
\begin{equation}
\text{div} \mathbf{\zeta} := \sum_{i=1}^n \partial_i \zeta_i,
\end{equation}
where it is again assumed that the partial derivatives are well defined in the distributional sense. Then, we define
\begin{align*}
H(\text{div};\Omega) & := \{ \zeta \in L^2(\Omega) : \text{div} \mathbf{\zeta} \in L^2(\Omega) \}, \\
H^0(\text{div};\Omega) & := \{ \zeta \in H(\text{div};\Omega) : \text{div} \mathbf{\zeta} = 0 \}.
\end{align*}
Also these spaces are Hilbert spaces under the norm
\begin{equation}
\| \zeta \|_{H(\text{div};\Omega)}^2 := \| \zeta \|_{L^2(\Omega)}^2 + \| \text{div} \mathbf{\zeta} \|_{L^2(\Omega)}^2.
\end{equation}
and we define
\(\mathbf{H}_0(\text{div}; \Omega) := \text{clos}_{\mathbf{H}(\text{div}; \Omega)} C_0^\infty(\Omega),\)
as well as
\(\mathbf{H}_0^0(\text{div}; \Omega) := \mathbf{H}_0(\text{div}; \Omega) \cap \mathbf{H}^0(\text{H div}; \Omega).\)

\section*{2.3. Hodge decompositions}

There are some well-known relationships between stream function and \(\mathbf{u}\)x spaces, which we will review now. Especially for the analysis and numerical treatment of partial differential equations involving div-operators and \(\mathbf{curl}\)-operators, one is interested in the following orthogonal decompositions:
\begin{align*}
L^2(\Omega) &= \mathbf{H}_0^0(\text{div}; \Omega) \oplus \mathbf{H}_0^0(\text{curl}; \Omega), \\
&= \mathbf{H}_0(\text{curl}; \Omega) \oplus \mathbf{H}_0^0(\text{curl}; \Omega),
\end{align*}
which are often referred to as Hodge decompositions. Both decompositions are also of great interest for replacing \(L^2(\Omega)\) by \(\mathbf{H}_0(\text{div}; \Omega), \mathbf{H}_0(\text{curl}; \Omega)\), respectively.

For (2.12), it is known that \(\mathbf{H}_0^0(\text{div}; \Omega) = \text{grad} q : q \in H^1(\Omega)\) = \(\mathbf{H}_0^0(\text{curl}; \Omega)\) for simply connected bounded Lipschitz domains \(\Omega\) (see [25]). The second decomposition (2.13) for \(L^2(\Omega)\) replaced by \(\mathbf{H}_0(\text{curl}; \Omega)\) is somewhat more involved, one has (see for example [25], p. 50) that
\begin{align*}
\mathbf{H}_0^0(\text{curl}; \Omega) &= \{ \zeta \in \mathbf{H}_0(\text{curl}; \Omega) : (\zeta, \text{grad} \varphi)_{L^2(\Omega)} = 0 \forall \varphi \in H^1_0(\Omega) \}.
\end{align*}
Moreover, the fact that \(\mathbf{H}_0^0(\text{curl}; \Omega)\) is isomorphic to \(H^1(\Omega) \cap H^0(\text{H div}; \Omega) \cap \mathbf{H}_0(\text{curl}; \Omega)\) can also be found in [25].

\section*{2.4. Multiscale methods and wavelets}

Let us briefly review the main properties of multiscale methods and wavelets. We will focus on only those facts that we will need in this paper and refer to [11, 16] for extensive surveys.

We call a system of \(L^2(\Omega)\)-functions \(\Psi := \{ \psi_\lambda : \lambda \in \nabla \}\) a (primal) \textit{wavelet basis} if they form a \textit{Riesz basis} for \(L^2(\Omega)\), i.e., each \(L^2(\Omega)\)-function can be expressed as a linear combination of the functions in \(\Psi\), and
\begin{equation}
\left\| \sum_{\lambda \in \nabla} d_\lambda \psi_\lambda \right\|_{L^2(\Omega)} \sim \| d \|_{\ell^2(\nabla)} = \left( \sum_{\lambda \in \nabla} |d_\lambda|^2 \right)^{1/2}, \quad d := \{ d_\lambda \}_{\lambda \in \nabla}.
\end{equation}
Here, \(\nabla\) denotes some appropriate (infinite) set of indices and by \(A \sim B\) we abbreviate \(cA \leq B \leq CA\) with absolute constants \(0 < c \leq C\). By Riesz’s representation theorem, (2.16) implies the existence of a \textit{biorthogonal} wavelet basis \(\tilde{\Psi}\) of \(L^2(\Omega)\), i.e., (2.16) holds for \(\tilde{\Psi}\) and one has
\[(\psi_\lambda, \tilde{\psi}_{\lambda'}_{L^2(\Omega)} = \delta_{\lambda, \lambda'}, \quad \lambda, \lambda' \in \nabla.\]
With the aid of this system, the expansion coefficients \(d_\lambda, \tilde{d}_\lambda\) of a function
\[L^2(\Omega) \ni f = \sum_{\lambda \in \nabla} d_\lambda \psi_\lambda = \sum_{\lambda \in \nabla} \tilde{d}_\lambda \tilde{\psi}_\lambda\]
with respect to the wavelet basis can be written as
\[d_\lambda = (f, \psi_\lambda)_{L^2(\Omega)}, \quad \tilde{d}_\lambda = (f, \psi_\lambda)_{L^2(\Omega)}, \quad \lambda \in \nabla.\]
Hence, \((2.16)\) (for the primal as well as the biorthogonal wavelets) may be rewritten as

\[
\|f\|_{L^2(\Omega)} \sim \left( \sum_{\lambda \in \Lambda} |(f, \tilde{\psi}_\lambda)_{L^2(\Omega)}|^2 \right)^{1/2} \sim \left( \sum_{\lambda \in \Lambda} |(f, \psi_\lambda)_{L^2(\Omega)}|^2 \right)^{1/2}.
\]

The couple \(\Psi, \tilde{\Psi}\) is often referred to as biorthogonal system. Note that here \(\Psi\) needs not to be an orthonormal basis. However, orthogonal wavelets like Daubechies’ wavelets \([22]\) of course fulfill \((2.16)\) with \(\approx\) instead of \(\sim\). In this case, one has \(\Psi = \tilde{\Psi}\).

One may think of the indices \(\lambda \in \nabla\) as a couple \(\lambda = (j, k)\), where \(j \in \mathbb{Z}\) denotes the scale or level of a function, whereas \(k\) refers to the location in space and the type of wavelet. We will often use

\[
|\lambda| := j, \ \lambda = (j, k),
\]

to abbreviate the level and

\[
\nabla_j := \{ \mu \in \nabla : |\mu| = j \}
\]
to denote all indices on a certain level.

Moreover, we will frequently use the biorthogonal projectors induced by \(\Psi, \tilde{\Psi}\). To define them, we set for any subset \(\Lambda \subset \nabla\)

\[
\Psi_\Lambda := \{ \psi_\lambda : \lambda \in \Lambda \}, \quad \tilde{\Psi}_\Lambda := \{ \tilde{\psi}_\lambda : \lambda \in \Lambda \}
\]
as well as the generated wavelet spaces

\[
S_\Lambda := \text{clos}_{L^2(\Omega)} \text{span} \Psi_\Lambda, \quad \tilde{S}_\Lambda := \text{clos}_{L^2(\Omega)} \text{span} \tilde{\Psi}_\Lambda.
\]

Then, the projectors \(Q_\Lambda : L^2(\Omega) \to S_\Lambda, \tilde{Q}_\Lambda : L^2(\Omega) \to \tilde{S}_\Lambda\) are defined as

\[
Q_\Lambda f := \sum_{\lambda \in \Lambda} (f, \tilde{\psi}_\lambda)_{L^2(\Omega)} \psi_\lambda, \quad \tilde{Q}_\Lambda f := \sum_{\lambda \in \Lambda} (f, \psi_\lambda)_{L^2(\Omega)} \tilde{\psi}_\lambda,
\]

and it can easily be seen that they are adjoint operators. Finally, we will use \(Q := Q_\nabla\) as well as \(Q_j := Q_{\nabla_j}\).

**Remark 2.1.** Of course, one can formulate all that is said about wavelets so far also for Hilbert spaces \(H\) instead of \(L^2(\Omega)\) \([16]\). Note that in this case, the biorthogonal wavelet bases \(\tilde{\Psi}\) usually characterize the dual space \(H'\). This will be of some importance in the sequel.

**Remark 2.2.** In many cases, the estimate \((2.16)\) (\((2.17)\) resp.) can be extended from \(L^2(\Omega)\) to a whole range of Sobolev (and even Besov) spaces including \(L^2(\Omega)\). In fact, under appropriate assumptions on \(\Psi\) and \(\tilde{\Psi}\) there exist constants \(\gamma, \tilde{\gamma} > 0\) (depending on the approximation properties and the regularity of \(\Psi\) and \(\tilde{\Psi}\)) such that

\[
\sum_{\lambda \in \nabla} \|d_\lambda \psi_\lambda\|_{H^{\sigma}(\Omega)} \sim \left( \sum_{\lambda \in \nabla} 2^{2\sigma|\lambda|} |d_\lambda|^2 \right)^{1/2},
\]

holds for all \(\sigma \in (-\tilde{\gamma}, \gamma)\) \([16]\). This means that the Sobolev norm of a function can be estimated by a weighted \(\ell^2\)-norm of its wavelet coefficients.
Vector fields For the space $L^2(\Omega)$ of square integrable vector fields, we denote wavelet systems by boldface characters, i.e., $\Psi$, and in (2.10) one uses the standard norm

$$\|f\|_{L^2(\Omega)}^2 := \sum_{i=1}^n \|f_i\|_{L^2(\Omega)}^2$$

for $f \in L^2(\Omega)^n$. Moreover, in many cases, we have to equip the index $\lambda \in \nabla$ labeling the scalar wavelets with some additional index indicating the component of the vector field. For example, let $\Psi^{[\nu]} := \{\varphi^{[\nu]}_\lambda : \lambda \in \nabla^{[\nu]}\}$, $\tilde{\Psi}^{[\nu]} := \{\tilde{\varphi}^{[\nu]}_\lambda : \lambda \in \nabla^{[\nu]}\}$, $1 \leq \nu \leq n$, be (possibly different) biorthogonal systems in $L^2(\Omega)$. Then, the vector fields

$$\psi_{(i,\lambda)} := \psi^{[i]}_\lambda \delta_i, \quad \tilde{\psi}_{(i,\lambda)} := \tilde{\psi}^{[i]}_\lambda \delta_i, \quad \lambda \in \nabla^{[i]}, \quad 1 \leq i \leq n,$$

obviously form a biorthogonal wavelet basis for $L^2(\Omega)$. Here $\delta_i := (\delta_{i,1}, \ldots, \delta_{i,n})^T$, $1 \leq i \leq n$ denotes the canonical unit vector in $\mathbb{R}^n$. Denoting by

$$\nabla := \bigcup_{i=1}^n \bigcup_{\lambda \in \nabla^{[i]}} \{i, \lambda\}, \quad \lambda := (i, \lambda),$$

the corresponding set of indices, we obtain the biorthogonal vector wavelet system

$$\Psi = \{\psi_\lambda : \lambda \in \nabla\}, \quad \tilde{\Psi} = \{\tilde{\psi}_\lambda : \lambda \in \nabla\}.$$

3. Wavelet bases for stream function and flux spaces

In this section, we construct wavelet bases on the various stream function spaces defined in Section 2. Moreover, we recall the known construction of wavelets in the flux spaces and show relationships. We end up with Hodge decompositions of $L^2(\Omega)$.

3.1. General assumptions on the wavelet systems. We will formulate our results in terms of quite general assumptions with respect to wavelet systems in $L^2(\Omega)$. Since the construction of wavelets on general domains is still a field of intensive research (see, e.g., [9, 10, 15, 11, 20]), we want to clearly identify those properties of wavelet systems on $\Omega$ that are needed to proceed with the subsequent construction of wavelet bases for stream function and flux spaces. Thus, the task of constructing appropriate wavelets on $L^2(\Omega)$ is separated. We will show two concrete examples of bases fulfilling the latter assumptions in Section 4.

The assumption we will formulate now, will, roughly speaking, allow us to “play” with partial derivatives and wavelet systems. The motivation for this is the following result of P.G. Lemarié-Rieusset:

**Theorem 3.1.** [20] Let $\psi^{(1)}$, $\tilde{\psi}^{(1)} \in L^2(\mathbb{R})$ be biorthogonal wavelets on $\mathbb{R}$ (i.e., $\psi^{(1)}_{j,k}$, $\tilde{\psi}^{(1)}_{j,k}$, $j, k \in \mathbb{Z}$, form a biorthogonal system, where $f_{j,k}(x) := 2^{j/2} f(2^j x - k)$, $x \in \mathbb{R}$), such that $\psi^{(1)} \in H^1_0(\mathbb{R})$. Then, there exists a second pair $\psi^{(0)}$, $\tilde{\psi}^{(0)}$ of biorthogonal wavelets fulfilling

$$\frac{d}{dx} \psi^{(1)}(x) = 4 \psi^{(0)}(x), \quad \frac{d}{dx} \tilde{\psi}^{(0)}(x) = (-4) \tilde{\psi}^{(1)}(x).$$
What we need is a suitable generalization to the \( n \)-dimensional case, partial derivatives and domains \( \Omega \subset \mathbb{R}^n \).

**Assumption 1.** For all \( \gamma = (\gamma_1, \ldots, \gamma_n)^T \in E^n := \{0, 1\}^n \), and all \( i \in \{1, \ldots, n\} \) such that \( \gamma - \delta_i \in E^n \), there exist biorthogonal systems \( \Psi^{(\gamma)}, \tilde{\Psi}^{(\gamma)} \) on \( L^2(\Omega) \) with the following properties:

(a) \( \Psi^{(\gamma)}, \tilde{\Psi}^{(\gamma)} \) correspond to the same set of indices \( \nabla = \{(j, k) : j \geq j_0, k \in \nabla_j \} \)
for all \( \gamma \in E^n \), where \( j_0 \in \mathbb{Z} \) denotes some coarse level.
(b) The functions \( \psi^{(\gamma)}_\lambda, \lambda \in \nabla \) are compactly supported.
(c) One has
\[
\partial_i \Psi^{(\gamma)} = D^{(i)} \tilde{\Psi}^{(\gamma - \delta_i)},
\]
where here \( \Psi^{(\gamma)} \) is viewed as a column vector of functions and \( D^{(i)} \) are sparse transformations. By “sparse” we mean here that for each \( \lambda \in \nabla \), there is only a small and fixed number of nonzero entries \( D^{(i)}_{\lambda, \mu} \) of \( D^{(i)} (\mu \in \nabla) \).
(d) For all \( \lambda \in \nabla \) with \( |\lambda| > j_0 \) (i.e., \( \psi_\lambda \) is not a coarse level function), there exists an index \( i_\lambda \in \{1, \ldots, n\} \) such that
\[
D^{(i_\lambda)}_{\lambda, \mu} := (D^{(i_\lambda)}_{\mu, \nu})_{\mu, \nu} \in \nabla, i_\mu = i_\nu = i_\lambda
\]
is invertible and
\[
\| (D^{(i_\lambda)}_{\lambda, \mu} )^{-1} D^{(i_\mu)}_{\nu, \mu} \| \lesssim 1
\]
holds for all \( \mu \in \nabla, |\mu| \) independently of \( |\lambda| \), where \( \| \cdot \| \) denotes some matrix norm.
(e) We assume that \( D^{(i_\lambda)}_{\lambda, \mu} \neq 0 \) only if \( |\mu| = |\lambda| \) and \( i_\lambda = i_\mu \).

Let us illustrate this assumption for \( n = 2 \) by Figure 1. Assumption 1 states here, roughly speaking, that we can apply partial derivatives in the indicated way. Moreover, it states that the partial derivative for each wavelet can be expressed by a finite linear combination of few wavelets of a “lower” system. The conditions (d) and (e) are of a more technical nature. However, they are very important for the subsequent construction, since they allow us to express each wavelet in terms of linear combinations of certain partial derivatives of a “higher” system. The easiest example to think of occurs for \( \Omega = \mathbb{R}^2 \) and simply taking tensor products of the functions arising in Theorem 3.1.
Remark that condition (a) is by far not automatically fulfilled. It is a matter of adjusting certain parameters that enter the construction of wavelet bases on bounded domains \( \Omega \). However, for a significantly large set of examples this problem has been solved in \([13, 21, 33]\). We will focus on this later in Section 4.

Assumption \( \mathfrak{I} \) has some important immediate consequences, which will be used in the sequel: For each \( \lambda \in \mathbf{N} \), we obtain by \((3.1)\)
\[
\partial_i \psi_\lambda^{(\gamma)} = \sum_{\mu \in \mathbf{N} | \lambda} D^{(i)}_{\lambda, \mu} \psi_\mu^{(\gamma - \delta_i)},
\]
as well as \( \partial_i \psi_\lambda^{(\gamma)} = [D^{(i)}_{\lambda, \mu}]^\lambda \psi^{(\gamma - \delta_i)} \), where \([A]_\lambda\) denotes the \( \lambda \)-th row of \( A \). Moreover, for the biorthogonal system \( \check{\Psi}^{(\gamma)} \) we have
\[
\partial_i \check{\Psi}^{(\gamma - \delta_i)} = -(D^{(i)}_\lambda)^T \check{\Psi}^{(\gamma)},
\]
which is easily seen.\( ^1 \) Hence, the corresponding biorthogonal projectors fulfill
\[
\partial_i Q_j^{(\gamma)}(\nu) = Q_j^{(\gamma - \delta_i)}(\partial_i \nu), \quad \partial_i Q_j^{(\gamma)}(\nu) = Q_j^{(\gamma - \delta_i)}(\partial_i \nu), \quad j \geq 0.
\]

3.2. Norm equivalences. We can use Assumption \( \mathfrak{I} \) to derive a different way to estimate the \( H^1(\Omega) \)-norm of a function than the “standard” one given in \((2.20)\) for \( s = 1 \). It will turn out later that this new estimate is in certain cases better suited for characterizing the spaces \( H(\text{div}; \Omega) \) and \( H(\text{curl}; \Omega) \).

Denoting by \( \ell(\nabla) \) the space of all series that are labelled by the set of indices \( \nabla \), we define the operator \( d^{(i)} : \ell(\nabla) \to \ell(\nabla), \ i = 1, \ldots, n \), by
\[
d^{(i)}(c) := \sum_{\mu \in \mathbf{N} | \lambda} D^{(i)}_{\lambda, \mu} c_\mu = [D^{(i)}_{\lambda}]_\lambda c, \quad c \in \ell(\nabla),
\]
where \([A]_\lambda\) denotes the \( \lambda \)-th column of \( A \). Moreover, \( d^{(i, \lambda)} \) is defined in a straightforward manner. Then, we obtain

Remark 3.2. Under the hypotheses of Assumption \( \mathfrak{I} \) we have for each function \( f = \sum_{\lambda \in \mathbf{N}} c_\lambda \psi^{(\lambda)}_\lambda \in H^1(\Omega) \) the estimate
\[
\|f\|_{H^1(\Omega)} \sim \|c\|_{H^1(\nabla)} := (\|c\|_{L^2(\nabla)}^2 + \|\text{grad } c\|_{L^2(\nabla)}^2)^{1/2},
\]
where
\[
\text{grad } c := (d^{(1)}(c), \ldots, d^{(n)}(c))^T \in \ell(\nabla)
\]
and hence
\[
\|\text{grad } c\|_{L^2(\nabla)}^2 = \sum_{i=1}^n \|d^{(i)}(c)\|_{L^2(\nabla)}^2.
\]

\(^1\) In fact, using the notation \( \langle \Theta, \Phi \rangle := \langle (\theta, \phi) \rangle_{L^2(\Omega)} \) for two systems of functions, we obtain by integrating by parts and taking the compact support of \( \psi_\lambda^{(\gamma)} \) into account
\[
D^{(i)} = D^{(i)}(\psi^{(\gamma - \delta_i)}), \quad \check{\Psi}^{(\gamma - \delta_i)} = (\partial_i \psi^{(\gamma)}, \check{\Psi}^{(\gamma - \delta_i)}) = (-1)(\psi^{(\gamma)}, \partial_i \check{\Psi}^{(\gamma - \delta_i)}).
\]
Now, due to \((3.1)\) and the biorthogonality, we know that \( \partial_i \check{\Psi}^{(\gamma - \delta_i)} \) is some linear combination of \( \check{\Psi}^{(\gamma)} \), which shows \((3.3)\).
In fact,
\[
\partial_t f = \sum_{\lambda \in \mathcal{V}} \sum_{\mu \in \mathcal{V}_{(\lambda)}} c_{\lambda} D^{(1)}_{\mu,\lambda} \psi^{(1-\delta)}_{\mu} = \sum_{\lambda \in \mathcal{V}} \left( \sum_{\mu \in \mathcal{V}_{(\lambda)}} D^{(1)}_{\mu,\lambda} c_{\mu} \right) \psi^{(1-\delta)}_{\lambda},
\]
(3.9)
\[
= \sum_{\lambda \in \mathcal{V}} (d^{(1)} c)_{\lambda} \psi^{(1-\delta)}_{\lambda}.
\]

Note that we may change the ordering of the sums in the second equality above due to Assumption 1 (c) and (e). Using the norm equivalence \( (2.16) \) for \( \psi^{(1)} \) and \( \Psi^{(1-\delta)} \), \( 1 \leq i \leq n \), yields
\[
\|f\|_{H^1(\Omega)}^2 = \|f\|_{L^2(\Omega)}^2 + \|\text{grad } f\|_{L^2(\Omega)}^2 \sim \|e\|_{E(\mathcal{V})}^2 + \sum_{i=1}^n \|d^{(i)} c\|_{E(\mathcal{V})}^2 = \|e\|_{H^1(\mathcal{V})}^2,
\]
which proves (3.7).

We compare the estimates (3.7) and (2.20) by the following example.

**Example 3.3.** Let us consider the univariate case \( \Omega = (0,1) \) and choose a wavelet \( \psi^{(1)}_{\lambda} \), \( \lambda = (j,k) \), such that
\[
\psi^{(1)}_{\lambda}(x) = 2^{j/2} \psi^{(1)}(2^j x - k), \quad x \in [0,1], \quad \|\psi^{(1)}_{\lambda}\|_{L^2(0,1)} = 1.
\]
Then \( (2.20) \) gives an estimate of \( \|\psi^{(1)}_{\lambda}\|_{H^1(0,1)} \) by the term \( K_{\text{old}} := 2^j \), whereas (3.7) results, in view of Theorem 3.1, in an estimate by \( K_{\text{new}} := \sqrt{1 + 4^j 2^j} \). On the other hand, since \( \|\psi^{(0)}_{\lambda}\|_{L^2(0,1)} = 1 \), again Theorem 3.1 implies
\[
\|\psi^{(1)}_{\lambda}\|_{H^1(0,1)}^2 = \|\psi^{(1)}_{\lambda}\|_{L^2(0,1)}^2 + 4^j \|\psi^{(0)}_{\lambda}\|_{L^2(0,1)}^2 + 1 = 1 + 2^{2(j+2)},
\]
so that in this case \( K_{\text{new}} = \|\psi^{(1)}_{\lambda}\|_{H^1(0,1)} \), i.e., we obtain an exact estimate.

3.3. **Wavelet systems for** \( H_0(\text{curl}; \Omega) \). Now, we define a wavelet basis for the space \( H_0(\text{curl}; \Omega) \) in 3D. The definition is also valid for the 2D case, where one has to consider the space \( H_0(\text{curl}; \Omega)^2 \) defined in an obvious fashion.

**Definition 3.4.** Let \( 1 := (1, \ldots, 1)^T \in \mathbb{R}^n \) and define vector wavelet functions for \( \lambda = (i, \lambda) \in \mathcal{V} := \{(i, \lambda) : i = 1, \ldots, n; \lambda \in \mathcal{V}\} \) by
\[
\psi^{\text{curl}}_{\lambda} := \psi^{(1-\delta)}_{\lambda} \delta_i, \quad \tilde{\psi}^{\text{curl}}_{\lambda} := \tilde{\psi}^{(1-\delta)}_{\lambda} \delta_i.
\]
(3.10)

Accordingly, we define \( \Psi^{\text{curl}} := \{\psi^{\text{curl}}_{\lambda} : \lambda \in \mathcal{V}\} \) and \( \tilde{\Psi}^{\text{curl}} := \{\tilde{\psi}^{\text{curl}}_{\lambda} : \lambda \in \mathcal{V}\} \).

For the above-defined basis, we want to derive a norm equivalence that allows us to estimate the \( \|\|_{H(\text{curl}; \Omega)} \)-norm of each function \( \zeta \in H(\text{curl}; \Omega) \) by a (discrete) norm of the coefficients in the expansion of \( \zeta \) in terms of \( \Psi^{\text{curl}} \). Let us now define this norm, where we restrict ourselves to the 3D case, while a similar definition applies to \( n = 2 \). For a given sequence \( c \in l(\mathcal{V}) \), we define
\[
\text{curl } c := \big( d^{(1)} c^{(3)} - d^{(3)} c^{(1)} - d^{(1)} c^{(2)} - d^{(2)} c^{(1)} \big)^T,
\]
(3.11) where we have used the short-hand notation \( c^{(i)} := \{c_{(i,\lambda)}\}_{\lambda \in \mathcal{V}} \). Then, we set
\[
\|c\|_{H(\text{curl}; \mathcal{V})} := \left( \|c\|_{E(\mathcal{V})}^2 + \|\text{curl } c\|_{E(\mathcal{V})}^2 \right)^{1/2}.
\]
(3.12)
Now, we are ready to prove...
Then, we have
\[ \text{curl} \quad \text{curl} \quad \text{and hence} \]
\[ 2 \]
Moreover, for \( \zeta \in H_0(\text{curl}; \Omega) = \sum_{\lambda \in \mathbf{V}} c_{\lambda} \psi_{\lambda}^{\text{curl}} \) we have
\[ (3.13) \quad \||\zeta||_{H(\text{curl}; \Omega)} \sim ||c||_{H(\text{curl}; \nabla)}. \]

**Proof.** We will only give the proof for \( n = 3 \) and remark that the case \( n = 2 \) can be treated completely analogously. Let us first check that the functions \( \psi_{\lambda}^{\text{curl}}, \lambda \in \mathbf{V}, \) are indeed in \( H(\text{curl}; \Omega) \). To this end, set again \( \lambda = (i, \lambda) \in \nabla. \) Then, we have \( [\text{curl} \psi_{\lambda}^{\text{curl}}]_{i} = 0, \) which is trivially in \( L^2(\Omega). \) For \( i \neq i' \) we obtain \( \partial_i [\psi_{\lambda}^{\text{curl}}]_{i} = [D_{i\lambda}]_{\delta} \psi_{\lambda}^{(1-\delta_i, \delta)} \) which, by assumption, is a function in \( L^2(\Omega) \) and hence \( \text{curl} \psi_{\lambda}^{\text{curl}} \in L^2(\Omega). \)

The biorthogonality is readily seen:
\[ (\psi_{\lambda}^{\text{curl}}, \tilde{\psi}_{\lambda'}^{\text{curl}})_{L^2(\Omega)} = \delta_{i,i'}(\psi_{\lambda}^{(1-\delta_i)}, \tilde{\psi}_{\lambda'}^{(1-\delta)})_{L^2(\Omega)} = \delta_{i,i'} \delta_{\lambda,\lambda'} = \delta_{\lambda,\lambda'}, \lambda, \lambda' \in \mathbf{V}. \]

Next, we have to show that each function \( \zeta \in H_0(\text{curl}; \Omega) \) has a unique expansion in terms of \( \Psi^{\text{curl}}. \) By assumption, each \( \Psi^{(1-\delta_i)}, 1 \leq i \leq n, \) forms a Riesz basis for \( L^2(\Omega). \) Since \( \zeta \in H_0(\text{curl}; \Omega) \subset L^2(\Omega), \) this function can in fact be uniquely expanded in terms of \( \Psi^{\text{curl}}. \)

Finally, we have to prove (3.13). The norm equivalences for \( \Psi^{(1-\delta_i)} \) imply that
\[ \|\zeta\|_{L^2(\Omega)} \sim ||c||_{\ell^2(\nabla)}. \]

Using the norm equivalences for \( \Psi^{(\delta_i)} \) leads to
\[ (3.14) \quad \|\text{curl} \zeta\|_{L^2(\Omega)}^2 \sim \sum_{i=1}^{3} \sum_{\lambda \in \mathbf{V}} |(\text{curl} c)_{(i, \lambda)}|^2 = \|\text{curl} c\|_{\ell^2(\nabla)}, \]
so that we obtain (3.13). \( \square \)

**Remark 3.6.** The estimate (3.14) shows that \( \text{curl} \zeta = 0 \) in \( L^2(\Omega) \) if and only if \( \text{curl} c \equiv 0. \) Hence, given a wavelet expansion of \( \zeta \in H(\text{curl}; \Omega) \) in terms of \( \Psi^{\text{curl}}, \) we can check whether \( \zeta \) is \( \text{curl} \)-free or not by only considering the wavelet coefficients. This will turn out to be very useful in the sequel. Moreover, (3.14) implies for \( \zeta \in L^2(\Omega) \) that \( \zeta \in H(\text{curl}; \Omega) \) if and only if \( \text{curl} c \in \ell^2(\nabla). \) \( \square \)

**Remark 3.7.** When skipping hypothesis (b) of Assumption 4, it is also possible to study wavelet bases in \( H(\text{curl}; \Omega) \) instead of \( H_0(\text{curl}; \Omega) \). The above theorem remains valid for this case. \( \square \)

**Remark 3.8.** For later purposes, we note the following estimate
\[ (3.15) \quad \left\| \sum_{\lambda \in \mathbf{V}} c_{\lambda} \psi_{\lambda}^{\text{curl}} \right\|^2_{H^s(\Omega)} \sim \sum_{\lambda \in \mathbf{V}} 2^{2|\lambda|} |c_{\lambda}|^2, \]
provided that all systems \( \Psi^{(1-\delta_i)}, 1 \leq i \leq n, \) allow the characterization (2.20) for \( \sigma = s \in \mathbb{R}. \) In fact, (3.15) is an easy consequence of Definition 3.4 and (2.20). \( \square \)

Let us finally mention that the functions
\[ \psi_{\lambda}^{\text{curl}} := \psi_{\lambda}^{[i]} \delta_i, \quad \tilde{\psi}_{\lambda}^{\text{curl}} := \tilde{\psi}_{\lambda}^{[i]} \delta_i \]
for any wavelet systems \( \Psi^{[i]} \) in \( L^2(\Omega) \), \( 1 \leq i \leq n \), give rise to a wavelet basis in \( H_0(\text{curl}; \Omega) \) provided that the functions \( \psi^{[i]}_\lambda \) are sufficiently smooth (in order to ensure \( \tilde{\Psi}^{\text{curl}}_\lambda \in H_0(\text{curl}; \Omega) \). However, the corresponding norm equivalence will then in general not take such a nice structure as in \([3.14]\). By “nice” we mean that \( \text{curl} \mathbf{c} \) vanishes for \( \zeta \in H_0^0(\text{curl}; \Omega) \) (see Remark \([3.6]\), which is due to the special choice of the basis functions. Such a property cannot be expected by using arbitrary systems. Moreover, it will become clear in the next subsection that this particular choice enables us to construct \( \text{curl} \)-free vector wavelets.

3.4. Wavelet bases for \( H_0(\text{curl}; \Omega) \).

In this subsection we construct \( \text{curl} \)-free wavelet bases, which will be defined as follows. Let us again focus on the 3D case.

**Definition 3.9.** For \( \lambda \in \nabla \) and \( 1 \leq i \leq n \), we define

\[
(\psi^{\text{cf}})_{i\lambda} := [D]_{\lambda}^{(i)} \psi^{(1-\delta_i)}_\lambda, \quad \tilde{\psi}^{\text{cf}}_\lambda := [(D)_{\lambda}^{(i)}]^{-1} \tilde{\Psi}^{(1-\delta_i)}_\lambda \delta_{i\lambda},
\]

as well as \( \Psi^{\text{cf}} := \{\psi^{\text{cf}}_\lambda : \lambda \in \nabla\} \), \( \tilde{\Psi}^{\text{cf}} := \{\tilde{\psi}^{\text{cf}}_\lambda : \lambda \in \nabla\} \).

We remark that we have

\[
\psi^{\text{cf}}_\lambda = \text{grad} \psi^{(1)}_\lambda,
\]

which is in the spirit of \([2.14]\).

**Theorem 3.10.** Under the hypotheses of Assumption \([2]\) we have that for \( n = 2, 3 \), the systems \( \Psi^{\text{cf}} \), \( \tilde{\Psi}^{\text{cf}} \) form a stable biorthogonal wavelet basis for \( H_0^0(\text{curl}; \Omega) \).

**Proof.** It can easily be seen that \( \psi^{\text{cf}}_\lambda \) are in fact \( \text{curl} \)-free. Moreover, they are obviously linear combinations of \( \Psi^{\text{curl}} \) and \( \tilde{\Psi}^{\text{curl}} \), respectively, and hence in \( H_0(\text{curl}; \Omega) \). Using \([3.14]\), integration by parts, and the biorthogonality of the scalar systems, we obtain the biorthogonality of the vector fields:

\[
(\psi^{\text{cf}}_\lambda, \psi^{\text{cf}}_{\lambda'})_{L^2(\Omega)} = \left( \partial_{i\lambda} \psi^{(1)}_\lambda, [(D)_{\lambda'}^{(i)}]^{-1} \tilde{\Psi}^{(1-\delta_i)}_{\lambda'} \right)_{L^2(\Omega)} = (-1)^i \left( \psi^{(1)}_\lambda, [(D)_{\lambda'}^{(i)}]^{-1} \tilde{\Psi}^{(1-\delta_i)}_{\lambda'} \right)_{L^2(\Omega)} = \left( \psi^{(1)}_\lambda, \psi^{(1)}_{\lambda'} \right)_{L^2(\Omega)} = \delta_{\lambda,\lambda'}, \quad \lambda, \lambda' \in \nabla.
\]

Now it remains to prove that the system \( \Psi^{\text{cf}} \) is in fact a basis for \( H_0^0(\text{curl}; \Omega) \), i.e., that each vector field in \( H_0^0(\text{curl}; \Omega) \) has a unique expansion in terms of \( \Psi^{\text{cf}} \). To this end, let \( \zeta \in H_0^0(\text{curl}; \Omega) \). Since \( H_0^0(\text{curl}; \Omega) \subset L^2(\Omega) \), Assumption \([2]\) yields

\[
\zeta_i = \sum_{\lambda \in \nabla} \left( \zeta_i, \psi^{(1-\delta_i)}_{\lambda} \right)_{L^2(\Omega)} \psi^{(1-\delta_i)}_{\lambda},
\]

\[
= \left( \sum_{\lambda \in \nabla} \sum_{i \lambda = i} \left( \zeta_i, \psi^{(1-\delta_i)}_{\lambda} \right)_{L^2(\Omega)} \psi^{(1-\delta_i)}_{\lambda} + \sum_{\lambda \in \nabla} \sum_{i \lambda \neq i} \left( \zeta_i, \psi^{(1-\delta_i)}_{\lambda} \right)_{L^2(\Omega)} \psi^{(1-\delta_i)}_{\lambda} \right)
\]
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for $1 \leq i \leq n$. For the first sum in (3.18) we obtain

$$
\sum_{\lambda \in \mathcal{V}} (\zeta_i, \tilde{\psi}_\lambda^{(1-\delta_1)})_{L^2(\Omega)} \psi_\lambda^{(1-\delta_1)}
$$

(3.19)

\[
= \sum_{\lambda \in \mathcal{V}} (\zeta_{i\lambda}, [(D_{i\lambda}^{(i)})^{-1}]^T \tilde{\psi}_\lambda^{(1-\delta_1)})_{L^2(\Omega)} \psi_\lambda^{(1-\delta_1)}
\]

For the second term in (3.18), we use the fact that $\partial_i \zeta_i = \partial_i \zeta_i$ for $i \neq i_\lambda$, which is a consequence of $\text{curl} \zeta = 0$. In this case ($i \neq i_\lambda$) we obtain

$$
(\zeta_i, \tilde{\psi}_\lambda^{(1-\delta_1)})_{L^2(\Omega)} = (-1)[(D_{i\lambda}^{(i)})^{-1}]^T (\zeta_i, \partial_i \tilde{\psi}_\lambda^{(1-\delta_1)})_{L^2(\Omega)}
$$

(3.19)

which, in turn, implies

$$
\sum_{\lambda \in \mathcal{V}} (\zeta_{i\lambda}, [(D_{i\lambda}^{(i)})^{-1}]^T \tilde{\psi}_\lambda^{(1-\delta_1)})_{L^2(\Omega)} [D_{\lambda}]^\lambda \psi_\lambda^{(1-\delta_1)}.
$$

Finally, using the latter equation, (3.18) and (3.19) yields

$$
\zeta_i = \sum_{\lambda \in \mathcal{V}} (\zeta_{i\lambda}, [(D_{i\lambda}^{(i)})^{-1}]^T \tilde{\psi}_\lambda^{(1-\delta_1)})_{L^2(\Omega)} [D_{\lambda}]^\lambda \psi_\lambda^{(1-\delta_1)} = \sum_{\lambda \in \mathcal{V}} (\zeta, \tilde{\psi}_\lambda^{cf})_{L^2(\Omega)} [D_{\lambda}]^\lambda \psi_\lambda^{cf}
$$

for $1 \leq i \leq n$, which completes the proof.

The above result also gives rise to a characterization of $H_0^1(\text{curl}; \Omega)'$. Of course, since the space $H_0^1(\text{curl}; \Omega)$ is a closed subspace of $L^2(\Omega)$ (see, e.g., [25]), the dual space of $H_0^1(\text{curl}; \Omega)$ is isomorphic to the space itself. However, it may be helpful to have a concrete representation at hand. We would like to point out first that the dual system $\tilde{\Psi}^{cf}$ is in general not in $H_0^1(\text{curl}; \Omega)$. The biorthogonality between $\Psi^{cf}$ and $\tilde{\Psi}^{cf}$, however, ensures that $\Psi^{cf} \subset H_0^1(\text{curl}; \Omega)'$. In view of Theorem 3.10 this already proves the following result.

**Corollary 3.11.** A vector field $\zeta \in L^2(\Omega)$ is in $H_0^1(\text{curl}; \Omega)'$ if and only if

$$
(3.20) \quad \sum_{\lambda \in \mathcal{V}} |(\zeta, \psi_\lambda^{cf})_{L^2(\Omega)}|^2 < \infty.
$$

Finally, we derive some norm equivalences. If $\Omega$ is a bounded domain, (3.17) and the Poincaré–Friedrichs inequality imply the estimate

$$
(3.21) \quad \left\| \sum_{\lambda \in \mathcal{V}} c_\lambda \psi_\lambda^{cf} \right\|_{H^s(\Omega)}^2 \sim \sum_{\lambda \in \mathcal{V}} 2^{2(s+1)|\lambda|} |c_\lambda|^2,
$$
provided that the norm equivalence \((2.20)\) holds for \(\Psi^{(1)}\) and \(\sigma = s + 1\). Again, we obtain another estimate using the operator \(\text{grad} \) defined in \((3.8)\).

**Proposition 3.12.** Under the hypotheses of Assumption 1, we have

\[
\left\| \sum_{\lambda \in \mathcal{V}} c_\lambda \psi^{(1)}_\lambda \right\|_{L^2(\Omega)} \sim \| \text{grad} c \|_{L^2(\nabla)}.
\]

**Proof.** For each component \((i = 1, \ldots, n)\), we have by \((3.9)\)

\[
\sum_{\lambda \in \mathcal{V}} c_\lambda (\psi^{(1)}_\lambda)_i = \sum_{\lambda \in \mathcal{V}} (\text{grad} c)(i, \lambda) \psi^{(1, \delta_i)}_\lambda.
\]

Using the norm equivalence for \(\psi^{(1, \delta_i)}_\lambda\) yields the desired result. \(\square\)

### 3.5. Wavelets in \(H(\text{div}; \Omega)\)

With the technology of Section 2 at hand, it is not hard to see that the wavelet systems

\[
\psi_\lambda^{(\text{div})} := \psi^{(\delta_i)}_\lambda \delta_i, \quad \tilde{\psi}_\lambda^{(\text{div})} := \tilde{\psi}^{(\delta_i)}_\lambda \delta_i, \quad \lambda = (i, \lambda) \in \mathcal{V},
\]

form a biorthogonal system in \(H(\text{div}; \Omega)\). Moreover, the norm equivalence

\[
\| \zeta \|_{H(\text{div}; \Omega)} \sim \| c \|_{h(\text{div}; \nabla)},
\]

holds for any \(\zeta = \sum_{\lambda \in \mathcal{V}} c_\lambda \psi_\lambda^{(\text{div})} \in H(\text{div}; \Omega)\), where we have defined

\[
\text{div} : \ell(\nabla) \to \ell(\nabla), \quad \text{div} c := \sum_{i=1}^n d^{(i)} c^{(i)},
\]

and

\[
\| c \|_{h(\text{div}; \nabla)} := \left( \| c \|_{L^2(\nabla)}^2 + \| \text{div} c \|_{L^2(\nabla)}^2 \right)^{1/2}.
\]

In fact, by using reasoning similar to \((3.9)\), we obtain

\[
\| \zeta \|_{H(\text{div}; \Omega)}^2 = \| \zeta \|_{L^2(\Omega)}^2 + \left\| \sum_{i=1}^n \sum_{\lambda \in \mathcal{V}} c_\lambda \partial_i \psi^{(\delta_i)}_\lambda \right\|_{L^2(\Omega)}^2
\]

\[
= \| \zeta \|_{L^2(\Omega)}^2 + \left\| \sum_{\lambda \in \mathcal{V}} \sum_{i=1}^n (d^{(i)} c^{(i)})_\lambda \psi^{(0)}_\lambda \right\|_{L^2(\Omega)}^2
\]

\[
\sim \| c \|_{L^2(\nabla)}^2 + \sum_{\lambda \in \mathcal{V}} |(\text{div} c)_\lambda|^2 = \| c \|_{h(\text{div}; \nabla)}^2,
\]

which proves \((3.23)\). Finally, by using the standard estimate \((2.20)\), we obtain

\[
\| \zeta \|_{H^s(\Omega)}^2 \sim \sum_{\lambda \in \mathcal{V}} 2^{2|\lambda|s} |c_\lambda|^2
\]

provided that all \(\psi^{(\delta_i)}, 1 \leq i \leq n\), fulfill \((2.20)\) for \(\sigma = s\).
3.5.2. **Divergence-free wavelet bases.** Let us recall the construction of divergence-free wavelets. The construction of compactly supported divergence-free wavelets was initiated by P.G. Lemarié-Rieusset [26] (see also [32] for the generalization to nontensor product functions).

**Definition 3.13.** For 
\[ \lambda \in \nabla^\text{df} := \{ \lambda = (i, \lambda) : \lambda \in \nabla, \, 1 \leq i \leq n, \, i \neq i_\lambda \}, \]
we define 
\[
(\psi_{\lambda}^\text{df})_{|\nu} := \begin{cases} 0, & \nu \notin \{i, i_\lambda\}, \\ \psi_\lambda^{(\delta_i)}, & \nu = i, \\ -\partial_\nu (D_{i_\lambda}^{(i_\lambda)})^{-1} \psi_\lambda^{(\delta_i + \delta_{i_\lambda})}, & \nu = i_\lambda, \end{cases}
\]
(3.25)
as well as 
\[
(\tilde{\psi}_{\lambda}^\text{df}) := \psi_\lambda^{(\delta_i)}, \quad \lambda \in \nabla^\text{df}.
\]

The systems \( \Psi^\text{df} \) and \( \tilde{\Psi}^\text{df} \) are defined in a straightforward way. \[ \square \]

For convenience, let us briefly check that these functions are divergence-free. In fact, using (3.1) again, we obtain 
\[
\text{div} \, \psi_{\lambda}^\text{df} = \partial_\nu (\psi_\lambda^{(\delta_i)}) - \partial_\nu (D_{i_\lambda}^{(i_\lambda)})^{-1} \psi_\lambda^{(\delta_i + \delta_{i_\lambda})} = 0.
\]

In summary, we have

**Theorem 3.14.** [26, 32, 33] Under the hypotheses of Assumption 4, the following statements hold:
(a) \( \Psi^\text{div} \), \( \tilde{\Psi}^\text{div} \) form a biorthogonal system for \( H_0(\text{div}; \Omega) \).
(b) \( \Psi^\text{df} \) forms a Riesz basis for \( H^0_0(\text{div}; \Omega) \). \[ \square \]

Finally, we aim at deriving a norm equivalence in \( H^s(\Omega) \). Since this result is not included in the above-mentioned references, we will give it in detail. Let us consider a divergence-free vector field:

\[
\zeta = \sum_{\lambda \in \nabla^\text{df}} c_\lambda \, \psi_{\lambda}^\text{df}, \quad c \in \ell^2(\nabla^\text{df}).
\]
(3.27)

**Proposition 3.15.** Under the hypotheses of Assumption 4, the following estimate holds for the vector field \( \zeta \) in (3.27):
\[
\| \zeta \|_{H^s(\Omega)}^2 \sim \sum_{\lambda \in \nabla^\text{df}} 2^{2s|\lambda|} |c_\lambda|^2.
\]

**Proof.** Since \( \zeta \) is in particular in \( H_0(\text{div}; \Omega) \), it has a unique expansion in terms of \( \Psi^\text{div} \)
\[
\zeta = \sum_{\lambda \in \nabla} \tilde{c}_\lambda \, \psi_{\lambda}^\text{div}.
\]

By construction, we have \( \tilde{c}_\lambda = c_\lambda \) for all \( \lambda \in \nabla^\text{df} \). Since \( \zeta \) is divergence-free, its coefficients \( \tilde{c} \) fulfill \( \text{div} \, \tilde{c} = 0 \) (see (3.24)) and hence 
\[
d^{(i_\lambda)} \tilde{c}^{(n)} = - \sum_{i \neq i_\lambda} d^{(i)} \tilde{c}^{(i)} = - \sum_{i \neq i_\lambda} d^{(i)} c^{(i)},
\]
which implies
\[ (3.28) \quad \zeta^{(i)} = - \sum_{i \neq i^*} (d^{(i)})^{-1} d^{(i)} c^{(i)}. \]

Now, we use the norm equivalences for \( \Psi^{\text{div}} \) and obtain
\[ (3.29) \quad \| \zeta \|_{H^s(\Omega)}^2 \sim \sum_{i=1}^{n} 2^{2s|\lambda|} \| c^{(i)} \|_{L^2(\nabla)}^2, \]
so that by \((3.28)\)
\[ \| \zeta \|_{H^s(\Omega)}^2 \lesssim \sum_{i \neq i^*} 2^{2s|\lambda|} \| c^{(i)} \|_{L^2(\nabla)}^2 + \sum_{i \neq i^*} 2^{2s|\lambda|} \| (d^{(i)})^{-1} d^{(i)} c^{(i)} \|_{L^2(\nabla)}^2 \]
which proves our assertion. \( \square \)

3.5.3. A biorthogonal Helmholtz decomposition. The wavelets defined in \((3.29)\) give rise to a Helmholtz decomposition of \( H(\text{div}; \Omega) \). This was introduced in \([33]\) and may be summarized as follows. Using the same notation as above, we define
\[ (3.30) \quad \psi_{\lambda}^\Delta := \psi^{(\delta, \lambda)}_{\lambda} \delta_{\lambda}, \quad \lambda \in \nabla. \]
The induced spaces
\[ S_j^\Delta := \text{clos}_{H(\text{div}; \Omega)} \text{span} \psi_j^\Delta, \quad S_j^{\text{df}} := \text{clos}_{H(\text{div}; \Omega)} \text{span} \psi_j^{\text{df}} \]
fulfill
\[ S_j^\text{div} = S_j^\Delta + S_j^{\text{df}}, \]
where \( S_j^{\text{df}} \) is induced by \( \Psi^{\text{div}} \) in \((3.22)\) in the natural way. This results in a splitting
\[ H_0(\text{div}; \Omega) = H_0^0(\text{div}; \Omega) \oplus H^\Delta(\Omega), \]
where \( H^\Delta(\Omega) = S(\Psi^\Delta) \) (and also for \( L^2(\Omega) \) instead of \( H_0(\text{div}; \Omega) \)). This decomposition is \textit{not} orthogonal, but stable, which can be shown by introducing the dual functions
\[ \psi_{\lambda}^{\text{df}} := \psi^{(\delta, \lambda)}_{\lambda} \delta_{\lambda}, \quad \lambda = (i, \lambda) \in \nabla^{\text{df}} \]
as well as
\[ (\psi_{\lambda}^{\text{df}}) \vert_{\nu} := \partial_{\nu}[-(D^{(i)})^{-1}]_{\lambda} \psi_{\lambda}^{(0)}, \quad 1 \leq \nu \leq n. \]
Then, the following orthogonality relations hold
\[ (\psi_{\lambda}^{\text{df}}, \psi_{\lambda'}^{\text{df}})_{L^2(\Omega)} = (\psi_{\lambda'}^{\text{df}}, \psi_{\lambda}^{\text{df}})_{L^2(\Omega)} = 0 \]
for \( \lambda \in \nabla^{\text{df}}, \lambda \in \nabla, \) and
\[ (\psi_{\lambda}^{\Delta}, \psi_{\lambda'}^{\Delta})_{L^2(\Omega)} = \delta_{\lambda, \lambda'}, \quad (\psi_{\lambda}^{\text{df}}, \psi_{\lambda'}^{\text{df}})_{L^2(\Omega)} = \delta_{\lambda, \lambda'} \]
for all \( \lambda, \lambda' \in \nabla \) and \( \lambda, \lambda' \in \nabla^{\text{df}}. \)
3.6. **Interrelations and Hodge decompositions.** With the above constructed various wavelet bases for flux and stream function spaces at hand, we obtain some relationships between the bases (and induced spaces, of course) as well as Hodge decompositions. Firstly, we may reformulate the norm equivalence (3.13) for $H^0_0(\curl; \Omega)$ in the following way:

$$\|\zeta\|^2_{H(\curl; \Omega)} \sim \sum_{\lambda \in \nabla} \left\{ \left( \|\zeta, \psi^\curl_{\lambda}\|_{L^2(\Omega)} \right)^2 + \left( \|\zeta, \psi^\div_{\lambda}\|_{L^2(\Omega)} \right)^2 \right\}$$

for $\zeta \in H^0_0(\curl; \Omega)$. Let us now consider the two Hodge decompositions (2.12) and (2.13).

**Theorem 3.16.** Under the hypotheses of Assumption 1 we have that for any subsets $\Lambda^\text{df} \subset \nabla^\text{df}$, $\Lambda^\text{cf} \subset \nabla$, the induced spaces

$$S^\text{df}_\Lambda := \text{clos} \mathcal{H}_0^0(\div; \Omega) \text{ span} \psi^\text{df}_\Lambda, \quad S^\text{cf}_\Lambda := \text{clos} \mathcal{H}(\curl; \Omega) \text{ span} \psi^\text{cf}_\Lambda,$$

are orthogonal with respect to $\langle \cdot, \cdot \rangle_{L^2(\Omega)}$ and

$$a_{\div}(u, v) := (u, v)_{L^2(\Omega)} + (\div u, \div v)_{L^2(\Omega)},$$

as well as

$$a_{\curl}(u, v) := (u, v)_{L^2(\Omega)} + (\curl u, \curl v)_{L^2(\Omega)}.$$

**Proof.** Using integration by parts and (3.1), we obtain

$$(\psi^\text{df}_\lambda, \psi^\text{cf}_{\lambda'})_{L^2(\Omega)} = (\psi^\text{df}_\lambda, \grad \psi^\text{cf}_{\lambda'})_{L^2(\Omega)} = (\psi^\text{df}_\lambda, \psi^\text{cf}_{\lambda'})_{L^2(\Omega)} = 0, \quad \lambda \in \nabla^\text{df}, \lambda' \in \nabla,$$

since $\psi^\text{df}_\lambda$ is divergence-free. The orthogonality w.r.t. $a_{\div}(\cdot, \cdot)$ and $a_{\curl}(\cdot, \cdot)$ automatically follows from the fact that $\psi^\text{df}_\lambda$, $\psi^\text{cf}_\lambda$ are, respectively, divergence- and curl-free.

The latter theorem obviously gives rise to a Hodge decomposition in the spirit of (2.12). Note that Theorem 3.16 holds for any subsets $\Lambda^\text{df}$, $\Lambda^\text{cf}$, so that these bases may also be used for an adaptive approach. Moreover, it should be noted that $\psi^\text{cf}$ in the latter theorem need not have vanishing traces on the boundary of $\Omega$. Recall that, due to Remark 3.7, this is also provided by our construction. The second Hodge decomposition (2.13) now involves the space $\mathcal{H}_0^0(\curl; \Omega)$, i.e., the trace of these functions vanishes on the boundary of $\Omega$. The price we have to pay for this is a higher smoothness of the divergence-free wavelet functions (and hence, in general, a larger support).

**Theorem 3.17.** In addition to Assumption 1 assume that $\Psi^{(0)} \subset H^1_0(\Omega)$. Then, the subsets $S^\text{df}_\Lambda$ and $S^\text{cf}_\Lambda$ give rise to a Hodge decomposition relative to (2.13) w.r.t. $(\cdot, \cdot)_{L^2(\Omega)}$, $a_{\div}(\cdot, \cdot)$ and $a_{\curl}(\cdot, \cdot)$.

**Proof.** Since $\Psi^{(0)} \subset H^1_0(\Omega)$, we obtain $S^\text{df}_\Lambda \subset H^1(\Omega) \cap H^0_0(\Div; \Omega) \cap H^0_0(\curl; \Omega)$ which is isomorphic to $H^0_0(\curl; \Omega)$. The orthogonality was already shown in the proof of Theorem 3.16 above.
4. Examples

Our construction is so far based on the general hypotheses stated in Assumption 1. In this section, we give examples of wavelet bases on certain domains \( \Omega \subset \mathbb{R}^n \) that fulfill this assumption.

The first example is related to tensor product domains. On these domains, wavelet bases can be used that are tensor products of corresponding functions on the interval \([0, 1]\). Hence, we consider Assumption 1 for wavelet systems on the interval. Moreover, we show concrete examples for Daubechies’ orthonormal wavelets as well as biorthogonal spline wavelets (adapted to the interval).

Of course, tensor product domains are of limited use when one thinks to applications in numerical analysis. Hence, we consider two types of generalizations. Both treat domains that are the image of \( ^n(\mathbb{R}) \), the first example are ane mappings, the second one conformal mappings in 2D. Finally, we outline further extensions using domain decomposition ideas.

Scaling systems. Before going to these examples, let us recall the basic facts on scaling systems. They will be of some importance in checking the conditions of Assumption 1. In many cases, the (primal) wavelet system \( \Psi \) is constructed with the aid of a family of \( L^2(\Omega) \)-functions \( \Phi_j := \{ \varphi_{j,k} : k \in \Delta_j \} \), where again \( j \in \mathbb{N}_0 \) can be understood as the scale or the level and \( \Delta_j \) is some (finite) set of indices. Thinking of \( \Phi_j \) as the column vector with components \( \varphi_{j,k}, k \in \Delta_j \), we say that \( \{ \Phi_j \}_{j \in \mathbb{N}_0} \) is refinable if there exists a matrix \( M_{j,0} \in \mathbb{R}^{|\Delta_j+1| \times |\Delta_j|} \) such that

\[
\Phi_j = M_{j,0}^T \Phi_{j+1}.
\]

In other words, \( M \) means that each function on level \( j \) can be represented as a linear combination of the basis functions on level \( j + 1 \). A refinable system \( \{ \Phi_j \}_{j \in \mathbb{N}_0} \) of linearly independent functions (where the constants in the corresponding norm equivalences do not depend on \( j \)) is also called a (primal) single scale system, generator or scaling system. The refinement equation (4.1) in particular implies that the induced spaces

\[
S_j := S(\Phi_j) := \text{span}(\Phi_j)
\]

are nested: \( S_j \subset S_{j+1} \).

The biorthogonal wavelet system \( \tilde{\Psi} \) is generated by a (dual) single scale system formed by \( \tilde{\Phi}_j = \{ \tilde{\varphi}_{j,k} : k \in \Delta_j \} \), i.e.,

\[
(\varphi_{j,k}, \tilde{\varphi}_{j,k'})_{L^2(\Omega)} = \delta_{k,k'},
\]

for \( j \in \mathbb{N}_0 \) and \( k,k' \in \Delta_j \).

Now, biorthogonal wavelet spaces \( W_j, \tilde{W}_j \) are defined by

\[
W_j := S_{j+1} \ominus S_j, \quad \tilde{W}_j := \tilde{S}_{j+1} \ominus \tilde{S}_j, \quad S_j \perp \tilde{W}_j, \quad \tilde{S}_j \perp W_j,
\]

where the orthogonality is to be understood with respect to the \( L^2 \)-inner product. Constructing biorthogonal wavelets then amounts to finding bases

\[
\Psi_j := \{ \psi_{j,k} : k \in \sigma_j \}, \quad \tilde{\Psi}_j := \{ \tilde{\psi}_{j,k} : k \in \sigma_j \}, \quad (\sigma_j := \Delta_{j+1} \setminus \Delta_j)
\]

of \( W_j, \tilde{W}_j \), respectively, such that

\[
\Psi_j = M_{j,1}^T \Phi_{j+1}, \quad \tilde{\Psi}_j = \tilde{M}_{j,1}^T \tilde{\Phi}_{j+1}, \quad M_{j,1,} \tilde{M}_{j,1} \in \mathbb{R}^{|\Delta_{j+1}| \times |\sigma_j|},
\]
as well as
\begin{equation}
(\psi_{j,k}, \tilde{\psi}_{j,k'})_{L^2(\Omega)} = \delta_{k,k'}, \quad j \in \mathbb{N}_0, k,k' \in \nabla_j,
\end{equation}
and the collections
\begin{equation}
\Psi := \{\psi_{\lambda} : \lambda \in \nabla\}, \quad \tilde{\Psi} := \{\tilde{\psi}_{\lambda} : \lambda \in \nabla\}, \quad \nabla := \bigcup_{j \geq -1} \nabla_j
\end{equation}
\begin{equation}
(\Psi_{-1} := \Phi_0, \tilde{\Psi}_{-1} := \tilde{\Phi}_0, \nabla_{-1} := \Delta_0) \text{ form Riesz bases for } L^2(\Omega).
\end{equation}
One may also view the construction of wavelet systems as follows (see [16]).

Given a rectangular matrix $M_{j,0}$, find a sparse completion $M_{j,1}$ such that the composed matrix $M_j := (M_{j,0} M_{j,1})$ is invertible, its inverse is also sparse, and one has
\begin{equation}
\|M_j\|, \|M_j^{-1}\| = O(1), \quad j \to \infty.
\end{equation}

4.1. Tensor product domains. Now we are ready to consider wavelet bases on tensor product domains that fulfill the conditions of Assumption 1. We start by the univariate functions on the interval.

4.1.1. Univariate functions. Since we will be concerned with tensor products of univariate scaling and wavelet systems, it will be convenient to use a different notation for the systems in 1D. We will denote by
\begin{equation}
\Xi_j := \{\xi_{j,k} : k \in \mathcal{I}_j\}, \quad \tilde{\Xi}_j := \{\tilde{\xi}_{j,k} : k \in \mathcal{I}_j\}
\end{equation}
the univariate dual scaling systems, and by
\begin{equation}
\Upsilon_j := \{\eta_{j,k} : k \in \mathcal{J}_j\}, \quad \tilde{\Upsilon}_j := \{\tilde{\eta}_{j,k} : k \in \mathcal{J}_j\}
\end{equation}
the univariate biorthogonal wavelet systems ($\mathcal{I}_j, \mathcal{J}_j$ being appropriate sets of indices). Using, as above $\Upsilon_{-1} := \Xi_0, \tilde{\Upsilon}_{-1} := \tilde{\Xi}_0$, we obtain the full set of wavelets
\begin{equation}
\Upsilon := \bigcup_{j \geq -1} \Upsilon_j, \quad \tilde{\Upsilon} := \bigcup_{j \geq -1} \tilde{\Upsilon}_j,
\end{equation}
and the corresponding set of indices
\begin{equation}
\mathcal{J} := \bigcup_{j \geq -1} \mathcal{J}_j.
\end{equation}
Finally, we introduce the abbreviation
\begin{equation}
\mathcal{J}_{j,e} := \begin{cases} \mathcal{J}_j, & e = 1, \\ \mathcal{I}_j, & e = 0. \end{cases}
\end{equation}

4.1.2. Differentiation and integration. In order to check the conditions of Assumption 1 we first need the following extension of Theorem 3.1 (which was stated for the real line) to systems on the interval $[0,1]$. The proof can be found e.g., in [21, 28, 33]. So far, to our knowledge, the result has been proved for three examples of wavelet systems on $[0,1]$:

(a) Orthonormal wavelets on $[0,1]$, see [13]. In this case, all what is said below holds for $\mathbf{\tilde{Y}} = \mathbf{\Upsilon}$.

(b) Systems arising by iteratively applying Theorem 1.1 below to the systems in (a) and the arising results. I.e., these are biorthogonal systems arising from orthonormal ones by differentiation and integration.

(c) Biorthogonal spline wavelets on $[0,1]$, see [13].
Theorem 4.1. Let $\Xi_j^{(1)}$, $\hat{\Xi}_j^{(1)}$ be one of the above listed systems of univariate scaling functions and $\Psi_j^{(1)}$, $\hat{\Psi}_j^{(1)}$ be the induced biorthogonal wavelet system on $\Omega \in \{[0,1], \mathbb{R}, \mathbb{T} \}$ (the torus) such that $\Psi_j^{(1)} \subset H^1_0(\Omega)$. Then, there exists a second system of dual scaling functions $\Xi_j^{(0)}$, $\hat{\Xi}_j^{(0)}$ and induced biorthogonal wavelets $\Psi_j^{(0)}$, $\hat{\Psi}_j^{(0)}$ (w.r.t. the same set of indices $\mathcal{T}_j$, $\mathcal{J}_j$, respectively) such that

$$
\frac{d}{dx} \Xi_j^{(1)} = D_{j,0} \Xi_j^{(0)}, \quad \frac{d}{dx} \hat{\Xi}_j^{(1)} = -D_{j,0}^T \hat{\Xi}_j^{(0)},
$$

$$
\frac{d}{dx} \Psi_j^{(1)} = D_{j,1} \Psi_j^{(0)}, \quad \frac{d}{dx} \hat{\Psi}_j^{(1)} = -D_{j,1}^T \hat{\Psi}_j^{(0)},
$$

where $D_{j,e} \in \mathbb{R}^{J_j \times |J_j|}$, $e = 0,1$, are sparse matrices such that $D_{j,1}$ is regular and $\|D_{j,1}^{-1} D_{j,0}\| \lesssim 1$ independently of $j$. \qed

Obviously, Theorem 4.1 implies the validity of Assumption 4.1 in 1D and $\Omega \in \{[0,1], \mathbb{R}, \mathbb{T} \}$. Using again the abbreviations $\lambda = (j,k)$ and $[D_j]_\lambda$, $[D_j]_{\hat{\lambda}}$ for the $\lambda$-th row and column of $D_j$, respectively, we can also reformulate (4.12) for each wavelet function:

$$
\frac{d}{dx} \lambda \Xi_j^{(0)} = [D_{j,0}]_\lambda \Xi_j^{(0)}, \quad \hat{\Xi}_j^{(1)} = -[D_{j,0}]^T \lambda \frac{d}{dx} \Xi_j^{(0)},
$$

$$
\frac{d}{dx} \lambda \Psi_j^{(0)} = [D_{j,1}]_\lambda \Psi_j^{(0)}, \quad \hat{\Psi}_j^{(1)} = -[D_{j,1}]^T \lambda \frac{d}{dx} \hat{\Psi}_j^{(0)}.
$$

4.1.3. Tensor product wavelets. Next, we build tensor products of the univariate systems in the following way. For any index vectors $e = (e_1, \ldots, e_n)^T \in E^* := \{0,1\}^n \setminus \{\emptyset\}$ and $k = (k_1, \ldots, k_n)^T$, we define

$$
\psi_{j,e,k}(x) := \prod_{\nu=1}^n \vartheta_{j,e_\nu,k_\nu}(x_\nu), \quad \vartheta_{j,e_\nu,k_\nu} := \begin{cases} \eta_{j,k_\nu}, & e_\nu = 1, \\ \xi_{j,k_\nu}, & e_\nu = 0. \end{cases}
$$

Here, $k$ ranges over the set of indices

$$
\nabla_j := \bigcup_{e \in E^*} \nabla_{j,e},
$$

where $\nabla_{j,e} := \mathcal{J}_{j,e_1} \times \cdots \times \mathcal{J}_{j,e_n}$, see (4.11).

Moreover, we define the scaling functions by

$$
\varphi_{j,k}(x) := \prod_{\nu=1}^n \xi_{j,k_\nu}(x_\nu), \quad k \in \Delta_j := \mathcal{J}_j^n.
$$

The wavelet spaces are then defined by

$$
\Psi_j := \bigcup_{e \in E^*} \Psi_{j,e},
$$

and all definitions hold similarly for the dual/biorthogonal systems of functions.
4.1.4. Differentiation and integration continued. Now, we use the systems induced by $$\Xi^{(1)}$$, $$\Xi^{(1)}$$ as well as $$\Xi^{(0)}$$, $$\Xi^{(0)}$$ within a tensor product framework. For $$\gamma = (\gamma_1, \ldots, \gamma_n)^T \in \{0, 1\}^n =: E^n$$, we define

$$\psi^{(\gamma)}_\lambda(x) := \psi^{(\gamma)}_{j,e,k}(x) := \prod_{\nu=1}^n \tilde{\eta}^{\gamma}_j,e,k_\nu(x_\nu), \quad \tilde{\eta}^{\gamma}_j,e,k_\nu := \begin{cases} \eta^{(1)}_{j,k_\nu}, & \gamma_\nu = 1, \ e_\nu = 1, \\ \eta^{(0)}_{j,k_\nu}, & \gamma_\nu = 0, \ e_\nu = 1, \\ \epsilon^{(1)}_{j,k_\nu}, & \gamma_\nu = 1, \ e_\nu = 0, \\ \epsilon^{(0)}_{j,k_\nu}, & \gamma_\nu = 0, \ e_\nu = 0. \end{cases}$$

(4.15)

All systems of functions $$\Psi^{(\gamma)}_j$$ as well as its duals are defined in a straightforward manner. Now, we may collect all what is said in this subsection to obtain:

**Proposition 4.2.** The biorthogonal systems $$\Psi^{(\gamma)}_j, \tilde{\Psi}^{(\gamma)}_j, \gamma \in E^n$$ fulfill Assumption 1 for $$\Omega = [0, 1]^n$$.

4.2. Parametric mappings. In this section, we consider domains $$\Omega \subset \mathbb{R}^n$$ that are images under certain parametric mappings $$F : \mathbb{R}^n \rightarrow \mathbb{R}^n$$, i.e., $$\Omega = F(\tilde{\Omega})$$, where $$\tilde{\Omega} := (0, 1)^n$$ denotes the reference cube. Of course, $$F$$ has to be bijective.

4.2.1. Affine images. If $$\Omega$$ is a parallelepiped in $$\mathbb{R}^n$$, it is known that there exists an affine mapping $$F$$ such that $$\Omega = F(\tilde{\Omega})$$. In particular, there exists some $$A \in \text{GL}(\mathbb{R}^n, \mathbb{R}^n)$$ and some $$b \in \mathbb{R}^n$$ such that $$F(\tilde{x}) = A\tilde{x} + b, \tilde{x} \in \tilde{\Omega}$$. Hence, the linear tangent mapping $$DF$$ as well as the Jacobian $$J$$ of $$F$$ are constant with respect to $$\tilde{x}$$. Moreover, we denote by $$\left| J \right|$$ the determinant of $$J$$.

Now, define for any $$\tilde{v} \in H(\text{div}; \tilde{\Omega})$$

$$\nu(x) := \frac{1}{\left| J \right|} DF \tilde{v}(\tilde{x}), \quad x = F(\tilde{x}) \in \Omega.$$  

(4.16)

It is well known (see for example [30]) that the mapping $$\tilde{v} \mapsto \nu$$ is a bijective affine transformation from $$H(\text{div}; \tilde{\Omega})$$ onto $$H(\text{div}; \Omega)$$. Moreover, one has

$$\int_{\Omega} q(x) \text{ div } \nu(x) \, dx = \int_{\tilde{\Omega}} \tilde{q}(\tilde{x}) \text{ div } \tilde{v}(\tilde{x}) \, d\tilde{x}$$  

(4.17)

for all $$\tilde{q} \in L^2(\tilde{\Omega})$$, where

$$q(x) := \tilde{q}(\tilde{x}), \quad x = F(\tilde{x}) \in \Omega.$$  

(4.18)

Let us now consider wavelet bases $$\tilde{\Psi}_j^{\text{div}}$$ and $$\tilde{\Psi}_j^{\text{df}}$$ on $$\tilde{\Omega}$$ as defined in (3.22) and Definition 3.13 above. Then, we define $$\Psi_j^{\text{div}}$$ and $$\Psi_j^{\text{df}}$$ by using (4.16). Since $$\tilde{v} \mapsto \nu$$ is a mapping onto and because of (4.17), the latter wavelet systems are in fact wavelet bases for $$H_0(\text{div}; \Omega)$$ and $$H_0^0(\text{div}; \tilde{\Omega})$$, respectively. Finally, concerning $$H_0^0(\text{curl}; \Omega)$$, we remark that (4.17) implies

$$\int_{\Omega} \text{ grad } q(x) \cdot \nu(x) \, dx = \int_{\tilde{\Omega}} \text{ grad } \tilde{q}(\tilde{x}) \cdot \tilde{v}(\tilde{x}) \, d\tilde{x}.$$  

(4.19)
Now, define $\Psi^{(1)}$ starting from $\tilde{\Psi}^{(1)}$ using (4.18). Then, we obtain that $\text{grad} \psi^{(1)}$ is orthogonal to $\Psi^{(1)}_{\lambda}$ for all $\lambda \in \nabla$ in view of (4.19). Hence, (2.14) implies that $\text{grad} \Psi^{(1)}$ is in fact a wavelet basis for $H^0_0(\text{curl}; \Omega)$. Note that the duals are defined by

$$\tilde{v}(x) := DF^{-T} \tilde{\psi}(\hat{x}), \quad x = F(\hat{x}) \in \Omega.$$ 

4.2.2. Conformal images. Conformal mappings have been used extensively both for the analysis and the numerical solution of incompressible flow problems. This is due to the fact that mappings that are conformal (and orthogonal) preserve certain simple differential operators as div and grad, see [8, 23]. On the other hand, these mappings are restricted to the 2D case.

In contrary to (4.16), we define in this case for any $\tilde{v} \in H(\text{div}; \tilde{\Omega})$

$$\mathbf{v}(x) := \tilde{\mathbf{v}}(\hat{x}), \quad x = F(\hat{x}) \in \Omega.$$ 

Since div and grad are preserved, it is obvious that this gives wavelet systems in $H(\text{div}; \Omega)$ and $H(\text{curl}; \Omega)$ as well as, respectively, divergence and curl-free wavelet bases (in 2D using (2.1)). In this case, one may define the dual system by

$$\tilde{\mathbf{v}}(x) := \frac{1}{|J(\hat{x})|} \tilde{\mathbf{v}}(\hat{x}), \quad x = F(\hat{x}) \in \Omega.$$ 

4.3. Domain decomposition. The construction of wavelet bases on more general domains is still a field of very active research, see [9, 10, 15, 19, 20]. The basic idea in all those references is to decompose the domain $\Omega$ of interest into nonoverlapping subdomains $\Omega_i$, $i = 1, \ldots, N$. Each of the subdomains is then mapped to the reference cube $\tilde{\Omega}$ with the aid of parametric mappings. Finally, additional care has to be taken with respect to the interfaces between the subdomains in order to obtain global continuity, for example.

Now, one could try to use the bases created above within this framework in order to obtain wavelets in $H(\text{div}; \Omega)$ and $H(\text{curl}; \Omega)$ on more complex domains. However, since we used integration by parts, the traces of the divergence- and curl-free wavelets vanish on the boundary. Hence, one has to add certain functions near the boundary in order to generate the full spaces $H^0(\text{div}; \Omega)$ and $H^0(\text{curl}; \Omega)$, respectively. These functions then have to be combined across the interelement boundaries while preserving their div and curl, respectively, which might be somewhat unsatisfactory as well as very technical.

A different approach was proposed in [7]. Here, the global continuity is enforced by means of Lagrange multipliers and hence one does not need to take care explicitly on the interelement boundaries. However, on each of the subdomains $\Omega_i$ one still has to have a full basis, i.e., one in $H^0(\text{div}; \Omega_i)$ and $H^0(\text{curl}; \Omega_i)$, rather than in $H^0(\text{div}; \Omega_i)$ and $H^0(\text{curl}; \Omega_i)$. Hence, one is still left with the problem of adding appropriate functions near the boundary. This problem as well as possible further extensions to more complicated domains will be treated in a forthcoming paper.

4.4. Examples. In this section, we show concrete examples for our construction. We would like to mention, that all computations needed to produce the figures below have been made using the Multiscale Library that is documented in [3].
Let us start with some remarks on the structure of the matrices $D_{j,i}$ and the support of the wavelets. For biorthogonal systems on $\mathbb{R}$, it was proven in [26] that

\begin{equation}
(D_{j,0})_{k,k'} = 2^j(\delta_k, k' - \delta_{k', -1}), \quad (D_{j,1})_{k,k'} = 2^{j+2}\delta_k, k'.
\end{equation}

Note that $D_{j,1}$ is a diagonal matrix. Adapting these systems of functions to $[0,1]$ as in [18], leads to matrices of the form

\begin{equation}
D_{j,i} = \begin{pmatrix} D^L & D^I \\ D^I & D^R \end{pmatrix} \in \mathbb{R}^{\|\nabla_j, i \| \times \|\nabla_j, i \|}, \quad i = 0, 1.
\end{equation}

The large central block $D^I$ is of the form (4.20) and the two blocks $D^L, D^R$ that correspond to the modifications of those functions living near the boundary, are small. For $D_{j,1}$, it is obvious that the inverse is (block) diagonal. Hence also those dual functions involving the inverses (such as $\tilde{\Psi}^i$) are locally supported. As can be seen in Definition 3.13, this is important for the locality of the divergence-free wavelets as well as for the norm equivalences.

4.4.1. Biorthogonal B-spline wavelets. Let us denote by $N_L$ the cardinal B-spline of order $L \geq 1$. It is well known that $N_L$ is refinable. In [12], a whole family of dual scaling functions $\tilde{N}_{L, \bar{L}}$ for $L + \bar{L}$ even, was constructed. Here $\bar{L}$ is related to the smoothness (and hence also to the size of the support) of $\tilde{N}_{L, \bar{L}}$ in the sense that for growing $\bar{L}$ also the smoothness grows. It can be shown [20, 22] that for $\varphi^{(0)} = N_L$, $\tilde{\varphi}^{(0)} = \tilde{N}_{L, \bar{L}}$ one has $\varphi^{(1)} = N_{L+1}$ and $\tilde{\varphi}^{(1)} = \tilde{N}_{L+1, \bar{L}+1}$. We display these functions and the associated biorthogonal wavelets in Figure 2 for $L = 2$ and $\bar{L} = 8$. 

---

**Figure 2.** B-spline generators (left) $N_2, \tilde{N}_{2,8}$ (top) and $N_3, \tilde{N}_{3,7}$ (bottom) and biorthogonal wavelets (right) generated by these functions.
4.4.2. Orthogonal wavelets. One may wish to have an orthonormal wavelet basis for \( H(\text{div}; \Omega) \) and \( H(\text{curl}; \Omega) \). As already stated, orthonormal wavelets are a special case of biorthogonal ones where primal and dual functions coincide. Hence one can, in principle, apply our construction. However, a closer look to (4.12) shows that even if \( (1) \) gives rise to orthonormal wavelets \( Y_j(1) \), the second system \( X_j(0) \), \( Y_j(0) \) is not orthogonal, but biorthogonal. Hence, all constructed wavelet bases are not orthogonal even when Daubechies’ wavelets are used on \([0, 1]\), see [22]. For divergence-free wavelets it is moreover known that no basis for \( H^0(\text{div}; \Omega) \) consisting of compactly supported orthogonal divergence-free wavelets exists, see [27].

However, as already mentioned, we may apply our construction to Daubechies’ orthogonal wavelets. In Figure 3 we display the orthonormal scaling functions \( \varphi(0) = N\varphi \) and \( \psi(0) = N\psi \) for \( N = 3 \) (i.e., the mask has \( 2N \) nonvanishing coefficients). Moreover, the functions \( N\varphi(1), N\psi(1) \) as well as their duals from (4.12) are shown. The duals show strange graphs, but note that these functions are only used for the analysis. They do not enter in a numerical scheme.

4.4.3. Bivariate curl-free wavelets. For graphical reasons we display only 2D functions here. Then, we end up with three types of wavelets (corresponding to \( e \in E^2 \))

\[
\psi_1^{cf}(x, y) = \begin{pmatrix}
(\varphi(0)(x) - \varphi(0)(x-1))\psi(1)(y) \\
4\varphi(1)(x)\psi(0)(y)
\end{pmatrix},
\]

\[
\psi_2^{cf}(x, y) = \begin{pmatrix}
4\psi(0)(x)\varphi(1)(y) \\
\psi(1)(x)(\varphi(0)(y) - \varphi(0)(y-1))
\end{pmatrix},
\]

\[
\psi_3^{cf}(x, y) = \begin{pmatrix}
4\psi(0)(x)\psi(1)(y) \\
4\psi(1)(x)\psi(0)(y)
\end{pmatrix},
\]

that are displayed for using biorthogonal B-spline wavelets with \( L = 2, \tilde{L} = 8 \) in Figure 4.
5. One Application: Multilevel Preconditioning in $H(\text{div}; \Omega)$ and $H(\text{curl}; \Omega)$

Let us finally consider the following two variational problems for given data $f \in L^2(\Omega)$:

\begin{align*}
(5.1) & \quad u \in H_0(\text{div}; \Omega) : \quad a_{\text{div}}(u, v) = (f, v)_{L^2(\Omega)}, \quad v \in H_0(\text{div}; \Omega), \\
(5.2) & \quad u \in H_0(\text{curl}; \Omega) : \quad a_{\text{curl}}(u, v) = (f, v)_{L^2(\Omega)}, \quad v \in H_0(\text{curl}; \Omega),
\end{align*}

where the bilinear forms are defined in (3.32) and (3.33), respectively. The aim of this section is to provide asymptotically optimal multilevel preconditioners for the
corresponding matrices

\begin{align}
A^\text{div}_\Lambda &:= \left( a_{\text{div}}(\psi^\text{div}_\lambda, \psi^\text{div}_{\lambda'}) \right)_{\lambda, \lambda' \in \Lambda^\text{div} \subset \nabla^s}, \\
A^\text{curl}_\Lambda &:= \left( a_{\text{curl}}(\psi^\text{curl}_\lambda, \psi^\text{curl}_{\lambda'}) \right)_{\lambda, \lambda' \in \Lambda^\text{curl} \subset \nabla^s}.
\end{align}

The corresponding discrete formulations arise in many problems of practical interest such as time-discretizations of Maxwell's equations, the sequential regularization method for the nonstationary incompressible Navier–Stokes equations and also certain plate problems, see [1, 2] and the references therein. In the context of finite element discretizations, this has recently been studied in [1, 2, 11, 24]. We want to use the discrete Hodge decompositions for developing preconditioners. Then, we apply the following result which is well known (see [10] and the references therein):

**Theorem 5.1.** [10] Let the wavelet system $\Psi$ be stable in $H^s(\Omega)$, i.e.,

$$
\|f\|_{H^s(\Omega)}^2 \sum_{\lambda \in \nabla} 2^{2s|\lambda|} |(f, \psi_\lambda)|^2, \quad s \in (\bar{c}, c),
$$

for some constants $\bar{c}, c > 0$. Let $L : H^1(\Omega) \to H^{-1}(\Omega)$ be a boundedly invertible operator, i.e., $\|L\|_{H^1(\Omega) \to H^{-1}(\Omega)} \sim \|v\|_{H^1(\Omega)}$, and assume moreover that the Galerkin method $Q_\Lambda LQ_\Lambda u_\Lambda = Q_\Lambda f$ is $t$-stable in the sense

\begin{align}
\|Q_\Lambda LQ_\Lambda u_\Lambda\|_{H^{-1}(\Omega)} &\sim \|v_\Lambda\|_{H^1(\Omega)}, \quad v_\Lambda \in S_\Lambda,
\end{align}

such that $|t| < \bar{c}, c$. Then, defining the matrices

$D_\Lambda := \text{diag}(2^{s|\lambda|})_{\lambda \in \Lambda}, \quad A_\Lambda := ((\mathcal{L}\psi_\lambda, \psi_{\lambda'})_{\lambda, \lambda' \in \Lambda},$

the matrices

$$
B_\Lambda := D^{-t}_\Lambda A_\Lambda D^{-t}_\Lambda
$$

have uniformly bounded spectral condition numbers

$$
\|B_\Lambda\| \|B^{-1}_\Lambda\| = O(1), \quad \Lambda \subset \nabla, \quad \#\Lambda \to \infty. \quad \square
$$

Let us start by considering (5.3). Using the Hodge decomposition in Theorem 4.10, we may subdivide the set of indices as $\Lambda^\text{div} = \Lambda^\text{df} \cup \Lambda^\text{cf}$. It is readily seen that

\begin{align}
a_{\text{div}}(\psi^\text{div}_\lambda, \psi^\text{div}_{\lambda'}) &\equiv (\psi^\text{div}_\lambda, \psi^\text{div}_{\lambda'})_{L^2(\Omega)}, \quad \lambda, \lambda' \in \Lambda^\text{df} \subset \nabla^\text{df},
\end{align}

as well as

\begin{align}
a_{\text{div}}(\psi^\text{cf}_\lambda, \psi^\text{cf}_{\lambda'}) &\equiv (\psi^\text{cf}_\lambda, \psi^\text{cf}_{\lambda'})_{L^2(\Omega)} + (\text{div} \psi^\text{cf}_\lambda, \text{div} \psi^\text{cf}_{\lambda'})_{L^2(\Omega)} \\
&\equiv (\Delta \psi^{(1)}_\lambda, \Delta \psi^{(1)}_{\lambda'})_{L^2(\Omega)} + (\text{grad} \psi^{(1)}_\lambda, \text{grad} \psi^{(1)}_{\lambda'})_{L^2(\Omega)}
\end{align}

for $\lambda, \lambda' \in \Lambda^\text{cf} \subset \nabla$. Hence, (5.1) behaves like an elliptic fourth-order problem.

**Corollary 5.2.** The matrices

$$
B_\Lambda := \begin{bmatrix} D^{-2}_\Lambda & I_\Lambda^{\text{df}} \end{bmatrix} \begin{bmatrix} (A^\text{div}_\Lambda)_{\Lambda^\text{df}} & (A^\text{div}_\Lambda)_{\Lambda^\text{cf}} \end{bmatrix} \begin{bmatrix} D^{-2}_\Lambda & I_\Lambda^{\text{df}} \end{bmatrix}
$$

have uniformly bounded condition numbers, where $I_\Lambda^{\text{af}}$ denotes the identity matrix w.r.t. some index set $\Lambda^X \subset \nabla$. 
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Proof. With the above preparations at hand, we use the standard norm equivalence \((2.20)\) for \((A^{(1)}_{\Lambda})\) in order to precondition \((A^{(1)}_{\Lambda})|_{\Lambda'}\), and Proposition \(3.15\) with \(s = 0\) for \((A^{\text{div}}_{\Lambda})|_{\Lambda'}\).

Finally, consider \((5.4)\). Again, we may subdivide the set of indices as above. Note that in this case, we have to pose the additional condition \((5.3)\) according to Theorem \(3.17\. We obtain
\[
(5.9) \quad a_{\text{curl}}(\psi^{ef}_{\Lambda'}, \psi^{ef}_{\Lambda'}) = (\psi^{ef}_{\Lambda'}, \psi^{ef}_{\Lambda'})_{L^2(\Omega)}, \quad \lambda, \lambda' \in \Lambda^{ef} \subset \nabla.
\]
For \(\psi^{df}_{\Lambda}\), we cannot simplify the bilinear form any more. This shows

**Corollary 5.3.** The matrices
\[
B_{\Lambda} := \begin{bmatrix}
D_{\Lambda_{1}}^{-1} & (A^{\text{curl}}_{\Lambda})|_{\Lambda'}^{-1} \\
A^{\text{div}}_{\Lambda} |_{\Lambda'} & D_{\Lambda_{1}}^{-1}
\end{bmatrix}
\]

have uniformly bounded condition numbers.

Proof. The preconditioning of \((A^{\text{curl}}_{\Lambda})|_{\Lambda'}\) follows by \((5.9), \text{Theorem } 5.1\) and \((3.21)\) for \(s = 0\). For the remaining block \((A^{\text{curl}}_{\Lambda})|_{\Lambda'}\), we use the well-known fact
\[
(\text{grad } u, \text{grad } v)_{L^2(\Omega)} = (\text{div } u, \text{div } v)_{L^2(\Omega)} + (\text{curl } u, \text{curl } v)_{L^2(\Omega)},
\]

i.e.,
\[
a_{\text{curl}}(\psi^{df}_{\Lambda}, \psi^{df}_{\Lambda'}) = (\psi^{df}_{\Lambda}, \psi^{df}_{\Lambda'})_{L^2(\Omega)} + (\text{grad } \psi^{df}_{\Lambda}, \text{grad } \psi^{df}_{\Lambda'})_{L^2(\Omega)},
\]

so that the claim follows by using Theorem \(5.1\) and Proposition \(3.15\) for \(s = 1\).

A few comments on the results obtained in Corollaries \(5.2\) and \(5.3\) are in order. It is clear that the Hodge decompositions enable us to separate the two parts of the operators in \((5.3)\) and \((5.4)\) in such a way that for both parts standard multilevel preconditioners are available. Here, the orthogonality of the decomposition is really crucial. Consequently, the biorthogonal decomposition described in subsection \(3.5.3\) would not give rise to the same results.

On the first look it seems that the preconditioning in Corollary \(5.3\) may be better since one has to deal with a second-order problem, whereas Corollary \(5.2\) deals with a fourth-order problem. Hence, one expects worse condition numbers in the latter one. On the other hand, one should note that for the decomposition used in Corollary \(5.3\) one has to use smoother functions which also may have negative influence on the constant in \(O(1)\).

Finally, we would like to mention that numerical experiments in \([14]\) have shown that the multilevel preconditioning simply using the diagonal matrix as proposed in Theorem \(5.1\) by far do not give optimal condition numbers. In \([14]\) spy preconditioners based on local inverses have been tested and gave very good condition numbers (for systems on the interval). It is obvious that we could also insert such preconditioners in the above results. Since the Hodge decompositions decouple the problems, we may use any appropriate preconditioners for the remaining subproblems.
REFERENCES


RWTH AACHEN, INSTITUT FÜR GEOMETRIE UND PRAKTISCHE MATHEMATIK, TEMPLERGRABEN 55, 52056 AACHEN, GERMANY

Current address: Istituto di Analisi Numerica del C.N.R., via Abbiategrasso 209, 27100 Pavia, Italy

E-mail address: urban@igpm.rwth-aachen.de