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Abstract. Directional Newton methods for functions \( f \) of \( n \) variables are shown to converge, under standard assumptions, to a solution of \( f(x) = 0 \). The rate of convergence is quadratic, for near-gradient directions, and directions along components of the gradient of \( f \) with maximal modulus. These methods are applied to solving systems of equations without inversion of the Jacobian matrix.

1. Introduction

Consider a single equation in \( n \) unknowns,

\( f(x) = 0 \), or \( f(x_1, x_2, \ldots, x_n) = 0 \).

Given a point \( x^0 \) where \( f \) is differentiable and a direction vector \( d \), we restrict \( f \) to the line

\( L := \{ x^0 + t d : t \in \mathbb{R} \} \),

where it is a function of one variable

\( F(t) := f(x^0 + t d) \).

The Newton iteration for \( F \) at \( t^0 = 0 \) gives the next point

\( t^1 := -\frac{F(0)}{F'(0)} \),

and the corresponding iteration for \( f \) is

\( x^1 := x^0 - \frac{f(x^0)}{\nabla f(x^0) \cdot d} d \)

since \( F(0) = f(x^0) \) and \( F'(0) \) is the directional derivative

\( F'(0) = f'(x^0, d) = \nabla f(x^0) \cdot d \).

Continuing in this fashion we get the iterations

\( x^{k+1} := x^k - \frac{f(x^k)}{\nabla f(x^k) \cdot d^k} d^k, \quad k = 0, 1, \ldots, \)

that we call a directional Newton method. If \( n = 1 \), \( \text{[3]} \) is the classical Newton method.
For directions \( \mathbf{d}^k \) sufficiently close to the gradients \( \nabla f(\mathbf{x}^k) \), Theorems 1-2 establish quadratic convergence of the method (3) under standard assumptions, namely

- the gradient of \( f \) not “too small” (see (14) and (23b)), and
- the second derivative (Hessian matrix) of \( f \) not “too large” (see (8a)).

A special case is the gradient method (28) studied in Corollary 1.

Another choice of \( \mathbf{d}^k \) is the unit vector \( \mathbf{e}^{m(k)} \) where \( m(k) \) is the index of a component of \( \nabla f(\mathbf{x}^k) \) of maximal modulus

\[
\left| \nabla f(\mathbf{x}^k)[m(k)] \right| := \max_{j=1,2,\ldots,n} \left| \nabla f(\mathbf{x}^k)[j] \right|.
\]

For this choice of \( \mathbf{d}^k \), the directional Newton method (3) becomes

\[
\mathbf{x}^{k+1} := \mathbf{x}^k - \frac{f(\mathbf{x}^k)}{\nabla f(\mathbf{x}^k)[m(k)]} \mathbf{e}^{m(k)}, \quad k = 0, 1, \ldots,
\]

a method whose quadratic convergence is established in Theorem 3. This method is suitable for parallel implementations.

These results are applied in §4 to general systems of \( m \) equations in \( n \) unknowns.

MAPLE programs for these and related methods can be downloaded from [6].

Notation: We use the Euclidean norm \( \| \mathbf{x} \| \), and the corresponding matrix norm \( \| A \| \), except in §3 where the \( \infty \)-norm is used for vectors and matrices, denoted by \( \| \mathbf{x} \|_{\infty} \) and \( \| A \|_{\infty} \) respectively.

The angle between two vectors \( \mathbf{u}, \mathbf{v} \in \mathbb{R}^n \) is denoted \( \angle(\mathbf{u}, \mathbf{v}) \) and given by

\[
\angle(\mathbf{u}, \mathbf{v}) := \arccos \left( \frac{\mathbf{u} \cdot \mathbf{v}}{\| \mathbf{u} \| \| \mathbf{v} \|} \right).
\]

2. Gradient and near gradient methods

In this section we study the convergence of the directional Newton method (3), along gradient and near gradient directions. The proofs use standard arguments (see, e.g., [8], Chapter 7).

**Theorem 1.** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be differentiable, let \( \mathbf{x}^0 \) be a point where

\[
f(\mathbf{x}^0) \neq 0, \quad \nabla f(\mathbf{x}^0) \neq 0,
\]

let \( \mathbf{d}^0 \in \mathbb{R}^n \) be such that \( \| \mathbf{d}^0 \| = 1 \) and let

\[
\begin{align*}
\mathbf{h}^0 & := -\frac{f(\mathbf{x}^0)}{\nabla f(\mathbf{x}^0) \cdot \mathbf{d}^0} \mathbf{d}^0, \\
\mathbf{x}^1 & := \mathbf{x}^0 + \mathbf{h}^0.
\end{align*}
\]

Consider the ball

\[
X_0 := \{ \mathbf{x} : \| \mathbf{x} - \mathbf{x}^1 \| \leq \| \mathbf{h}^0 \| \}
\]

and assume that \( f \in C^2[X_0] \) and

\[
\begin{align*}
\sup_{\mathbf{x} \in X_0} \| f''(\mathbf{x}) \| & = M, \\
\left| \nabla f(\mathbf{x}^0) \cdot \mathbf{d}^0 \right|^2 & \geq 2 \left| f(\mathbf{x}^0) \right| M,
\end{align*}
\]

where \( f'' \) is the Hessian matrix of \( f \) and \( \| f'' \| \) is its matrix norm corresponding to the Euclidean norm.
Consider the sequence \( \{ x^i : i = 1, 2, \ldots \} \) defined recursively by

\[
\begin{align*}
    x^{i+1} & := x^i + h^i, \\
    h^i & := -\frac{f(x^i)}{\nabla f(x^i) \cdot d^i},
\end{align*}
\]

\( d^i \in \mathbb{R}^n \) is such that \( \| d^i \| = 1 \) and

\[
\angle(d^{i+1}, \nabla f(x^{i+1})) \leq \angle(d^i, \nabla f(x^i)), \quad i = 0, 1, \ldots .
\]

Then:

(a) All \( x^i \) lie in \( X_0 \).
(b) The sequence \( \{ x^i \} \) converges, as \( i \to \infty \), to a point \( x^* \in X_0 \) that is a zero of \( f \).
(c) Moreover, \( \nabla f(x^*) \neq 0 \) unless \( \| x^* - x^0 \| = 2 \| h^0 \| \).
(d) Further, for \( i = 1, 2, \ldots , \)

\[
\begin{align*}
    \| x^{i+1} - x^i \| & \leq \frac{M}{2 \| \nabla f(x^i) \cdot d^i \|} \| x^i - x^{i-1} \|^2, \\
    \| x^* - x^{i+1} \| & \leq \frac{M}{2 \| \nabla f(x^i) \cdot d^i \|} \| x^i - x^{i-1} \|^2.
\end{align*}
\]

Remark. Since \( \| d^i \| = 1 \) for all \( i \), condition (10) is equivalent to

\[
\frac{\| \nabla f(x^{i+1}) \cdot d^{i+1} \|}{\| \nabla f(x^{i+1}) \|} \geq \frac{\| \nabla f(x^i) \cdot d^i \|}{\| \nabla f(x^i) \|}, \quad i = 0, 1, \ldots .
\]

These conditions state that the direction \( d^i \) does not have to be precisely along the gradient \( \nabla f(x^i) \) (the most common choice). Small perturbations in the angle \( \angle(d^i, \nabla f(x^i)) \) are allowed, if they do not increase with \( i \).

Proof.

Part 1. Proof that

\[
\| \nabla f(x^1) \| \geq \frac{1}{2} \| \nabla f(x^0) \|.
\]

We rewrite condition (8b) as

\[
\| \nabla f(x^0) \cdot d^0 \| \geq 2 \| h^0 \| M.
\]

Each component of \( f''(x)dx \) is an exact 1-form, and by [4, Theorem 6.1],

\[
\nabla f(x) - \nabla f(x^0) = \int_{x^0}^{x} f''(x)dx.
\]

Therefore, by (8a),

\[
\| \nabla f(x) - \nabla f(x^0) \| \leq M \| x - x^0 \|
\]

---

The example \( n = 1 \), \( f(x) = x^2 \), \( x_0 = 1 \) illustrates the case \( x^* - x^0 = 2 \| h^0 \| \) and \( \nabla f(x^*) = 0 \).
for all \( x \in X_0 \). In particular, for \( x^1 \),

\[
\| \nabla f(x^1) - \nabla f(x^0) \| \leq M \| x^1 - x^0 \| = M \| h^0 \|
\]

\[
\leq \frac{1}{2} \| \nabla f(x^0) \cdot d^0 \| , \text{ by } (14),
\]

(16)

\[
\leq \frac{1}{2} \| \nabla f(x_0) \| , \text{ since } \| d^0 \| = 1 .
\]

\[
\therefore \| \nabla f(x^1) \| \geq \| \nabla f(x^0) \| - \frac{1}{2} \| \nabla f(x^0) \| , \text{ by } (16),
\]

\[
= \frac{1}{2} \| \nabla f(x^0) \| , \text{ proving } (13) .
\]

**Part 2.** Proof that

\[
| f(x^1) | \leq \frac{1}{2} \| h^0 \|^2 M , \tag{17a}
\]

\[
| \nabla f(x^1) \cdot d^1 | \geq 2 \| h^1 \| M , \tag{17b}
\]

\[
\text{and } \| h^1 \| \leq \frac{1}{2} \| h^0 \| . \tag{17c}
\]

First we prove that

\[
f(x^1) = \int_{x^0}^{x^1} (x^1 - x) f''(x) dx , \tag{18}
\]

using integration by parts:

\[
\int_{x^0}^{x^1} (x^1 - x) f''(x) dx = -(x^1 - x^0) \cdot \nabla f(x^0) + f(x^1) - f(x^0)
\]

\[
= -h^0 \cdot \nabla f(x^0) + f(x^1) - f(x^0)
\]

\[
= \frac{f(x^0)}{(\nabla f(x^0) \cdot d^0)} (d^0 \cdot \nabla f(x^0)) + f(x^1) - f(x^0)
\]

\[
= f(x^1) , \text{ by } (18) .
\]

Next we prove (17a) by integrating (18) using a variable \( t \) defined by \( x = x^0 + th^0 \):

\[
\therefore x^1 - x = x^1 - x^0 - th^0 = h^0 - th^0 = (1 - t)h^0 , \ dx = h^0 \ dt .
\]

Thus (18) becomes

\[
f(x^1) = \int_0^1 (1 - t) h^0 \cdot f''(x^0 + t h^0) h^0 \ dt .
\]

Since \( 1 - t \geq 0 \), it follows that

\[
| f(x^1) | \leq \int_0^1 (1 - t) \frac{|f(x^0)|^2}{|\nabla f(x^0) \cdot d^0|^2} d^0 \cdot f''(x^0 + t h^0) d^0 \ dt ,
\]

\[
\leq \frac{M |f(x^0)|^2}{2 |\nabla f(x^0) \cdot d^0|^2} \| d^0 \|^2 , \text{ by } (8a),
\]

\[
= \frac{1}{2} \| h^0 \|^2 M , \text{ by } (17a) , \text{ proving } (17a) .
\]
For $h^1$ given by (9b) we have

\[
\frac{\|h^1\|}{\|\nabla f(x^1)\|} = \frac{|f(x^1)|}{|\nabla f(x^1) \cdot d^1|} \leq \frac{1}{\gamma} \frac{\|h^0\|^2 M}{|\nabla f(x^1) \cdot d^1|}, \quad \text{by (17a)},
\]

\[
\leq \frac{1}{\gamma} \frac{\|h^0\|^2 M}{|\nabla f(x^0)\|}, \quad \text{by (12)},
\]

\[
\leq \frac{\|h^0\|^2 M}{|\nabla f(x^0) \cdot d^0|}, \quad \text{by (13)}. \quad (19)
\]

\[
\therefore \quad \frac{2M \|h^1\|}{\|\nabla f(x^1)\|} \leq \frac{2M \|h^1\|}{|\nabla f(x^1) \cdot d^1|}, \quad \text{since} \quad \|d^1\| = 1,
\]

\[
\leq \frac{2M^2 \|h^0\|^2}{|\nabla f(x^1) \cdot d^1|}, \quad \text{by (19)},
\]

\[
\leq \frac{2M^2 \|h^0\|^2}{|\nabla f(x^0) \cdot d^0|^2}, \quad \text{by (12)},
\]

\[
\leq \left( \frac{2M \|h^0\|}{|\nabla f(x^0) \cdot d^0|} \right)^2 \leq 1, \quad \text{by (14), proving (17b)}. \]

From (19) we also get

\[
\frac{\|h^1\|}{\|h^0\|} \leq \frac{1}{2} \left( \frac{2 \|h^0\| M}{|\nabla f(x^0) \cdot d^0|} \right) \leq \frac{1}{2}, \quad \text{by (14), proving (17c)}. \]

**Part 3.** Proof of claims (a) and (b).

It follows from (17c) that

\[
\|x^2 - x^1\| = \|h^1\| \leq \frac{1}{2} \|h^0\|
\]

showing that $x^2 \in X_0$. Further, the ball

\[
X_1 := \{ x : \|x - x^2\| \leq \|h^1\| \}
\]

is contained in $X_0$. The inequality (17b) shows that the hypotheses of our theorem remain true if we replace $x^0$ and $h^0$ by $x^1$ and $h^1$, respectively. The same argument can be repeated for all $x^i$ and $h^i$ given by (9) $i = 0, 1, \ldots$. The following analogs of (17) therefore hold for all $i$:

\[
\|f(x^i)\| \leq \frac{1}{2} \|h^{i-1}\|^2 M, \quad (20a)
\]

\[
|\nabla f(x^i) \cdot d^i| \geq 2 \|h^i\|^2 M, \quad (20b)
\]

\[
\text{and} \quad \|h^{i+1}\| \leq \frac{1}{2} \|h^i\|, \quad (20c)
\]

showing that the nested balls

\[
X_i := \{ x : \|x - x^{i+1}\| \leq \|h^i\| \}
\]

have radii converging to zero. Therefore there is a unique point $x^\ast$ contained in all the balls $X_i$, and $x^i \to x^\ast$ since each $x^i$ is the center of the ball $X_{i+1}$.
We prove now that $x^*$ is a zero of $f(x)$.

$$|f(x^*)| \leq \frac{1}{2} \|h^{i-1}\|^2 M, \text{ by } (20a),$$

$$\leq \left(\frac{1}{2}\right)^i \|h^0\|^2 M, \text{ by } (20c).$$

$\therefore$ $f(x^*) = 0$.

**Part 4.** Proof of claim (c).

We prove that $\nabla f(x^*) \neq 0$ except if $x^*$ is diametrically opposite to $x^0$. For any $x \in X_0$ we have, by (15),

$$krf(x) = rf(x^0)k \leq 2 \|h^0\|k x - x^0k.$$

If $x$ is not diametrically opposite to $x^0$, i.e. if $\|x - x^0\| < 2 \|h^0\|$, then

$$\|\nabla f(x) - \nabla f(x^0)\| < 2 M \|h^0\| \leq \|\nabla f(x^0)\|,$$

or

$$\|\nabla f(x^0)\| > \|\nabla f(x^0) - \nabla f(x)\|,$$

showing that $\nabla f(x) \neq 0$.

**Part 5.** Proof of claim (d).

The inequality (11a) is equivalent to

$$\|h^i\| = \frac{\|f(x^i)\|}{\|\nabla f(x^i)\|} \leq \frac{M \|h^{i-1}\|^2}{2 \|\nabla f(x^i)\|^2}, \text{ by } (20a).$$

Indeed,

$$\|h^i\| = \frac{\|f(x^i)\|}{\|\nabla f(x^i)\|} \leq \frac{M \|h^{i-1}\|^2}{2 \|\nabla f(x^i)\|^2}, \text{ by } (20a).$$

To prove (11b), we note

$$\|x^* - x^{i+1}\| \leq \|x^{i+1} - x^i\| = \|h^i\|,$$

since $x^{i+1}$ is the center of the ball $X_i$ of radius $\|h^i\|$, $x^i$ is on the boundary of $X_i$ and $x^*$ is in $X_i$. Then (11b) follows from (11a).

**Lemma 1.** If $f : \mathbb{R}^n \to \mathbb{R}$ is differentiable for all $x$ in a convex region $X_0 \in \mathbb{R}^n$, and if there exists a constant $M$ such that

$$\|\nabla f(x) - \nabla f(y)\| \leq M \|x - y\|, \forall x, y \in X_0,$$

then

$$\|f(x) - f(y) - \nabla f(y) \cdot (x - y)\| \leq \frac{M}{2} \|x - y\|^2, \forall x, y \in X_0.$$

**Proof.** Follows from [10] Lemma 5.3.1. \[ \square \]

**Remark.** The Lipschitz bound $M$ in (22a) can be used in (8a) if $f$ is twice differentiable.
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Theorem 2 (Quadratic convergence of the directional Newton method). Let the assumptions of Theorem 1 hold, and in addition assume that there exist positive constants \( L, M \) such that

\[
(23a) \quad \| \nabla f(x) - \nabla f(y) \| \leq M \| x - y \|, \quad \forall \ x, y \in X_0,
\]

\[
(23b) \quad | \nabla f(x) \cdot d | \geq \frac{1}{L}, \quad \forall \ x \in X_0, \ d \in \mathbb{R}^n, \ \| d \| = 1,
\]

and \( q := \frac{ML \| h^0 \|}{2} < 1 \).

Then

\[
(24) \quad \| x^* - x^i \| \leq \| h^0 \| \frac{q^{i-1}}{1 - q^2}, \quad i = 1, 2, \ldots .
\]

Note: Since \( 0 < q < 1 \), the inequalities (24) show that the directional Newton method is at least quadratically convergent.

Proof. By Theorem 1 part (a), all iterates \( x^i \) lie in \( X_0 \).

\[
\therefore \| x^{i+1} - x^i \| = \frac{| f(x^i) |}{| \nabla f(x^i) \cdot d^i |}
\]

\[
\leq L | f(x^i) |, \quad \text{by} \ (23b),
\]

\[
= L | f(x^i) - f(x^{i-1}) - \nabla f(x^{i-1}) \cdot (x^i - x^{i-1}) |,
\]

since

\[ f(x^{i-1}) + \nabla f(x^{i-1}) \cdot (x^i - x^{i-1}) = 0 \]

follows by multiplying both sides of

\[ x^i - x^{i-1} = -\frac{f(x^{i-1})}{\nabla f(x^{i-1}) \cdot d^{i-1}} d^{i-1} \quad \text{with} \quad \nabla f(x^{i-1}). \]

\[
(25) \quad \therefore \| x^{i+1} - x^i \| \leq \frac{LM}{2} \| x^i - x^{i-1} \|^2, \quad \text{by} \ (22b).
\]

We prove by induction that

\[
(26) \quad \| x^{i+1} - x^i \| \leq \| h^0 \| q^{2^i - 1}, \quad i = 0, 1, \ldots .
\]

By definition this inequality holds for \( i = 0 \). Assume it is correct for \( i - 1 \). Then

\[
\therefore \| x^{i+1} - x^i \| \leq \frac{LM}{2} \| x^i - x^{i-1} \|^2, \quad \text{by} \ (25),
\]

\[
\leq \frac{LM}{2} \| h^0 \|^2 q^{2^{i-2}}, \quad \text{by} \ (20) \text{ for } i - 1,
\]

\[
= \| h^0 \| q^{2^i - 1}, \quad \text{proving} \ (26) \text{ for } i.
\]

For \( m > n \) we therefore have

\[
\| x^m - x^n \| \leq \| x^m - x^{m-1} \| + \| x^{m-1} - x^{m-2} \| + \ldots + \| x^{n+1} - x^n \|
\]

\[
\leq \| h^0 \| q^{2^m - 1} (1 + q^2 + (q^2)^2 + \ldots + (q^2)^{m-n-1}) \quad \text{by} \ (26),
\]

\[
\leq \| h^0 \| q^{2^m - 1} (1 + q^2 + (q^2)^2 + \ldots ),
\]

\[
= \frac{\| h^0 \| q^{2^m - 1}}{1 - q^2}.
\]
\[
\lim_{m \to \infty} \| x^m - x^n \| = \| x^* - x^n \| \leq \frac{\| h^0 \| q^{2^{n-1}}}{1 - q^{2^n}}, \text{ proving } (21).
\]

The main special case of Theorem 1 is the gradient method discussed next.

**Corollary 1.** For \( i = 0, 1, \ldots \) define the direction \( d^i \) and step \( h^i \) by

\[
d^i := \frac{\nabla f(x^i)}{\| \nabla f(x^i) \|},
\]

\[
h^i := -\frac{f(x^i)}{\| \nabla f(x^i) \|^2} \nabla f(x^i),
\]

and let \( f, x^0, X_0, M, L, q \) be as in Theorems 1, 2. Then the iterations

\[
x^{i+1} := x^i - \frac{f(x^i)}{\| \nabla f(x^i) \|^2} \nabla f(x^i), \quad i = 0, 1, \ldots ,
\]

satisfy all conclusions of Theorems 1, 2. \( \square \)

3. **Newton directions along maximal modulus components of the gradient**

A directional Newton method not covered by Theorem 1 is where the direction \( d \) in each iteration is chosen as the unit vector along the maximal absolute value \( |\frac{\partial f}{\partial x_j}| \). However, the proof of Theorem 1 applies here, with small changes.

**Theorem 3.** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be differentiable, and let \( x^0 \) be a point where \( f(x^0) \neq 0 \), \( \nabla f(x^0) \neq 0 \).

Let \( m(0) \) be an index such that

\[
|f'_*(x^0)| := \left| \frac{\partial f}{\partial x_{m(0)}}(x^0) \right| = \max_{j=1,\ldots,n} \left| \frac{\partial f}{\partial x_j}(x^0) \right|
\]

and define the vectors \( h^0 \) and \( x^1 \) by

\[
h^0[k] := \begin{cases} 
-\frac{f(x^0)}{|f'_*(x^0)|}, & k = m(0), \\
0, & k \neq m(0),
\end{cases}
\]

\[
x^1 := x^0 + h^0.
\]

Consider the interval

\[
X_0 := \{ x : \| x - x^1 \|_\infty \leq \| h^0 \|_\infty \}
\]

and assume that \( f \in C^2[X_0] \), and

\[
\sup_{x \in X_0} \| f''(x) \|_\infty = M,
\]

\[
\left| \left| \frac{\partial f(x^0)}{\partial x_{m(0)}} \right| \right|^2 \geq 2 | f(x^0) | M.
\]

Define sequences \( \{x^i\}, \{h^i\} \) recursively as follows. Let \( m(i) \) be an index of the maximal modulus of \( \frac{\partial f(x^i)}{\partial x_j} \),

\[
|f'_*(x^i)| := \left| \frac{\partial f}{\partial x_{m(i)}}(x^i) \right| = \max_{j=1,\ldots,n} \left| \frac{\partial f}{\partial x_j}(x^i) \right|,
\]
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(31a) \[ h_i^k := \begin{cases} -\frac{f_i(x^k)}{f_i'(x^k)} & , k = m(i) , \\ 0 & , k \neq m(i) , \end{cases} \]

(31b) \[ x^{i+1} := x^i + h^i . \]

Then

(a) All \( x^i \) lie in \( X_0 \).
(b) The sequence \{\( x^i \)\} converges, as \( i \to \infty \), to a point \( x^* \in X_0 \) that is a zero of \( f \).
(c) Moreover, \( \nabla f(x^*) \neq 0 \) unless \( \|x^* - x^0\|_\infty = 2 \|h^0\|_\infty \).
(d) Further, for \( i = 1, 2, \ldots \),

(32a) \[ \|x^{i+1} - x^i\|_\infty \leq \frac{M}{2 \|\nabla f(x^i)\|_\infty} \|x^i - x^{i-1}\|_\infty^2 , \]

(32b) \[ \|x^* - x^{i+1}\|_\infty \leq \frac{M}{2 \|\nabla f(x^i)\|_\infty} \|x^i - x^{i-1}\|_\infty^2 . \]

**Proof.** The proof of Theorem 1 can be adapted here, by replacing each occurrence of \( |\nabla f(x^i) \cdot d^i| \) by \( \|\nabla f(x^i)\|_\infty \), and by using the \( \infty \)-norm instead of the Euclidean norm. For example, condition (30b) is analogous to (31b). It can be rewritten as

(33) \[ \|\nabla f(x^0)\|_\infty \geq 2 \|h^0\|_\infty M , \]

the analog of (14), etc.

The convergence rate of method (35) is quadratic under conditions analogous to Theorem 2. The proof is analogous to that of Theorem 2.

\[ \Box \]

### 4. Systems of equations

Consider an arbitrary system of \( m \) equations in \( n \) unknowns:

(34) \[ f(x) = 0 \, , \text{ or } \, f_i(x_1, x_2, \ldots, x_n) = 0 \, , \, i = 1, \ldots, m . \]

If \( m = n \), the usual Newton method for solving (34) uses the iterations

(35) \[ x^{k+1} := x^k - J_f(x^k)^{-1} f(x^k) \, , \, k = 0, 1, \ldots , \]

where the Jacobian matrix

\[ J_f(x) := \begin{pmatrix} \frac{\partial f_i}{\partial x_j} \end{pmatrix} \]

is assumed nonsingular. If \( J_f(x) \) is singular, or if \( m \neq n \), the Moore-Penrose inverse can be used in (35).

(36) \[ x^{k+1} := x^k - J_f(x^k)^\dagger f(x^k) \, , \, k = 0, 1, \ldots \]

(see [1]). Note that the gradient method (28) is a special case of (36), corresponding to \( m = 1 \).

Alternatively, several authors (e.g., [7, Vol II, p. 165], [9, p. 362]) suggest minimizing the sum of squares \( \sum_{i=1,\ldots, m} f_i^2(x) \), using a suitable method, such as the steepest descent method. Following this idea, consider the single equation,

(37) \[ F(x) := \sum_{i=1,\ldots, m} f_i^2 (x) = 0 , \]
that is equivalent to the system \((34)\), in the sense of having the same solutions. There are now two (Newton) approaches to solving \((34)\) or \((37)\):

**Approach 1:** Apply a vector Newton method, e.g., \((35)\) or \((36)\), to the system \((34)\).

**Approach 2:** Apply a directional Newton method, e.g., \((28)\) or \((5)\), to equation \((37)\).

An advantage of Approach 2 is that it avoids the inversion of the Jacobian matrix, as in \((35)\) or \((36)\).

Another advantage is suitability for parallel implementation.

Disadvantages of Approach 2 include slower convergence. Indeed, the gradient of \((37)\) is

\[
\nabla F(x) = 2 \sum_{i=1}^{m} f_i(x) \nabla f_i(x)
\]

and as the values \(f_i(x)\) get close to zero, the condition \((14)\) may no longer hold. Thus quadratic convergence is lost.

**Example 1.** Another example of what can go wrong in Approach 2 is illustrated by the system of \(n\) equations in \(n\) unknowns,

\[
f_1(x) := 1 - x_1 = 0,
\]

\[
f_i(x) := 10(x_{i-1} - x_i^2) = 0, \quad i = 2, \ldots, n,
\]

that is solved quickly by the Newton method \((35)\), for all \(n\) that can be handled. However, the sum of squares \(\sum f_i^2\) is the notorious Rosenbrock function

\[
(38) \quad R_n(x) := (1 - x_1)^2 + 100 \sum_{i=2}^{n} (x_{i-1} - x_i^2)^2,
\]

for which no directional Newton method works well, even for small \(n\).

To salvage Approach 2 we can apply, in iteration \(k\), the Newton method to the modified function

\[
(39) \quad \frac{F(x)}{\|x - x^{k-1}\|^\alpha}, \quad \text{for suitably chosen } \alpha > 0,
\]

to get a next point \(x^{k+1}\) (see, e.g., \([2]\)). The denominator in \((39)\) creates a barrier at \(x^{k-1}\), and the resulting method may be called a Newton barrier method.

The modified function \((39)\) is “steeper” than the original \(F\), making it more likely to satisfy \((14)\). However, the modified function is less likely to satisfy the second derivative condition \((8a)\). The choice of \(\alpha\) will be studied elsewhere.

**Example 2** (Intersection of surfaces). In computer graphics it is often required to compute and display the intersection \(C := S_1 \cap S_2\) of two surfaces \(S_1, S_2\) in \(\mathbb{R}^3\). The surfaces in question may be represented explicitly,

\[
S_1 := \{(x, y, z) : z = f(x, y)\}, \quad S_2 := \{(x, y, z) : z = g(x, y)\},
\]

in which case their intersection \(C\) is the set of points \(r = (x, y, z)\) satisfying

\[
(40) \quad f(x, y) = g(x, y)
\]

and then \(z := f(x, y)\). If the surfaces are given implicitly,

\[
S_1 := \{(x, y, z) : F(x, y, z) = 0\}, \quad S_2 := \{(x, y, z) : G(x, y, z) = 0\},
\]
then the intersection points satisfy
\begin{equation}
F(x, y, z) = 0, \quad G(x, y, z) = 0.
\end{equation}

The so-called marching methods compute a starting solution \( r^0 = (x^0, y^0, z^0) \in C \) and from it compute other intersection points sufficiently close to each other to enable displaying the curve \( C \) (see [7]).

A starting solution requires solving the single equation (40) in 2 unknowns, or the system (41) of 2 equations in 3 unknowns. Either way, the Newton method (35) cannot be used. The remaining alternatives include the method (36) using the generalized inverse of the Jacobian matrix (see [1], [7]), or the directional Newton methods of this paper.

For any point \( r^k = (x^k, y^k, z^k) \in C \), a next point \( r^{k+1} \) is found by solving (40) or (41) with an additional equation, such as
\[ x = x^k + \Delta, \quad \Delta \text{ sufficiently small}, \]
to give movement in the \( x \) direction. One can solve (in parallel) for movements in the \( y \) and \( z \) directions, then select the point closest to \( r^k \).

**Example 3** (Complex roots of nonanalytic functions). If \( f(z) \) is analytic, its roots \( z = x + iy \) can be approximated by the complex Newton method
\begin{equation}
z^{k+1} := z^k - \frac{f(z^k)}{f'(z^k)}, \quad k = 0, 1, \ldots,
\end{equation}
or equivalently, by solving the system of 2 equations in 2 unknowns
\begin{equation}
\Re f(x, y) = 0, \quad \Im f(x, y) = 0.
\end{equation}

If \( f \) is not analytic, then (42) cannot be used; however the system (43) may still be solved by the real Newton method (35). If \( f \) is a nonanalytic function of several complex variables, say \( f(z_1, \bar{z}_1, z_2, \bar{z}_2, \ldots, z_m, \bar{z}_m) \), then (43) is a system of 2 equations in \( 2m \) variables, and its surrogate equation \( \Re^2 f + \Im^2 f = 0 \) can be solved by the above directional Newton methods.
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