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Abstract. Using the main ideas of Tanaka, the measure-solution \( \{P_t\}_t \) of a 3-dimensional spatially homogeneous Boltzmann equation of Maxwellian molecules without cutoff is related to a Poisson-driven stochastic differential equation. Using this tool, the convergence to \( \{P_t\}_t \) of solutions \( \{P^l_t\}_t \) of approximating Boltzmann equations with cutoff is proved. Then, a result of Graham-Méléard is used and allows us to approximate \( \{P^l_t\}_t \) with the empirical measure \( \{\mu^{l,n}_t\}_t \) of an easily simulable interacting particle system. Precise rates of convergence are given. A numerical study lies at the end of the paper.

1. Introduction

Our aim in this paper is to present a probabilistic interpretation of some Boltzmann equations and to use this interpretation to construct some approximating stochastic particle systems. Then we will deduce from this construction a simple algorithm for the simulation of the solutions of these equations. In this setting, deterministic particle methods seem difficult to develop, whereas this stochastic particle method is very natural in a probabilistic point of view and very simple to implement.

We will consider here spatially homogeneous Boltzmann equations of Maxwellian molecules without cutoff in \( \mathbb{R}^3 \). The main idea is to associate with such a Boltzmann equation a stochastic pure jump process of which the time-marginals flow is a measure-valued solution of the equation. Because of the possible explosions of the jump measure which is just assumed to have a second order moment, this process will be defined as a solution of a nonlinear stochastic differential equation driven by a compensated Poisson measure, and we will work in \( L^2 \)-spaces. The nonlinearity is modeled by adding an auxiliary random space.

This paper is a generalization in dimension 3 of Desvillettes-Graham-Méléard [4] concerning a Kac equation without cutoff and of Fournier [5] for the dimension 2. Both were inspired by an original idea of representation due to Tanaka [16]. In [16], the jump measure has a one-order moment and one can directly use Poisson point processes.

In dimension 3, difficulties appear due to the parametrization of a sphere in \( \mathbb{R}^3 \). We are not in a good Lipschitz context. However, we prove a sort of Lipschitz property for the amplitude of the jumps, which is sufficient to define properly...
the solutions of the nonlinear stochastic differential equation and to deduce the existence of a measure-valued solution for the associated Boltzmann equation. But nevertheless, we are not able, for the moment, to obtain by this approach the existence and regularity of a function-valued solution, as in dimension 1 or 2.

Next we approximate the law of the stochastic process by simulable interacting particle systems, proving a generalized law of large numbers on a path space. We use a result of Graham-Méléard [6], who discuss this problem in a general context, but in a cutoff case. Thus we consider first cutoff approximations of our model and associate with each cutoff model some cutoff approximating interacting particle systems. We prove the convergence of the cutoff model to the model without cutoff. We obtain precise rates of convergence, which are easily computable. We conclude by choosing a sequence of cutoff approximations indexed by the size $n$ of the approximating particle systems and converging to 0 as $n$ tends to infinity in good asymptotics such that finally the empirical measures of the particle systems converge to the solution of the Boltzmann equation without cutoff.

It is then easy to describe some simulation algorithms. We finally give some numerical results at the end of the paper.

Horowitz and Karandikar, in [8], develop a similar approach in a theoretical point of view. The particle systems they consider are not simulable and they don’t obtain rates of convergence.

Let us also mention that Sznitman, in [14], studies a spatially homogeneous hard-sphere Boltzmann equation taking into account the large velocities, but without angular dependence in the collision kernel. He obtains convergence results without estimates using a compactness-uniqueness method.

**Notation.** $K$ will denote a constant which may change from line to line.

$|v|$ or $|X|$ will denote the euclidian norm in $\mathbb{R}^3$ of the vectors $v$ or $X$.

For a Polish space $E$, $\mathcal{P}(E)$ will denote the space of probability measures on $E$. It will be endowed with the topology of the weak convergence. $\mathcal{P}_2(E)$ will be the subspace of probability measures with a second order moment.

If $V$ is a random variable on a probability space, $\mathcal{L}(V)$ will denote the law of $V$.

The Skorohod space $\mathcal{D}(\mathbb{R}_+, \mathbb{R}^3)$ is the set of all right-continuous and left-handed limited functions from $\mathbb{R}_+$ to $\mathbb{R}^3$.

2. **The 3D Boltzmann equation**

We consider here a spatially homogeneous Boltzmann equation

\begin{equation}
\frac{\partial f}{\partial t} = Q(f, f),
\end{equation}

where $Q$ is a quadratic collision kernel acting on the variable $v$, preserving momentum and kinetic energy, of the form

\[
Q(f, f)(t, v) = \int_{v_+ \in \mathbb{R}^3} \int_{\varphi = 0}^{2\pi} \int_{\theta = 0}^{\pi} \left( f(t, v') f(t, v'_+) - f(t, v) f(t, v_+) \right) \beta(|v - v_+|, \theta) \sin \theta \, d\theta d\varphi dv_+
\]

with $v' = \frac{v + v_+}{2} + \frac{|v - v_+|}{2} \sigma$ and $v'_+ = \frac{v + v_+}{2} - \frac{|v - v_+|}{2} \sigma$, the unit vector $\sigma$ having colatitude $\theta$ and longitude $\varphi$ in the spherical coordinates in which $v - v_+$ is the polar axis. The nonnegative function $\beta$ is called the cross section.
If the molecules in the gas interact according to an inverse power law in $1/r^s$ with $s \geq 2$, then $eta(z, \theta) = z^{s-1} d(\theta)$ where $d \in L^\infty_{\text{loc}}([0, \pi])$ and $d(\theta) \sim K(s) \theta^{-\frac{s+1}{s}}$ when $\theta$ goes to zero, for some $K(s) > 0$. Physically, this explosion comes from the accumulation of grazing collisions. This equation seems very difficult to study and we will restrict our attention to the case of Maxwellian molecules for which the cross section $\beta(z, \theta) \sin \theta = \beta(\theta)$ depends only on $\theta$. The only condition we assume, following the physical behaviour, is that

$$\int_0^\pi \theta^2 \beta(\theta) d\theta < +\infty.$$  

Equation (2.1) has to be understood in a weak sense. By a standard integration by parts, we define a solution $f$ as satisfying for each $\phi \in C^2_b(\mathbb{R}^3)$

$$\frac{\partial}{\partial t} \int_{\mathbb{R}^3} f(t, v) \phi(v) dv = \int_{\mathbb{R}^3} \int_0^{2\pi} \int_0^\pi (\phi(v') - \phi(v)) \beta(\theta) d\theta d\varphi f(t, v) dv f(t, v_*) dv_*.$$  

But here the right-hand side term may explode, since the function $\beta$ may have an infinite mass on $[0, \pi]$. Thus it has to be compensated and the definition of the solutions of (2.1) is as follows :

**Definition 2.1.** We say that a probability measure flow $(P_t)_t$ is a measure-solution of the Boltzmann equation (2.1) if for each $\phi \in C^2_b(\mathbb{R}^3)$

$$\langle \phi, P_t \rangle = \langle \phi, P_0 \rangle + \int_0^t \langle K^\phi_{\beta}(v, v^*), P_s(dv) P_s(dv^*) \rangle ds,$$

where $K^\phi_{\beta}$ is defined in the compensated form

$$K^\phi_{\beta}(v, v^*) = -b(v-v_*) \nabla\phi(v)$$

$$+ \int_0^{2\pi} \int_0^\pi \left( \phi \left( \frac{v + v_*}{2} + \frac{|v - v_*|}{2} \sigma \right) - \phi(v) \right)$$

$$- \left( \frac{v_* - v}{2} + \frac{|v - v_*|}{2} \sigma \right) \nabla\phi(v) \right) \beta(\theta) d\theta d\varphi$$

with

$$b = \pi \int_0^\pi (1 - \cos \theta) \beta(\theta) d\theta.$$  

Indeed, we can remark that the unit vector $\sigma$ writes

$$\sigma = \cos \theta \frac{v - v_*}{|v - v_*|} + \sin \theta \frac{\Gamma(v - v_*, \varphi)}{|v - v_*|}$$

where for $X \in \mathbb{R}^3$, $\varphi \in [0, 2\pi[$,

$$\Gamma(X, \varphi) = \cos \varphi I(X) + \sin \varphi J(X)$$
and \( \left( \frac{X}{|X|}, I(X) J(X) \right) \) is an orthonormal basis of \( \mathbb{R}^3 \). One can choose, for example,

\[
I(X) = \begin{cases} 
\frac{|X|}{\sqrt{X_x^2 + X_y^2}} \begin{pmatrix} -X_y, X_x, 0 \end{pmatrix} & \text{if } X_x^2 + X_y^2 > 0 \\
(X_x, 0, 0) & \text{else}
\end{cases}
\]

\[
J(X) = \frac{X}{|X|} \wedge I(X).
\]

Then

\[
\nu' = \frac{\nu + \nu_*}{2} + \cos \theta \frac{\nu - \nu_*}{2} + \frac{1}{2} \sin \theta \Gamma(v - v_*, \varphi)
\]

and if we set

\[
a(v, \nu_*, \theta, \varphi) = \nu' - \nu = \cos \theta - \frac{1}{2} (v - \nu_*) + \frac{\sin \theta}{2} \Gamma(v - v_*, \varphi),
\]

we observe that the first term of the right-hand side term of \( a(v, \nu_*, \theta, \varphi) \) is integrable with respect to \( \theta \) and that the second term is odd and nonintegrable in \( \theta \), but its square is integrable. Then

\[
K_{\beta}(v, \nu_*) = -b(v - \nu_*) \nabla \phi(v) + \int_0^{2\pi} \int_0^{2\pi} \left( \phi(v + a(v, \nu_*, \theta, \varphi)) - \phi(v) - a(v, \nu_*, \theta, \varphi) \nabla \phi(v) \right) \beta(\theta) d\theta d\varphi
\]

The following result is due to Toscani-Villani, [17], Theorem 5.

**Theorem 2.2.** Assume that \( P_0 \) is a probability measure on \( \mathbb{R}^3 \) admitting a moment of order \( 2 \) and that \( \beta \) is a cross section satisfying \( \int_0^{\pi} \theta^2 \beta(\theta) d\theta < \infty \). The uniqueness of a measure-solution holds for the Boltzmann equation (2.3).

We thus deduce the following important remark.

**Remark 2.3.** Thanks to Theorem 2.2, we are sure that in the case where the existence of a weak function-solution \( f(t, v) \) to (2.1) holds for \( P_0 \in \mathcal{P}_2(\mathbb{R}^3) \), the measure-solution \( P_t \) we will study in the sequel is given by \( P_t(dv) = f(t, v) dv \).

We have conservation of mass in (2.3), which leads to a probabilistic approach. That consists in considering (2.3) as the evolution equation of the flow of marginals of a Markov process of which the law is defined by a martingale problem.

**Definition 2.4.** Let \( \beta \) be a cross section such that \( \int_0^{\pi} \theta^2 \beta(\theta) d\theta < +\infty \) and \( P_0 \) in \( \mathcal{P}_2(\mathbb{R}^3) \). We say that \( P \in \mathcal{P}(\mathcal{D}(\mathbb{R}^+, \mathbb{R}^3)) \) solves the nonlinear martingale problem \( MP(\beta, P_0) \) starting at \( P_0 \) if for \( V \) the canonical process, the law of \( V_0 \) under \( P \) is \( P_0 \) and for any \( \phi \in C^2_b(\mathbb{R}^3) \),

\[
\phi(V_t) - \phi(V_0) - \int_0^t \langle K_{\beta}^\phi(V_s, \nu_s), P_s(dv_s) \rangle ds
\]

is a square-integrable \( P \)-martingale. Here, the nonlinearity appears through \( P_s \) which denotes the marginal of \( P \) at time \( s \).
Remark 2.5. If $P$ is a solution of $\text{MP}(\beta, P_0)$, then its marginal flow $\{P_t\}_t$ is a measure-solution of the associated Boltzmann equation, in the sense of Definition (2.1).

We generalize here the results of Tanaka (in which $\beta$ integrates $\theta$) to the case where $\beta$ integrates only $\theta^2$. In a probabilistic point of view, that means that instead of working with some Poisson point measures, we use their compensated measures. The main difference with a similar approach for the Boltzmann equation in dimensions one or two (cf. [4], [5]) comes from the spherical parameter $\varphi$. The velocity $v'$ after collision is a function of $v, v_s, \theta$ and $\varphi$. As a function of $\varphi$, it is periodic on $\mathbb{R}$ with period $2\pi$. This function depends on the choice of the origin $\varphi = 0$ in a spherical coordinate system on the sphere $S_{v,v_s}$ with center $\frac{v+v_s}{2}$ and diameter $|v - v_s|$. We cannot find a choice of the origin $\varphi = 0$ implying the smoothness of $a(v, v_s, \theta, \varphi)$ in the variables $v$ and $v_s$. Nevertheless, we begin by proving a “fine” version of a result due to Tanaka, [10]. Lemma 3.1, which gives a sort of Lipschitz property for $a$, sufficient for our study.

Lemma 2.6. 1. There exists a measurable function $\varphi_0 : \mathbb{R}^3 \times \mathbb{R}^3 \mapsto [0, 2\pi]$, such that for all $X, Y$, all $\varphi$,

$$|\Gamma(X, \varphi) - \Gamma(Y, \varphi + \varphi_0(X, Y))| \leq 3|X - Y|$$

(all the angles are modulo $2\pi$).

2. This implies that for all $v, v_s, w, w_s$ in $\mathbb{R}^3$, $\theta \in [0, \pi]$, $\varphi \in [0, 2\pi]$,

$$|a(v, v_s, \theta, \varphi) - a(w, w_s, \theta, \varphi + \varphi_0(v - v_s, w - w_s))|$$

$$\leq 2\theta (|v - w| + |v_s - w_s|)$$

and in particular that for all $v, v_s, \theta, \varphi$,

$$|a(v, v_s, \theta, \varphi)| \leq 2\theta (|v| + |v_s|).$$

Proof. We just have to check 1., 2. being then an immediate consequence. For any $X \in \mathbb{R}^3$, we set

$$C_X = \{U \in \mathbb{R}^3 / |U| = |X| \text{ and } (U, X) = 0\}$$

Notice that for any $X \in \mathbb{R}^3$, $C_X = \{\Gamma(X, \varphi) / \varphi \in [0, 2\pi]\}$. Then we fix $X$ and $Y$ in $\mathbb{R}^3$. First notice that if $X$ and $Y$ are colinear, it suffices to choose $\varphi_0(X, Y) = 0$. We thus now assume that $X$ and $Y$ are not colinear. Then we build some transformations of $\mathbb{R}^3$. First, we set, for $U \in \mathbb{R}^3$, $h(U) = \frac{|V|}{|X|} U$.

We also denote by $\rho$ the rotation of $\mathbb{R}^3$ tranforming $X \frac{X}{|X|}$ into $Y \frac{Y}{|Y|}$ around a line perpendicular to the plane determined by $X$ and $Y$. The linear map $\tau = \rho \circ h : \mathbb{R}^3 \mapsto \mathbb{R}^3$ transforms $C_X$ into $C_Y$. Since $\Gamma(X, 0)$ belongs to $C_X$, we deduce that $\tau(\Gamma(X, 0))$ belongs to $C_Y$, thus there exists $\varphi_0(X, Y) \in [0, 2\pi]$ such that $\tau(\Gamma(X, 0)) = \Gamma(Y, \varphi_0(X, Y))$ and it is not hard to deduce that for all $\varphi$,

$$\tau(\Gamma(X, \varphi)) = \Gamma(Y, \varphi + \varphi_0(X, Y)).$$
Thus
\begin{equation}
(2.18)
|\Gamma(X, \varphi) - \Gamma(Y, \varphi + \varphi_0(X, Y))| = |\Gamma(X, \varphi) - \tau(\Gamma(X, \varphi))|
\leq |\Gamma(X, \varphi) - \frac{|Y|}{|X|} \Gamma(X, \varphi)| + \frac{|Y|}{|X|} |\Gamma(X, \varphi) - \frac{|Y|}{|X|} \rho(\Gamma(X, \varphi))|
\leq \left(1 - \frac{|Y|}{|X|}\right)|X| + \frac{|Y|}{|X|} |X| \times \|\text{Id} - \rho\|_{op}
\leq |X - Y| + |Y| \left|\frac{X}{|X|} - \frac{Y}{|Y|}\right| \leq 3|X - Y|.
\end{equation}

3. THE CASE WITH CUTOFF

We first consider in this section the simpler so-called cutoff case for which \(\int_0^\pi \beta(\theta)d\theta < +\infty\). Existence and uniqueness of a solution \(P^\beta\) of the nonlinear martingale problem \(\text{MP}(\beta, P_0)\) will be easily proved. In the case where there exists a unique solution \(f^\beta\) to the Boltzmann equation, the law \(P^\beta_t\) has for each \(t\) the density \(f^\beta_t\). Moreover, we will describe some simulable interacting particle systems of which the law converges to \(P^\beta\) when the size of the system tends to infinity. This section is standard and is almost contained in [4] which concerns the one-dimensional case. But it is necessary to develop it for a good understanding of the case without cutoff.

**Theorem 3.1.** Let \(\beta\) be a cross section such that \(\|\beta\|_1 = \int_0^\pi \beta(\theta)d\theta < +\infty\) and \(P_0 \in \mathcal{P}(\mathbb{R})\). There exists a unique solution \(P^\beta\) to the nonlinear martingale problem \(\text{MP}(\beta, P_0)\). Its flow of time-marginals \((P^\beta_t)_{t \geq 0}\) is the unique (probability measure flow) solution of the equation (2.3).

**Proof.** We follow Shiga-Tanaka, [13], Lemma 2.3, and more recently Desvillettes-Graham-Mélédard, [4]. Since \(\beta\) is in \(L^1([0, \pi])\) and is even, the jump operator has the simpler form: \(\forall \phi \in C^2_v(\mathbb{R}^3),\)
\begin{equation}
(3.1)
K^\beta_{\phi}(v, v^*) = \int_0^{2\pi} \int_0^\pi \left( \phi \left( \frac{v + v_\star}{2} + \frac{|v - v_\star|}{2} \sigma \right) - \phi(v) \right) \beta(\theta)d\theta d\varphi
\end{equation}
and moreover for any flow \((Q_t)_{t \in \mathbb{R}^+}\) in \(\mathcal{D}(\mathbb{R}^+, \mathcal{P}(\mathbb{R}^3))\)
\begin{equation}
(3.2)
\phi \in L^\infty(\mathbb{R}^3) \Rightarrow (K^\beta_{\phi}(\cdot, v^*), Q_s(\text{d}v^*)) \in L^\infty(\mathbb{R}^3).
\end{equation}
Then the operator \(\phi \mapsto \langle K^\beta_{\phi}(\cdot, v^*), Q_s(\text{d}v^*) \rangle\) is a pure-jump Markov operator generating a unique law \(P^Q\) in \(\mathcal{P}(\mathcal{D}(\mathbb{R}^+, \mathbb{R}^3))\) starting at \(P_0\). Its flow of marginals satisfies a linear evolution equation: for \(\phi \in L^\infty(\mathbb{R}^3),\)
\begin{equation}
(3.3)
\langle \phi, P^Q_t \rangle = \langle \phi, P_0 \rangle + \int_0^t \langle K^\phi_{\phi^*}(v, v^*), P^Q_s(\text{d}v) Q_s(\text{d}v^*) \rangle \text{d}s.
\end{equation}
Let \(|\mu| = \sup \{\|\phi\|_\infty \leq 1\}\) denote the variation norm. For \((Q^i_t)_{t \geq 0}, i = 1, 2,\) and the corresponding solutions \((P^Q_t)_{t \geq 0},\)
\begin{equation}
\langle \phi, P^Q_t - P^Q_t \rangle = \int_0^t \langle K^\phi_{\phi^*}, Q^1_s \otimes (P^Q_s - P^Q_s) + (Q^1_s - Q^2_s) \otimes P^Q_s \rangle \text{d}s
\end{equation}
and hence
\[ |P_t^{Q_1} - P_t^{Q_2}| \leq 4\pi \|\beta\|_1 \int_0^t (|P_s^{Q_1} - P_s^{Q_2}| + |Q_s^1 - Q_s^2|) \, ds. \]

Then by Gronwall’s lemma,
\[ |P_t^{Q_1} - P_t^{Q_2}| \leq 4\pi \|\beta\|_1 \exp(4\pi \|\beta\|_1 t) \int_0^t |Q_s^1 - Q_s^2| \, ds. \tag{3.4} \]

Taking $Q_1^t = Q_2^t = Q_t$ we see that there is a unique probability measure solving the linearized equation associated with any $(Q_t)_{t \geq 0}$, which must then be the flow of marginals of $P^Q$ generated by (3.2).

We now consider the nonlinear equation (2.3). Uniqueness easily follows from (3.4). Now, the existence of a solution of (2.3) is obtained by a standard Picard argument. Let $P_0^t = P_0$ and for $k \geq 0$, the flow $(P_k^t)_t$ defined for $\phi \in L^\infty(\mathbb{R}^3)$ by
\[ \langle \phi, P_{k+1}^t \rangle = \langle \phi, P_0 \rangle + \int_0^t \langle K_\beta^d(v, v^*), P_{k+1}^s (dv) \rangle P_k^s (dv^*) \, ds. \tag{3.5} \]

Iterations of (3.4) imply that
\[ |P_{k+1}^t - P_k^t| \leq (4\pi \|\beta\|_1 e^{4\pi \|\beta\|_1 t}) \sup_{0 \leq s \leq t} |P_s^1 - P_s^0|. \]

Then $(P_k^t)_t$ converges uniformly on compact sets to $(\hat{P}_t)_t$ solving (2.3).

Let us finally come back to the proof of the existence and uniqueness of a solution of the nonlinear martingale problem. We consider the law $P$ generated by (3.2) with $(Q_t)_t$ equal to $(\hat{P}_t)_t$. Then the flow $(P_t)_t$ satisfies (3.3) with $(Q_t)_t$ equal to $(\hat{P}_t)_t$ as does $(\hat{P}_t)_t$. Then $(P_t)_t = (\hat{P}_t)_t$ and $P$ solves the nonlinear martingale problem. Now, if $P^1$ and $P^2$ are two solutions of the nonlinear martingale problem, they have the same flow of time-marginals $(\hat{P}_t)_t$. Then they are solutions of a (standard) well-posed martingale problem, and are then equal.

By adapting the proof of Desvillettes, Theorem A.1, one can prove

**Theorem 3.2.** Let us assume that $\int_0^\pi \beta^2(\theta) \, d\theta < +\infty$. Let $f_0 \geq 0$ be an initial density datum such that
\[ \int_{\mathbb{R}^3} f_0(v)(1 + |v|^2) \, dv < +\infty. \]

Then there exists a unique density solution $f^\beta(t, v)$ of (2.1) in
\[ L^\infty(\mathbb{R}^+, L^1(\mathbb{R}^3, (1 + |v|^2)dv)) \]
with initial datum $f_0$. Moreover, this solution satisfies the conservation of momentum and energy.

Using Remark 2.3 we see that under the assumptions of Theorem 3.2 the solution $P^\beta$ of the martingale problem with initial distribution $P_0(dv) = f_0(v)dv$ satisfies, for each $t > 0$, $P_t^\beta(dv) = f^\beta(t, v)dv$, where $f^\beta$ is defined in Theorem 3.2.
3.1. Stochastic approximations in the cutoff case. Still under the cutoff assumption \( \int_0^\pi \beta(\theta)d\theta < +\infty \), we define two different mean-field interacting particle systems which will approximate the nonlinear martingale problem.

Let \( v^n = (v_1, ..., v_n) \), the generic point of \( (\mathbb{R}^3)^n \), and let \( e_i: h \in \mathbb{R}^3 \mapsto e_ih = (0, ..., 0, h, 0, ..., 0) \in (\mathbb{R}^3)^n \) with \( h \) at the \( i \)-th place. The interacting systems of \( n \) particles that we consider are pure-jump Markov processes with values in \( (\mathbb{R}^3)^n \) and with generators defined for \( \phi \in C_b(\mathbb{R}^3) \) by: for the simple mean-field interacting particle system,

\[
\frac{1}{n-1} \sum_{1 \leq i < j \leq n} \int_0^{2\pi} \int_0^{2\pi} \left( \phi(v^n + e_i(a(v_i, v_j, \theta, \varphi))) - \phi(v^n) \right) \beta(\theta)d\theta d\varphi;
\]

for the binary mean-field interacting particle system,

\[
\frac{1}{n-1} \sum_{1 \leq i < j \leq n} \int_0^{2\pi} \int_0^{2\pi} \frac{1}{2} \left( \phi(v^n + e_i(a(v_i, v_j, \theta, \varphi))) + e_j(a(v_j, v_i, \theta, -\varphi)) - \phi(v^n) \right) \beta(\theta)d\theta d\varphi.
\]

We will treat these two cases in the same way, since in a probabilistic point of view their behaviours are completely similar. The first particle system can be seen as associated with the Nanbu algorithm (cf. [12], [1]) and is as simple as possible. The second one can be related to the Bird algorithm (cf. [18]). Its real and main interest is that it conserves momentum and kinetic energy. In both cases, we denote by \( V^{\beta,n} = (V^{\beta,1n}, ..., V^{\beta,nn}) \) this Markov process.

We use a convergence result proved in Graham-Méléard [6], Theorem 3.1 and obtain a strong approximation result. For a given \( T > 0 \), let us denote by \( |.|_T \) the total variation norm in the space of signed measures on \( D([0, T], \mathbb{R}^3) \). Then we have a propagation of chaos result in a variation norm sense.

**Theorem 3.3.** Let \( (V_t')_{t \geq 1} \) be independent and \( P_0 \)-distributed random variables. For given \( T > 0 \) and \( k \in \mathbb{N}^* \),

\[
|\mathcal{L}(V^{\beta,1n}, ..., V^{\beta,kn}) - (P^{\beta})^{\otimes k}|_T \leq K_k \frac{\exp(2\pi ||\beta||_1 T)}{n},
\]

with \( K_1, K_2 = 6 \) and \( K_k = 2k(k-1) \) for \( k > 2 \).

The following corollary will be the basis for the numerical approximations in the sequel.

**Corollary 3.4.** The empirical measure defined by

\[
\mu^{\beta,n} = \frac{1}{n} \sum_{i=1}^{n} \delta_{V^{\beta,i}},
\]

converges in probability in \( \mathcal{P}(D([0, T], \mathbb{R}^3)) \) to \( P^{\beta} \), with the rate \( \sqrt{K_n \exp(2\pi ||\beta||_1 T)} \).

(The space \( \mathcal{P}(D([0, T], \mathbb{R}^3)) \) is endowed with the weak topology for the Skorohod metric on \( D([0, T], \mathbb{R}^3)) \)).

Then we can prove that under the assumptions of Theorem 3.2, the empirical measure at time \( t \) converges for each fixed \( t \) to the function \( f^{\beta}(t, .) \) solution of the
Boltzmann equation with cutoff. We now consider the case without cutoff which is the original part of the paper.

4. The case without cutoff

In the case without cutoff, the existence and uniqueness of the associated nonlinear martingale problem is not so standard as in the cutoff case. In order to prove the existence, we associate with this martingale problem a nonlinear stochastic differential equation on a greater probability space. We prove the existence of a solution to this stochastic differential equation (SDE) on each finite-time interval $[0, T]$ by a generalized Picard iteration and we deduce the existence of a solution of the nonlinear martingale problem.

Notation 4.1. 1. We consider now two probability spaces: the first one is the abstract space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0,T]}, P)$ and the second one is $([0,1], \mathcal{B}([0,1]), d\alpha)$.

In order to avoid any confusion, the processes on $([0,1], \mathcal{B}([0,1]), d\alpha)$ will be said to be some $\alpha$-processes, the expectation under $d\alpha$ will be denoted $E_\alpha$, and the laws $\mathcal{L}_\alpha$.

2. If $Q$ is a probability on $\mathbb{D}_T = \mathbb{D}([0,T],\mathbb{R}^3)$, we will say that $Q \in \mathcal{P}_2(\mathbb{D}_T)$ if $\int_{x \in \mathbb{D}_T} \sup_{t \in \mathbb{D}_T} |x(t)|^2 Q(dx) < \infty$. A right-continuous and left-handed limited adapted process $Y_s$ on $[0, T]$ will be said to be an $L^2_T$-process if its law belongs to $\mathcal{P}_2(\mathbb{D}_T)$.

Notation 4.2. Let $V_0$ be an $\mathbb{R}^3$-valued $\mathcal{F}_0$-measurable random variable, let $N$ be an $\{\mathcal{F}_t\}$-Poisson measure on $[0,T] \times [0,1] \times [0, \pi] \times [0, 2\pi]$ and $\tilde{N}$ its compensated measure. Let $Y$ be an $L^2_T$-process, let $W$ be an $L^2_T$-$\alpha$-process, and let $b \in \mathbb{R}$. Then we denote by $X = F(V_0, Y, W, N, b)$ the $L^2_T$-process defined by

$$X_t = V_0 + \int_0^t \int_0^1 \int_0^\pi \int_0^{2\pi} a(Y_{s-}, W_{s-}(\alpha), \theta, \varphi) \tilde{N}(d\theta, d\varphi, da, ds)$$

(4.1) \[-b \int_0^t \int_0^1 (Y_{s-} - W_{s-}(\alpha)) \, d\alpha ds\]

Definition 4.3. We will say that $(V, W, N)$ is a solution of SDE($\beta, P_0$) if:

- $V$ is an $L^2_T$-process, such that $\mathcal{L}(V_0) = P_0$,
- $W$ is an $L^2_T$-$\alpha$-process such that $\mathcal{L}_\alpha(W) = \mathcal{L}(V)$,
- $N$ is an $\{\mathcal{F}_t\}$-Poisson measure on $[0, T] \times [0, 1] \times [0, \pi] \times [0, 2\pi]$ with intensity measure $\beta^{\beta d \theta d \varphi} d\theta d\varphi$ and compensated measure $\tilde{N}$,
- $\beta = F(V_0, Y, W, N, b)$, where $b = \pi \int_0^\pi (1 - \cos \theta) \beta(\theta) d\theta$

Remark 4.4. If $(V, W, N)$ is a solution of SDE($\beta, P_0$), then $\mathcal{L}(V) = \mathcal{L}_\alpha(W)$ is a solution of MP($\beta, P_0$), and thus $\{\mathcal{L}(V_s)\}_{s \in [0,T]}$ is the unique measure-solution of MP. (The uniqueness is recalled in Theorem 2.2)

We now state an existence and uniqueness result.

Theorem 4.5. Assume that $P_0$ is a probability measure on $\mathbb{R}^3$ admitting a moment of order 2 and that $\beta$ is a cross section satisfying $\int_0^\pi \theta^2 \beta(\theta) d\theta < \infty$. Then

1. SDE($\beta, P_0$) admits a solution $(V, W, N)$ and the law $P^3 = \mathcal{L}(V) = \mathcal{L}_\alpha(W)$ is unique.
2. MP($\beta, P_0$) admits a unique solution given by $P^3$. 
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We first prove the uniqueness for \( MP(\beta, P_0) \), which will also imply the uniqueness in law for \( SDE(\beta, P_0) \). Our proof is an easy corollary of Theorem 2.2 (which is due to Toscani-Villani [17]).

**Corollary 4.6.** Under the same assumptions as in Theorem 2.2, the uniqueness of a solution to the nonlinear martingale problem \( MP(\beta, P_0) \) holds.

**Proof.** Let \( Q \) be a solution of \( MP(\beta, P_0) \). Then the marginal flow \( \{Q_s\} \) is a measure solution of (2.3). We thus know from Theorem 2.2 that for each \( s \), \( Q_s \) is uniquely determined. Now \( Q \) is the law of a Markov process with initial distribution \( P_0 \) and with the given infinitesimal generator

\[
L\phi(v) = \int_{v \in \mathbb{R}^d} K^\phi_\beta(v, v_s)Q_s(dv_s),
\]

and the conclusion follows. \( \square \)

We now want to prove the existence of a solution to \( SDE(\beta, P_0) \). The following lemma is a tricky remark of Tanaka, [10].

**Lemma 4.7.** Let \( N \) be an \( \{\mathcal{F}_t\}\)-Poisson measure on \([0, T] \times [0, 1] \times [0, \pi] \times [0, 2\pi]\) with intensity measure \( \beta(\theta)d\theta d\varphi d\alpha ds \) and compensated measure \( \hat{N} \). Let \( \varphi_\omega(\omega, s, \alpha) \) be a predictable \([0, 2\pi]\)-valued function. We define a new counting measure \( N^* \) on \([0, T] \times [0, 1] \times [0, \pi] \times [0, 2\pi] \) by

\[
N^*(A) = \int 1_A(s, \alpha, \theta, \varphi + \varphi_\omega(s, \alpha))N(d\theta, d\varphi, d\alpha, ds)
\]

Then \( N^* \) is again an \( \{\mathcal{F}_t\}\)-Poisson measure on \([0, T] \times [0, 1] \times [0, \pi] \times [0, 2\pi]\) with intensity measure \( \beta(\theta)d\theta d\varphi d\alpha ds \). Furthermore, for every predictable function \( h(\omega, s, \alpha, \theta, \varphi) \) such that the expressions below are well defined,

\[
\int h(s, \alpha, \theta, \varphi)\hat{N}^*(d\theta, d\varphi, d\alpha, ds) = \int h(s, \alpha, \theta, \varphi + \varphi_\omega(s, \alpha))\hat{N}(d\theta, d\varphi, d\alpha, ds)
\]

The proof of this lemma is immediate. We finally prove the existence of a solution to \( SDE(\beta, P_0) \).

**Lemma 4.8.** Let \( V_0 \) be an \( \mathcal{F}_0\)-measurable \( \mathbb{R}^3 \)-valued random variable belonging to \( L^2(\Omega) \), and let \( \beta \) be a cross section satisfying \( \int_0^1 \theta^2 \beta(\theta)d\theta < \infty \). Let \( N \) be an \( \{\mathcal{F}_t\}\)-Poisson measure on \([0, T] \times [0, 1] \times [0, \pi] \times [0, 2\pi]\) with intensity measure \( \beta(\theta)d\theta d\varphi d\alpha ds \). Then there exists an \( L^2_\alpha \)-process \( V \), an \( L^2_\beta \)-\( \alpha \)-process \( W \), and a predictable function \( \varphi_\omega(\omega, s, \alpha) \) with values in \([0, 2\pi]\), such that, if \( N^* \) is the Poisson measure on \([0, T] \times [0, 1] \times [0, \pi] \times [0, 2\pi] \) defined by (4.3), then

\[
V = F(V_0, V, W, N^*, b) \quad \text{and} \quad \mathcal{L}(V) = \mathcal{L}_\alpha(W)
\]

where \( b = \pi \int_0^1 (1 - \cos\theta)d\theta \). This of course implies the existence of a solution \((V, W, N^*)\) to \( SDE(\beta, \mathcal{L}(V_0)) \), and thus the existence of a solution to \( MP(\beta, \mathcal{L}(V_0)) \).

**Proof.** Following again [10], we use a Picard iteration. First, we set \( V^0 \equiv V_0 \), and we consider an \( \alpha \)-process \( W^0 \) such that \( \mathcal{L}_\alpha(W^0) = \mathcal{L}(V^0) \). We also set \( \varphi^0_\omega \equiv 0 \).
Then, when everything is built up to $n$, we set
\[ V^{n+1} = V_0 + \int_0^t \int_0^1 \int_0^2 \int_0^\pi \int_0^\pi a(V_s^n, W_s^n(\alpha), \vartheta, \varphi + \varphi_n(s, \alpha)) \hat{N}(d\vartheta, d\varphi, d\alpha, ds) \]
(4.6)
\[ -b \int_0^t \int_0^1 (V_s^n - W_s^n(\alpha))d\alpha ds \]
and we consider an $\alpha$-process $W^{n+1}$ such that $\mathcal{L}_\alpha(W^{n+1}, \ldots, W^0) = \mathcal{L}(V^{n+1}, \ldots, V^0)$. We also set $\varphi_n(s, \alpha) = \varphi_n(s, \alpha) + \varphi_n(V_s^n - W_s^n(\alpha), V_s^{n+1} - W_s^{n+1}(\alpha))$, where the map $\varphi_n$ was defined in Lemma 2.6. Then one easily checks, thanks to Doob's inequality, Lemma 2.6, and since $\mathcal{L}_\alpha(W^n, W^{n-1}) = \mathcal{L}(V^n, V^{n-1})$, that
\[ E \left( \sup_{[0,t]} |V_s^{n+1} - V_s^n| \right) \leq K \int_0^t \left[ E \left( |V_s^n - V_s^{n-1}|^2 \right) + E_\alpha \left( |W_s^n - W_s^{n-1}|^2 \right) \right] ds \]
(4.7)
Thus there clearly exist some $L^2_T$-process $V$, some $L^2_T$-$\alpha$-process $W$, such that $\mathcal{L}(V) = \mathcal{L}_\alpha(W)$ and when $n$ goes to infinity,
\[ E \left( \sup_{[0,t]} |V_s - V_s^n| \right) = E_\alpha \left( \sup_{[0,t]} |W_s - W_s^n| \right) \to 0. \]
(4.8)
We still have to study the convergence of $a(V_s^n, W_s^n(\alpha), \vartheta, \varphi + \varphi_n(s, \alpha))$. First recall that
\[ a(V_s^n, W_s^n(\alpha), \vartheta, \varphi + \varphi_n(s, \alpha)) \]
(4.9)
\[ = \cos \frac{\theta}{2} (V_s^n - W_s^n(\alpha)) + \sin \frac{\theta}{2} \Gamma(V_s^n - W_s^n(\alpha), \varphi + \varphi_n(s, \alpha)). \]
Furthermore, we know from Lemma 2.6 that
\[ |\Gamma(V_s^{n+1} - W_s^{n+1}(\alpha), \varphi + \varphi_n(s, \alpha)) - \Gamma(V_s^n - W_s^n(\alpha), \varphi + \varphi_n(s, \alpha))| \]
(4.10)
\[ \leq 3 (|V_s^{n+1} - V_s^n(\alpha)| + |W_s^{n+1}(\alpha) - W_s^n(\alpha)|). \]
We thus deduce from (4.8) the existence of a predictable function $\delta(s, \varphi, \alpha)$, such that a.s., for almost all $\alpha$, when $n$ tends to infinity,
\[ \Gamma(V_s^n - W_s^n(\alpha), \varphi + \varphi_n(s, \alpha)) \to \delta(s, \varphi, \alpha). \]
(4.11)
It is clear that $\delta(s, 0, \alpha)$ has the norm $|V_s^n - W_s^n(\alpha)|$ and is orthogonal to $V_s^n - W_s^n(\alpha)$. Thus, for some $\varphi_n(s, \alpha)$ (which is predictable),
\[ \delta(s, 0, \alpha) = \Gamma(V_s^n - W_s^n(\alpha), \varphi_n(s, \alpha)). \]
(4.12)
It is not difficult to deduce that for all $\varphi$,
\[ \delta(s, \varphi, \alpha) = \Gamma(V_s^n - W_s^n(\alpha), \varphi + \varphi_n(s, \alpha)). \]
(4.13)
We thus have found a predictable function $\varphi_n$ such that if $N^*$ is defined by (4.8), then $V = F(V_0, V, W, N^*, b)$. Lemma 4.8 is proved. The proof of Theorem 1.5 is complete. \qed
5. Stochastic particle approximations for the Boltzmann equation without cutoff

We still consider in this section the Maxwell Boltzmann equation when only \( f \sigma^2 \beta(\theta) \, d\theta \) is finite.

We want to approximate the solution of the nonlinear martingale problem \( \text{MP}(\beta, P_0) \) on \( \mathbb{D}([0, T], \mathbb{R}^3) \) by using a simulable interacting particle system. As an intermediate step, we introduce cutoff approximations of the case without cutoff.

5.1. Convergence of some cutoff approximations. Let us consider the cutoff cross sections \( \beta_l \) defined by

\[
\beta_l(\theta) = \beta(\theta) 1_{[l, \infty)}(\theta).
\]

We are interested in the convergence of the solution \( P_l \) of the martingale problem on \( \mathbb{D}([0, T], \mathbb{R}^3) \) with cross section \( \beta_l \) to that of the martingale problem \( P \) with cross section \( \beta \) on \( \mathbb{D}([0, T], \mathbb{R}^3) \). Usually (for example for a similar problem in dimension one [4]), one constructs a pathwise coupling of processes, respectively with laws \( P_l \) and \( P \), which we are able to compare in a pathwise sense. Unfortunately, in our situation, the bad behaviour of the function \( a \) prevents using this method. So we will construct a sort of “coupling in law”.

Notation 5.1. We consider on the set \( \mathcal{P}_2(\mathbb{R}^3) \) the Vaserstein metric :

\[
\rho(q_1, q_2) = \inf \left\{ \int_{\mathbb{R}^3 \times \mathbb{R}^3} |x - y|^2 \, r(dx, dy) \middle| r \in \mathcal{P}_2(\mathbb{R}^3 \times \mathbb{R}^3), \text{ and } r \text{ has marginals } q_1 \text{ and } q_2 \right\}^{1/2}
\]

(5.2)

Similarly, we also consider the Vaserstein metric on \( \mathcal{P}_2(\mathbb{D}_T) \).

\[
\rho_T(Q_1, Q_2) = \inf \left\{ \int_{\mathbb{D}_T \times \mathbb{D}_T} \|x - y\|^2 \, R(dx, dy) \middle| R \in \mathcal{P}_2(\mathbb{D}_T \times \mathbb{D}_T), \text{ and } R \text{ has marginals } Q_1 \text{ and } Q_2 \right\}^{1/2}
\]

(5.3)

We set

\[
c = \int_0^\pi \theta^2 \beta(\theta) \, d\theta, \quad c_l = \int_0^\pi \theta^2 \beta_l(\theta) \, d\theta,
\]

(5.4)

\[
b = \pi \int_0^\pi (1 - \cos \theta) \beta(\theta) \, d\theta, \quad b_l = \pi \int_0^\pi (1 - \cos \theta) \beta_l(\theta) \, d\theta.
\]

We also define

\[A_l = (32\pi (c - c_l) + 4T(b - b_l)^2) T.\]

Let us remark that \( A_l \) tends to 0 when \( l \) tends to infinity.
**Theorem 5.2.** Let $P_0 \in \mathcal{P}_2(\mathbb{R}^3)$. Let $\beta$ be a cross section satisfying $\int_0^\pi \theta^2 \beta(\theta) d\theta < \infty$, and let $\beta_1(\theta) = \beta(\theta) 1_{[1/2, \pi]}(\theta)$. Let $P^\beta$ (resp. $P^{\beta_1}$) be the unique solution of $\text{MP}(\beta, P_0)$ (resp. $\text{MP}(\beta_1, P_0)$). Then

\begin{equation}
\rho_T(P^\beta, P^{\beta_1}) \leq K(b, c, T) \left( \int_{\mathbb{R}^3} |v|^2 P_0(dv) \right)^{1/2} \sqrt{A_t}
\end{equation}

where the explicit expression of $K(b, c, T)$ is given by

\[ K(b, c, T) = \sqrt{K(T/\tau_0)+1} - 1 \]

and

\begin{equation}
K = 10e^{5(16\pi c + 2b^2 T)}; \quad \tau_0 = \frac{1}{K(16\pi c + 2b^2 T)} = \frac{1}{10} e^{-5(16\pi c + 2b^2 T)},
\end{equation}

and $[T/\tau_0]$ denotes the integer part of $T/\tau_0$.

In order to prove this result, we begin with a lemma whose proof is very similar (but much more standard) to those of Lemma 4.8 and Corollary 4.6 and thus is omitted.

**Lemma 5.3.** Let $V_0$ be a $\mathbb{R}^3$-valued $\mathcal{F}_0$-measurable random variable such that $E\left( |V_0|^2 \right) < \infty$, and let $\beta$ be a cross section satisfying $\int_0^\pi \theta^2 \beta(\theta) d\theta < \infty$. Let $N$ be an $\{\mathcal{F}_t\}$-Poisson measure on $[0, T] \times [0, 1] \times [0, \pi] \times [0, 2\pi]$ with intensity measure $\beta(\theta) d\theta d\varphi d\omega d\sigma$, and let $V$ be an $L^2_T\alpha$-process.

Then there exist an $L^2_T\alpha$-process $V$ and a predictable function $\varphi_s(\omega, s, \alpha)$ with values in $[0, 2\pi]$, such that, if $N^*$ is the Poisson measure on $[0, T] \times [0, 1] \times [0, \pi] \times [0, 2\pi]$ defined by (5.3), then

\begin{equation}
V = F(V_0, V, Y, N^*, b).
\end{equation}

The law $\mathcal{L}(V)$ is unique and entirely determined by $\mathcal{L}(V_0)$, $\beta$, and the marginal flow $\{\mathcal{L}_\alpha(Y_s)\}_{s \in [0, T]}$.

The proof of Theorem 5.2 is based on the following lemma, which begins a recursive proof.

**Lemma 5.4.** Let $P_0$ and $P_0'$ belong to $\mathcal{P}_2(\mathbb{R}^3)$. Let $\beta$ be a cross section satisfying $\int_0^\pi \theta^2 \beta(\theta) d\theta < \infty$, and let $\beta_1(\theta) = \beta(\theta) 1_{[1/2, \pi]}(\theta)$. Let $P^\beta$ and $P^{\beta_1}$ be the unique solutions of $\text{MP}(\beta, P_0)$ and $\text{MP}(\beta_1, P_0')$. Then, for $\tau_0$ and $K$ defined by (5.6),

\begin{equation}
\rho^2_{\tau_0}(P^\beta, P^{\beta_1}) \leq K \left( \rho^2(P_0, P_0') + \left\{ \int_{\mathbb{R}^3} |v|^2 P_0(dv) \right\} A_t \right).\end{equation}

**Proof.** Let $\epsilon > 0$, $\tau > 0$, and $l \geq 1$ be fixed. We consider two random variables $V_0$ and $V_0'$ with laws given by $P_0$ and $P_0'$ and such that

\begin{equation}
E\left( |V_0 - V_0'|^2 \right) \leq \rho^2(P_0, P_0') + \epsilon.
\end{equation}

We also consider some $L^2_T\alpha$-processes $W^\epsilon$ and $W^{l;\epsilon}$ with laws $P^\beta$ and $P^{\beta_1}$ and such that

\begin{equation}
E_{\alpha} \left( \sup_{[0, \tau]} |W^\epsilon_s - W^{l;\epsilon}_s|^2 \right) \leq \rho^2_{\tau}(P^\beta, P^{\beta_1}) + \epsilon.
\end{equation}

Let $N$ be an $\{\mathcal{F}_t\}$-Poisson measure on $[0, T] \times [0, 1] \times [0, \pi] \times [0, 2\pi]$ with intensity measure $\beta(\theta) d\theta d\varphi d\omega d\sigma$. Thanks to Lemma 5.3, there exist a $L^2_T\alpha$-process $Z^*$ and a
predictable function \( \varphi_s(\omega, s, \alpha) \) with values in \([0, 2\pi[\) such that, if \( N^*_\alpha \) is the \( \{F_t\} \)-Poisson measure on \([0, T] \times [0, 1] \times [0, \pi] \times [0, 2\pi]\) defined by (4.3) (with \( \varphi_s^* \) instead of \( \varphi_s \)), then

\begin{equation}
Z^\varepsilon = F(V_0, Z^\varepsilon, W^\varepsilon, N^*_\alpha, b)
\end{equation}

Let us prove that \( \mathcal{L}(Z^\varepsilon) = \mathcal{L}_\alpha(W^\varepsilon) = P^\beta \). Thanks to Lemma 5.3, we know that the law of \( Z^\varepsilon \) is uniquely determined by \( \beta, P_0 \), and \( \mathcal{L}_\alpha(W^\varepsilon) \). On the other hand, if \((V, W, \dot{N})\) is any solution of SDE(\( \beta, P_0 \)) with \( W \) fixed with \( \mathcal{L}_\alpha(W) = \mathcal{L}_\alpha(W^\varepsilon) = P^\beta \), \( V \) can be considered as a solution of the classical stochastic differential equation studied in Lemma 5.3. The uniqueness in law in (5.11) implies that the law of \( Z^\varepsilon \) is the same as that of \( V \), and thus that \( \mathcal{L}(Z^\varepsilon) = \mathcal{L}_\alpha(W^\varepsilon) = P^\beta \).

We now set \( N^*_{\varepsilon, j} = N^*_{\alpha, [0, T] \times [0, 1] \times [1/t, \pi] \times [0, 2\pi]} \). Since \( \int_{1/t}^T \beta(\theta)d\theta < \infty \), \( N^*_{\varepsilon, j} \) is a finite Poisson measure, thus it can a.s. be written as

\begin{equation}
N^*_{\varepsilon, j} = \sum_{i=1}^\mu \delta_{(T_i, \alpha, \theta_s, \varphi_s)}.
\end{equation}

Working recursively on the time intervals \([T_i, T_{i+1}]\), one can easily build an \( L^2_T \)-process \( Z^\varepsilon_{\tau, i} \) such that

\begin{equation}
Z^\varepsilon_{\tau, i} = V_0' + \int_0^ {T_i} \int_0^1 \int_0^\pi \int_0^{2\pi} a\left(Z^\varepsilon_{\tau, i-1}, W^\varepsilon_{\tau, i-1}(\alpha), \theta_s, \varphi_s
+ \varphi_0(Z^\varepsilon_{\tau, i-1} - W^\varepsilon_{\tau, i-1}(\alpha), Z^\varepsilon_{\tau, i-1} - W^\varepsilon_{\tau, i-1}(\alpha))\right)
\end{equation}

\[ N^*_{\varepsilon, i}(d\theta, d\varphi, d\alpha, d\alpha) \]

Indeed, it suffices to set \( Z^\varepsilon_{\tau, i} = V_0' \) for all \( t \in [0, T_1] \), then to set

\begin{equation}
Z^\varepsilon_{\tau, i} = V_0' + \alpha \left(Z^\varepsilon_{\tau, i-1}, W^\varepsilon_{\tau, i-1}(\alpha_1), \theta_1, \varphi_1
+ \varphi_0(Z^\varepsilon_{\tau, i-1} - W^\varepsilon_{\tau, i-1}(\alpha_1), Z^\varepsilon_{\tau, i-1} - W^\varepsilon_{\tau, i-1}(\alpha_1))\right)
\end{equation}

for all \( t \in [T_1, T_2], \) etc. (No Picard iteration is needed here.) Notice that (5.13) can be rewritten with respect to the compensated measure as

\begin{equation}
Z^\varepsilon_{\tau, i} = V_0' - \ln \int_0^ {T_i} \int_0^1 \int_0^\pi \int_0^{2\pi} a\left(Z^\varepsilon_{\tau, i-1}, W^\varepsilon_{\tau, i-1}(\alpha), \theta_s, \varphi_s
+ \varphi_0(Z^\varepsilon_{\tau, i-1} - W^\varepsilon_{\tau, i-1}(\alpha), Z^\varepsilon_{\tau, i-1} - W^\varepsilon_{\tau, i-1}(\alpha))\right)
\end{equation}

\[ N^*_{\varepsilon, i}(d\theta, d\varphi, d\alpha, d\alpha) \]

As previously and thanks to Lemma 5.3, we see that \( \mathcal{L}(Z^\varepsilon_{\tau, i}) = \mathcal{L}_\alpha(W^\varepsilon_{\tau, i}) = P^\beta_i \).
A standard computation, using Doob’s inequality and Lemma 5.4, shows that
\[
E \left( \sup_{[0,t]} |Z_s^\varepsilon - Z_s^{\varepsilon,1}|^2 \right) \leq \frac{5}{2} E \left( |V_0 - V_0'|^2 \right)
\]
\[+5(16\pi c + 2b^2 T) \int_0^t \left( E \left( |Z_s^\varepsilon - Z_s^{\varepsilon,1}|^2 \right) + E_\alpha \left( |W_s^\varepsilon - W_s^{\varepsilon,1}|^2 \right) \right) ds\]
(5.16)
\[+5 \left\{ 16\pi(c - c_t) + 2T(b - b_t)^2 \right\} \int_0^t \left( E \left( |Z_s^\varepsilon|^2 \right) + E_\alpha \left( |W_s^\varepsilon|^2 \right) \right) ds.
\]
Since \( L(Z^\varepsilon) = L_\alpha(W^\varepsilon) = P^\beta \), and since \( \{ P_s^\varepsilon \}_{[0, T]} \) is a measure solution of (2.3), it is well known that for all \( s \), we have the conservation of the kinetic energy:
\[
E \left( |Z_s^\varepsilon|^2 \right) = E_\alpha \left( |W_s^\varepsilon|^2 \right) = \int_{\mathbb{R}^3} |v|^2 P_0^\beta (dv) = \int_{\mathbb{R}^3} |v|^2 P_0 (dv) = E \left( |V_0|^2 \right).
\]
Hence, using Gronwall’s Lemma, (5.9) and (5.10), we deduce from (5.16) that
\[
E \left( \sup_{[0,\tau]} |Z_s^\varepsilon - Z_s^{\varepsilon,1}|^2 \right)
\leq 5e^{5(16\pi c + 2b^2 T)\tau} \left( \rho^2(P_0, P_0') + \epsilon + (16\pi c + 2b^2 T)\tau (\rho^2(P^\beta, P^\beta) + \epsilon) \right.
\]
\[+ \left. (32\pi(c - c_t) + 4T(b - b_t)^2) TE \left( |V_0|^2 \right) \right) \leq \frac{K}{2} \left( \rho^2(P_0, P_0') + \epsilon + (16\pi c + 2b^2 T)\tau (\rho^2(P^\beta, P^\beta) + \epsilon) + A_t E \left( |V_0|^2 \right) \right).
\]
Using the fact that for all \( \epsilon > 0 \),
\[
\rho_2^2(P^\beta, P^\beta) \leq E \left( \sup_{[0,\tau]} |Z_s^\varepsilon - Z_s^{\varepsilon,1}|^2 \right)
\]
we deduce, making \( \epsilon \) go to 0, and choosing \( \tau_0 = \frac{1}{K(16\pi c + 2b^2 T)} = \frac{1}{10e^{5(16\pi c + 2b^2 T)T}} \),
that
\[
\rho_2^2(P^\beta, P^\beta) \leq K \left( \rho^2(P_0, P_0') + A_t E \left( |V_0|^2 \right) \right)
\]
(5.19)
which was our aim.

**Proof of Theorem 5.3.** We work recursively on the time intervals \([n\tau_0, (n+1)\tau_0]\),
for \( n \leq T/\tau_0 - 1 \). First of all, it is clear, from Lemma 5.4, that
\[
\rho_2^2(P^\beta, P^\beta) \leq K \left\{ \int_{\mathbb{R}^3} |v|^2 P_0 (dv) \right\} A_t
\]
(5.21)
where \( K = 10e^{5(16\pi c + 2b^2 T)T} \). Now let \( 1 \leq n \leq T/\tau_0 - 1 \) be fixed. Then in particular
\[
\rho^2(P^\beta_{n\tau_0}, P^\beta_{n\tau_0}) \leq \rho_2^2(P^\beta_{n\tau_0}, P^\beta_{n\tau_0}).
\]
(5.22)
On the other hand, an immediate adaptation of Lemma 5.4 shows that
\[
\rho_2^2(P^\beta_{(n+1)\tau_0}, P^\beta_{(n+1)\tau_0}) \leq K \left\{ \rho^2(P^\beta_{n\tau_0}, P^\beta_{n\tau_0}) + \int_{\mathbb{R}^3} |v|^2 P_0 (dv) \times A_t \right\}
\]
(5.23)
where
\begin{equation}
\rho_{n\tau_0, (n+1)\tau_0}(P^\beta, P^{\beta_l}) = \inf \left\{ E \left( \sup_{t \in [n\tau_0, (n+1)\tau_0]} |X_t - Y_t|^2 \right)^{1/2} \middle/ \mathcal{L}(X) = P^\beta, \mathcal{L}(Y) = P^{\beta_l} \right\}.
\end{equation}

Finally, using the fact that
\begin{equation}
(5.24)
\end{equation}
we obtain
\begin{equation}
(5.25)
\rho_{n\tau_0, (n+1)\tau_0}(P^\beta, P^{\beta_l}) \leq \rho_{n\tau_0}(P^\beta, P^{\beta_l}) + \rho_{n\tau_0, (n+1)\tau_0}(P^\beta, P^{\beta_l})
\end{equation}

where
\begin{equation}
(5.26)
\end{equation}

By standard arguments, we obtain immediately that
\begin{equation}
\rho_{n\tau_0}(P^\beta, P^{\beta_l}) \leq \frac{(K + 1)[T/\tau_0] - 1}{(K + 1) - 1} \left\{ \int_{\mathbb{R}^3} \|v\|^2 P_0 dv \right\} A_l
\end{equation}

where \([T/\tau_0]\) denotes the integer part of \(T/\tau_0\).

5.2. Convergence rates for the interacting particle systems. We consider the same cutoff cross section \(\beta_l\) as before. Then with each \(l\), one can associate a particle system \((V^{\beta_l, n})\) as defined in subsection 2.3.

We can now state our main pathwise convergence result.

**Theorem 5.5.** Let \(\beta\) be a cross section. Let us consider a sequence \(l(n)\) of integers going to infinity in such a way that
\begin{equation}
(5.27)
\exp\left(2\pi T \| \beta_{l(n)} \|_1\right) = o(n)
\end{equation}

and let \((V_0^l)_{l \in \mathbb{N}}\) be i.i.d. \(P_0\)-distributed random variables. Then

1. For every fixed \(k\) and every \(T > 0\), the sequence of laws
\begin{equation}
\mathcal{L}(V^{\beta_{l(n)}, 1n}, \ldots, V^{\beta_{l(n)}, kn})
\end{equation}
of probability measures on the path space \(\mathbb{D}([0, T], (\mathbb{R}^3)^k)\) converges weakly to \((P^\beta)^\otimes k\), where \(P^\beta\) is the unique solution of \(\text{MP}(\beta, P_0)\). Moreover, we have the convergence estimates
\begin{equation}
\sup_{0 \leq t \leq T} \rho^2 \left( \mathcal{L}(V^{\beta_{l(n)}, kn}_t), P^\beta_t \right) \leq 6 \exp\left(2\pi T \| \beta_{l(n)} \|_1\right) + K(b, c, T) A_{l(n)} \int |v|^2 P_0 dv
\end{equation}
where the explicit forms of \(K(b, c, T)\) and \(A_l\) are given in subsection 5.1. Recall that \(A_{l(n)}\) tends to 0 as \(n\) tends to infinity.

2. The empirical measures of the system \(\mu^{\beta_{l(n)}, n}\) (defined by (5.8)) converge in probability to \(P^\beta\) in the path space \(\mathcal{P}(\mathbb{D}([0, T], \mathbb{R}^3))\).
The proof is immediate by associating Theorem 5.3 and Theorem 5.2.

Let us notice that in the case of potential interactions in $1/r^s$, $s > 2$, i.e. when the cross section is smaller than $C\theta^{-\alpha}$ with $\alpha = \frac{s+1}{s-1} \in ]1, 3[$, the sequence $l(n)$ has to be chosen in such a way that

$$\exp \left(2\pi T \frac{C}{\alpha - 1} l(n)^{-\alpha} \right) = o(n).$$

6. The simulation algorithms

We deduce from the above study two algorithms associated respectively with the simple mean-field ("Nanbu" approach) interacting particle system and the binary mean-field ("Bird" approach) interacting particle system. The description of the algorithms is the same in both cases since the theoretical justification is unified for the two systems.

From now on, the cross section $\beta$, the initial distribution $P_0$, the terminal time $T > 0$, the size of the particle system $n \geq 2$, and the cutoff parameter $l > 0$ are fixed. We denote by $\beta_t$ the corresponding cross section with cutoff defined by (5.1).

We consider the associated Nanbu and Bird particle systems, \( \{V_{t}^{N}\}_{t \in [0, T]} \in \mathbb{D}([0, T], \mathbb{R}^3)^n \) and \( \{V_{t}^{B}\}_{t \in [0, T]} \in \mathbb{D}([0, T], \mathbb{R}^3)^n \), which were both denoted $V^{B,n}$ previously. Recall that for each \( i \in \{1, ..., n\} \), $V^{N,i}$ (or $V^{B,i}$) describes the evolution of the velocity of the $i$-th particle. Our aim is to describe algorithms to simulate $V^N$ and $V^B$. Of course these algorithms can be derived immediately from (3.6) and (3.7).

First, we assume that $V_0^N$ (or $V_0^B$) is simulated, according a $P_0^{\otimes n}$-distribution. Then we denote by $0 < T_1^N < ... < T_{\mu_N}^N$ (resp. $0 < T_1^B < ... < T_{\mu_B}^B$) the successive times of jump until $T$ of a standard Poisson process with parameter $2\pi n \parallel \beta_t \parallel_1$ (resp. $2\pi n \parallel \beta_t \parallel_1 / 2$). These times model the times of collision (either there is a direct procedure to simulate the collision times of this process during an a priori chosen time interval, or one simulates independent exponential laws with this rate which describe the inter-collision time intervals).

Before the first collision, the velocities do not change, so that we set $V_s^N = V_0^N$ for all $s < T_1^N$ (resp. $V_s^B = V_0^B$ for all $s < T_1^B$). Let us describe the first collision. First, we choose a couple $(i, j)$ of particles, according to a uniform distribution on \( \{(k, l) \in \{1, ..., n\}^2 | k \neq l\} \). We choose the first angle $\varphi$ of collision by using a uniform distribution over $[0, 2\pi]$. We finally choose the second angle of collision $\theta$ by using a $\frac{\beta_t(\theta)}{\parallel \beta_t \parallel_1} d\theta$-distribution. Then we set

$$V_{T_1}^{N,i} = V_0^{N,i} + a(V_0^{N,j}, V_0^{N,j}, \theta, \varphi)$$

$$V_{T_1}^{N,k} = V_0^{N,k} \text{ if } k \neq i$$

(6.1)

for the simulation of the Nanbu system, and

$$V_{T_1}^{B,i} = V_0^{B,i} + a(V_0^{B,j}, V_0^{B,j}, \theta, \varphi)$$

$$V_{T_1}^{B,j} = V_0^{B,j} + a(V_0^{B,j}, V_0^{B,j}, \theta, -\varphi)$$

$$V_{T_1}^{B,k} = V_0^{B,k} \text{ if } k \notin \{i, j\}$$

(6.2)

in the case of the Bird system.
Since nothing happens between $T_1$ and $T_2$, we set $V^N_s = V^N_{T_1}$ for all $s \in [T_1, T_2]$ (resp. $V^B_s = V^B_{T_1}$ for all $s \in [T_1, T_2]$).

Iterating this method, we can simulate $V^N_{T_2}, ..., V^N_{T_N}$ (resp. $V^B_{T_2}, ..., V^B_{T_M}$), i.e. the whole path $\{V^N_t\}_{t \in [0, T]}$ (resp. $\{V^B_t\}_{t \in [0, T]}$), which was our aim.

These algorithms are very simple, take a few lines of program and do not require to discretize time.

Notice that in the case of the Nanbu approach, we are far from simulating a gas: in the collisions between two particles, we do only change the velocity of one particle. However, the most "probabilistically" natural system is obtained by this approach, since the martingale problem (2.4) leads immediately to (3.6), and thus to this algorithm.

Of course, Bird’s system is more physically natural, since in this case, we simulate binary interactions, and since it preserves momentum and kinetic energy.

7. Numerical results

We are now interested in numerical results obtained by the simulations algorithms described previously. In order to test these algorithms, we choose a typical cross section without cutoff, which does not admit a moment of order 1:

\[(7.1)\quad \beta(\theta) = \frac{1}{2\pi \sin^2 \theta} \mathbf{1}_{\{0 < \theta < \pi/2\}} \]

and we consider the following initial distribution of the velocities:

\[(7.2)\quad P_0(dv) = 1_{[-1/2, 1/2]^3}(v)dv.\]

As in Section 5, we define a family of cross sections $\beta_l$ (for $l > 0$) with cutoff by (5.1). We denote by $\{\beta_l\}$, and $\{\beta_l\}$ the measure solution of the associated Boltzmann equations, and by $\{\mu^{n,i}_{N,t}\}$ (resp. $\{\mu^{n,i}_{B,t}\}$) the flow of empirical measures associated with the corresponding particle system obtained by the Nanbu (resp. Bird) approach.

Our aim is to “deduce” from simulations how $\mu^{n,i}_{N,t}$ and $\mu^{n,i}_{B,t}$ approach $P^\beta_t$ in practice. To this aim, we have to consider known quantities. Indeed, we will compare

\[(7.3)\quad m^4_t = \int_{\mathbb{R}^3}|v|^4 P^\beta_t(dv)\]

with

\[(7.4)\quad m^{4,i}_t = \int_{\mathbb{R}^3}|v|^4 P^{\beta_t}(dv)\]

and with

\[(7.5)\quad m^{4,n}_{4,N}(t) = \int_{\mathbb{R}^3}|v|^4 \mu^{n,i}_{N,t}(dv) \quad \text{or} \quad m^{4,n}_{4,B}(t) = \int_{\mathbb{R}^3}|v|^4 \mu^{n,i}_{B,t}(dv).\]

First, we will try to study how to choose $n$, $l$, and the algorithm, in order to obtain the minimal error for a given duration of computation. Then we will study how the error behaves when the time varies.
7.1. The choice of the algorithm, of \( l \) and \( n \). In this paragraph, we consider the fixed time \( t_0 = 2 \). The question we would like to answer is how to choose \( l \), \( n \), and which algorithm, in order to obtain the best approximation of \( m_4(t_0) \) by \( m_{4,N}^l(t_0) \) or \( m_{4,B}^l(t_0) \), for a given duration of computation.

First of all, an easy (but fastidious) computation shows that:

\[
m_4(t_0) = \frac{5}{48} \left( 1 - e^{-\pi t_0/4} \right) + \frac{19}{240} e^{-\pi t_0/4},
\]

(7.6)

\[
m_4^l(t_0) = \frac{5}{48} \left( 1 - e^{-(\pi/4 - 1/2)t_0} \right) + \frac{19}{240} e^{-(\pi/4 - 1/2)t_0}.
\]

A first set of simulations shows that the duration of one simulation grows proportionally with respect to the product \( n \times l \) and that the algorithm related to Bird’s approach is slightly more rapid than that obtained by the Nanbu approach.

We now would like to determine which algorithm looks better. We thus set

\[
\phi_N(n,l) = \frac{100}{m_4(t_0)} \left\langle \left| m_{4,N}^l(t_0) - m_4(t_0) \right| \right\rangle,
\]

(7.7)

\[
\phi_B(n,l) = \frac{100}{m_4(t_0)} \left\langle \left| m_{4,B}^l(t_0) - m_4(t_0) \right| \right\rangle,
\]

where \( \langle \cdot \rangle \) denotes the “mean over many experiences” (we will always take the means over at least 1000 experiences). Thus \( \phi_B(n,l) \) is the “mean” error, in percent, of one simulation.

A second set of experiences shows that the Bird algorithm looks better. Since it is also slightly more rapid, we use, from now on, the Bird approach.

For a given duration of computation, i.e., for a given \( n \times l \), we would like to optimize the approximation. To this aim, we split \( \phi_B(n,l) \) into \( \phi_B^S(n,l) + \phi_B^C(l) \), where

\[
\phi_B^S(n,l) = \frac{100}{m_4(t_0)} \times \left\langle \left| m_{4,B}^l(t_0) - m_4^l(t_0) \right| \right\rangle
\]

(7.8)

is the mean error, in percent, due to one simulation, and

\[
\phi_B^C(l) = \frac{100}{m_4(t_0)} \times |m_4^l(t_0) - m_4(t_0)|
\]

(7.9)

is the “cutoff” error, in percent.

A new set of simulations shows that \( \phi_B^S(n,l) \) depends only very slightly on \( l \). Indeed, we see that \( \phi_B^S(n,l) \) satisfies:

<table>
<thead>
<tr>
<th>( n \times l )</th>
<th>5</th>
<th>10</th>
<th>50</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>27.90</td>
<td>27.96</td>
<td>28.41</td>
<td>27.66</td>
<td>28.01</td>
</tr>
<tr>
<td>1000</td>
<td>3.02</td>
<td>2.98</td>
<td>3.01</td>
<td>2.95</td>
<td>3.02</td>
</tr>
</tbody>
</table>

Notice that since \( \phi_B^C(200) \approx 0.026\% \), it is not really necessary to consider the case where \( l > 200 \).
Thus the optimization procedure is quite easy. We first try to determine the behaviour of the function \( \phi_B^S(n) \approx \phi_B^S(n, l) \). We obtain:

<table>
<thead>
<tr>
<th>( n )</th>
<th>100</th>
<th>350</th>
<th>500</th>
<th>1000</th>
<th>1500</th>
<th>2000</th>
<th>2500</th>
<th>3000</th>
<th>3500</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_B^S(n, 10) )</td>
<td>9.25</td>
<td>5.09</td>
<td>4.13</td>
<td>2.99</td>
<td>2.45</td>
<td>2.07</td>
<td>1.84</td>
<td>1.67</td>
<td>1.56</td>
</tr>
<tr>
<td>( \phi_B^S(n, 100) )</td>
<td>9.79</td>
<td>4.98</td>
<td>4.34</td>
<td>2.92</td>
<td>2.39</td>
<td>2.09</td>
<td>1.90</td>
<td>1.66</td>
<td>1.60</td>
</tr>
</tbody>
</table>

Thanks to Figure 1, which describes the previous table, we see that \( \phi_B^S(n) \approx 93/\sqrt{n} \) seems to be a good approximation. This shows, empirically, that \( m_{4, B}(t_0) \) satisfies a limit central theorem (in \( n \)), and suggests that a limit central theorem might hold for any “nice” functional of \( \mu^n \). This is not very surprising; see Méléard [11] for a similar problem.

However, since the difference between \( 93/\sqrt{n} \) and \( \phi_B^S(n) \) is almost 0 when \( n \) varies in \( \{100, ..., 3500\} \), and since a central limit theorem seems to hold, we might deduce that the approximation \( 93/\sqrt{n} \) still holds when \( n \) is much larger.

Let us compare briefly this study with that of Desvillettes, Graham, and Méléard, [4], who are interested in the one-dimensional case. In fact, we do not really study the numerical results in the same way as they do. However, one can check, studying Table 1, Section 5 in [4], that (in dimension 1, with the Nanbu system, and with quite the same cross section and initial distribution as (7.1) and (7.2)) one obtains a function \( \phi_N^{1D}(n, l) \approx 81/\sqrt{n} \), for \( t_0 = 1.8 \). We thus deduce that in practice, the speed of convergence does not depend much on the dimension, even for the constants.

![Figure 1](https://www.ams.org/journal-terms-of-use)
Let us come back to our problem. A direct computation, using (7.6), shows that
\[ C(l) = 5.25 \times (e^{1/l} - 1) \approx 5.25/l. \]  
We finally deduce that for a fixed duration of computation \( D > 0 \), the “best” \( n \) and \( l \), such that \( n \times l = D \), minimizing the total error \( \phi_B(n, l) + \phi_C(l) \) are given by
\[ n_D = 4.28 \times D^{2/3}; \quad l_D = 0.23 \times D^{1/3} \]  
which gives a total error behaving as
\[ \phi_B(n_D, l_D) + \phi_C(l_D) = 67.7 \times D^{-1/3}. \]

Of course, the precision given here is probably useless, because the present study holds only for \( t_0 = 2 \), with the chosen cross section and initial distribution, and only for the moment of order 4. However, it might give an idea of how to choose \( n \) and \( l \) in order to obtain quickly a good result in other situations.

7.2. The error as a function of the time. Let us now say a word about the evolution in time of our simulations. We are interested in a comparison between the values of \( m_4(t) \) and \( m^{1.3500}_4(t) \), when \( t \) varies. In fact, we would just like to check that the error is not strongly growing when \( t \) increases. We obtain Figure 2, choosing \( n = 3500 \) and \( l = 10 \), using only one simulation for each time.

Furthermore, simulating \( m^{10,3500}_{4.3500}(t) \) once up to \( t = 500 \) (resp. \( t = 1000 \)), we obtain an error equal to 2.95% (resp. 1.76%), which is equivalent to the errors in Figure 2. We thus “deduce” that our approximations do not become much less and less good when the time increases.

![Figure 2. Evolution in time.](image-url)
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