LOCALIZATION EFFECTS AND MEASURE SOURCE TERMS
IN NUMERICAL SCHEMES FOR BALANCE LAWS
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Abstract. This paper investigates the behavior of numerical schemes for nonlinear conservation laws with source terms. We concentrate on two significant examples: relaxation approximations and genuinely nonhomogeneous scalar laws. The main tool in our analysis is the extensive use of weak limits and nonconservative products which allow us to describe accurately the operations achieved in practice when using Riemann-based numerical schemes. Some illustrative and relevant computational results are provided.

1. Introduction

This paper deals with the numerical analysis of weak solutions to nonhomogeneous hyperbolic equations written in conservation form, [31]. We will focus on two significant examples. The first one is the special case of relaxation approximation to the scalar conservation law (1)–(2), [28, 29]. The second one corresponds to the general case of a scalar balance law (26). These two problems share the common feature of being solvable within the framework of BV functions and Kružkov’s theory, [31, 41].

In both cases, when designing any numerical scheme, one has to face the issue of choosing an efficient treatment of the zero-order term. The constraints are mostly stability in stiff regimes (as pointed out in, e.g., [18, 33]) together with some consistency with an expected asymptotic behavior. For our examples, we distinguished between relaxation, for which the convergence towards the equilibrium manifold (the local Maxwellian) is the key point and the general balance law, where a long-time decay to some steady regime should occur in order to respect the dynamics of the differential underlying problem, [35]. It turns out that these two criteria are actually difficult to meet within the existing approaches, [7, 8, 13, 23].

One goal of the present article is to propose to work out both objectives efficiently in a simple self-contained Godunov approach. The basic trick is therefore to consider special Riemann problems endowed with some “measure-valued source terms” (see the systems (12) and (49)) which are to be processed carefully: consult Propositions 1 and 5. In return, this kind of formulation ensures that the asymptotic behavior will be respected under very reasonable stability restrictions. In §2.6, §3.7, we provide computational results on some classical problems in order to demonstrate that our numerical approaches are realizable and efficient.
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Going a bit deeper into the contents of this work, we describe roughly the idea lying at the heart of the matter. For both the relaxing system and the scalar balance law, we consider a localization function depending either on the time or the space variable. This function is usually smooth at the level of the differential problem; this means that the relaxation or the reaction process is applied more or less uniformly in the domain. At the numerical level, this smoothness is not realistic any longer since it leads to intricate and computationally expensive schemes based mostly on generalized Riemann problems whose structure is highly more intricate compared to homogeneous ones, [15][16]. One is therefore led to tackle some singular localization functions, describing the fact that the relaxing or reactive processes are ignited and switched off suddenly at particular moments or locations, as times increase. This actually matches the real structure of widely-used practical algorithms, including the classical time-splitting techniques or the so-called method of lines.

The mathematical tools required to carry out such a program have been recently developed since they go beyond classical distribution theory to consider ambiguous nonconservative products. Since weak solutions of hyperbolic equations are likely to be discontinuous, their product with Dirac measures is unstable and the relevant theory is developed in [5][9][12][21][32][36]. At the numerical level, the key point is to be able to compute accurately such measure-valued terms: some attempts have already been proposed in [17][19][20][22][23]; see also [8][21][40][39] for closely related works. We stress that our results do not contradict [26].

The paper is organized as follows. In Section 2, we consider the relaxing approximations with a time-based localization function. We show compactness properties as this function concentrates. A Godunov scheme is naturally deduced for which it is possible to prove convergence towards the entropy solution in the infinite relaxation limit. In Section 3, a similar program is carried out for a general scalar balance law with a localization function depending on the space variable. In this last case, one has to face new issues as nonlinear resonance may occur, [27], which we shall systematically exclude with convenient hypotheses. In Section 4, we conclude and propose some perspectives for future developments.

2. The special case of relaxation approximations

2.1. Motivation. We are interested in studying relaxation approximations in the sense of [28][29] to the entropy solution of the scalar conservation law:

\begin{equation}
\begin{aligned}
\partial_t u + \partial_x f(u) &= 0, \\
u(.,0) &= u_0 \in BV(\mathbb{R}).
\end{aligned}
\end{equation}

Therefore, we can consider the following system:

\begin{equation}
\begin{aligned}
\partial_t u + \partial_x v &= 0, \\
\partial_t v + c^2 \partial_x u &= -\mu(v-f(u)), \\
u(.,0) &= u_0 \quad \text{and} \quad v(.,0) = f(u_0),
\end{aligned}
\end{equation}

where the parameter \( \mu > 0 \) is supposed to be very big and the velocity \( c \) satisfies the classical subcharacteristic condition. The system (2) has been widely used as a building block inside relaxation schemes for (1) mainly because of its simple semilinear structure. Actually, as it is the common case for nonhomogeneous problems, the large majority of numerical algorithms actually does not solve (2). Most of them involve a free transport stage and a projection on the local equilibrium manifold at each time step \( \Delta t > 0 \). So, it may be of interest to study a variant of...
taking this observation into account. The relaxation term can be rewritten the following way:

\[ v - f(u) = (v - f(u)).1 = (v - f(u))\partial_t b(t), \]

together with the choice \( b(t) = t \). This can be referred to as the continuous case. Consequently, in order to move towards a discrete one, we introduce \( b^\varepsilon \) as a sequence of increasing Lipschitz continuous functions depending only on the time variable \( t \in \mathbb{R}^+ \) and we aim to investigate the behaviour of solutions to the following modified system:

\[
\begin{aligned}
\partial_t v^\varepsilon + \partial_x v^\varepsilon &= 0, \\
\partial_t v^\varepsilon + c^2 \partial_x u^\varepsilon &= -\mu(v^\varepsilon - f(u^\varepsilon))\partial_t b^\varepsilon(t).
\end{aligned}
\]

One interesting problem from the computational point of view is the limit when \( b^\varepsilon \) becomes piecewise constant as \( \varepsilon \to 0 \). This corresponds to a relaxation mechanism which is ignited and switched off only at special instants \( t^n = n\Delta t, n \in \mathbb{N}, \) and matches the real nature of practical algorithms.

### 2.2. Introduction of a singular relaxation system.

Let us begin with a remark which will be of constant use in the sequel: thanks to its linear convective part, the system partly decouples, \( [1] \):

\[
\begin{aligned}
\partial_t w^\varepsilon + c\partial_x w^\varepsilon &= \mu G(w^\varepsilon, z^\varepsilon)\partial_t b^\varepsilon(t), \\
\partial_t z^\varepsilon - c\partial_x z^\varepsilon &= -\mu G(w^\varepsilon, z^\varepsilon)\partial_t b^\varepsilon(t),
\end{aligned}
\]

where:

\[ w = -(v + cu); \quad z = v - cu; \quad G(w, z) = \frac{1}{2}(-w + z) - f \left( -\frac{w + z}{2c} \right). \]

Without any loss of generality, we can assume that \( G(0, 0) = 0 \). We suppose also that \( f \) lies in \( C^2(\mathbb{R}) \). We now make the definition of \( b^\varepsilon \) a bit more precise. Namely, relying on the choice of an arbitrary parameter \( \Delta t > 0 \) and for any \( n \in \mathbb{N}, \) we select:

\[
b^\varepsilon(t) = \begin{cases}
(n - 1)\Delta t, & n\Delta t - \varepsilon < t < n\Delta t, \\
\Delta t B \left( 1 + \frac{t - n\Delta t}{\varepsilon} \right) + (n - 1)\Delta t, & n\Delta t - \varepsilon \leq t < n\Delta t, \\
\end{cases}
\]

with: \( B \in C^1(\mathbb{R}); B(0) = 0; B(1) = 1; B' \geq 0. \)

Consequently, there holds (1 of the characteristic function of the set \( A \)):

\[
\partial_t b^\varepsilon(t) = \frac{\Delta t}{\varepsilon} \sum_{n \in \mathbb{N}} B'(1 + \frac{t - n\Delta t}{\varepsilon}) 1_{t \in [n\Delta t - \varepsilon, n\Delta t]},
\]

a quantity which clearly converges in the weak topology of measures towards a Dirac comb as \( \varepsilon \to 0 \).

**Lemma 1.** Assume the initial data for \( [1] \) \( (w_0, z_0) \) lie in \( L^1 \cap BV(\mathbb{R}) \) and that the subcharacteristic condition \( c \geq \|f'(u^\varepsilon)\|_{L^\infty} \) holds; then, the sequence \( (w^\varepsilon, z^\varepsilon) \) of solutions of \( [1], [3], [4] \) is relatively compact in the strong topology of \( L^1_{\text{loc}}(\mathbb{R} \times [0, T]) \) as \( \varepsilon \to 0 \).

**Proof.** It relies mainly on the quasi-monotonicity property of \( G \) together with standard BV compactness arguments. First, notice that because of the semilinearity of \( [1] \), the Cauchy problem admits a unique solution for \( \varepsilon > 0 \) by the method of characteristics. We want now to derive estimates.
We multiply (4) by \((\text{sgn}(w^\varepsilon), \text{sgn}(z^\varepsilon))\) and integrate on \(x \in \mathbb{R}\) to get:

\[
\begin{aligned}
\partial_t \int_{\mathbb{R}} |w^\varepsilon|(x,t).dx &= \mu \int_{\mathbb{R}} \text{sgn}(w^\varepsilon)G(w^\varepsilon, z^\varepsilon)\partial tb^\varepsilon(t).dx, \\
\partial_t \int_{\mathbb{R}} |z^\varepsilon|(x,t).dx &= -\mu \int_{\mathbb{R}} \text{sgn}(z^\varepsilon)G(w^\varepsilon, z^\varepsilon)\partial tb^\varepsilon(t).dx.
\end{aligned}
\]

Since we assumed \(G(0,0) = 0\), we can use the mean-value theorem to get:

\[
G(w^\varepsilon, z^\varepsilon) = -\frac{w^\varepsilon}{2c}(c - f'(\xi)) + \frac{z^\varepsilon}{2c}(c + f'(\xi)).
\]

This expresses that \(G\) is decreasing with respect to its first variable, and increasing with respect to its second one; in particular, this implies the so-called quasi-monotonicity property, (1). It remains to add the previous equations and to notice that \(\text{sgn}(\cdot)\), \(y \leq |y|\) for any \(x, y \in \mathbb{R}\) in order to get:

\[
\partial_t \int_{\mathbb{R}} \left(|w^\varepsilon| + |z^\varepsilon|\right)(x,t).dx \leq 0.
\]

We differentiate (4) with respect to \(x\), multiply the resulting equations by \((\text{sgn}(\partial_x w^\varepsilon), \text{sgn}(\partial_x z^\varepsilon))\) and use exactly the same arguments to get:

\[
\partial_t \int_{\mathbb{R}} \left(\partial_x w^\varepsilon \right) + \left|\partial_x z^\varepsilon\right|)(x,t).dx \leq 0.
\]

This BV-bound also provides an \(L^\infty\) one; this garantees that the subcharacteristic condition can be realized.

We integrate (4) with respect to the time variable \(t > t_0\):

\[
\begin{aligned}
\int_{\mathbb{R}} |w^\varepsilon(x,t) - w^\varepsilon(x,t_0)|.dx &\leq \int_{\mathbb{R}} \int_{t_0}^t c|\partial_x w^\varepsilon(x,s)| \\
&+ \mu \int_{\mathbb{R}} G(w^\varepsilon, z^\varepsilon)(x,s)|\partial tb^\varepsilon(s).ds.dx,
\end{aligned}
\]

\[
\begin{aligned}
\int_{\mathbb{R}} |z^\varepsilon(x,t) - z^\varepsilon(x,t_0)|.dx &\leq \int_{\mathbb{R}} \int_{t_0}^t c|\partial_x z^\varepsilon(x,s)| \\
&+ \mu \int_{\mathbb{R}} G(w^\varepsilon, z^\varepsilon)(x,s)|\partial tb^\varepsilon(s).ds.dx.
\end{aligned}
\]

We add both inequalities and use the mean-value theorem to get:

\[
\int_{\mathbb{R}} |w^\varepsilon(x,t) - w^\varepsilon(x,t_0)| + |z^\varepsilon(x,t) - z^\varepsilon(x,t_0)|.dx
\]

\[
\leq |t - t_0| \left[ c(TV(w_0) + TV(z_0)) \right] \\
+ 2\mu \left[ \|w_0\|_{L^1(\mathbb{R})} + \|z_0\|_{L^1(\mathbb{R})} \right] (b^\varepsilon(t) - b^\varepsilon(t_0)),
\]

where \(TV(.)\) denotes the total variation in \(x\) of a given function. We notice that there is a global BV-regularity on the sequence \(Z^\varepsilon \overset{\text{def}}{=} (w^\varepsilon, z^\varepsilon)\) since:

\[
\sup_{h \neq 0} \int_{[0,T] \times \mathbb{R}} \frac{|Z^\varepsilon(x+h,t) - Z^\varepsilon(x,t)|}{h} + \frac{|Z^\varepsilon(x,t+h) - Z^\varepsilon(x,t)|}{h}.dx.dt
\]

\[
\leq T \left[ (1 + c) \left( TV(w_0) + TV(z_0) \right) \right] + 2\mu \left[ \|w_0\|_{L^1(\mathbb{R})} + \|z_0\|_{L^1(\mathbb{R})} \right].
\]

This means that \((w^\varepsilon, z^\varepsilon) \in BV(\mathbb{R} \times [0,T])\).

As a consequence of the classical Helly’s compactness theorem, the sequence \((w^\varepsilon, z^\varepsilon)\) is relatively compact in \(L^1_{\text{loc}}(\mathbb{R} \times [0,T])\).
2.3. A meaning for the ambiguous product. We now want to shed some light on the singular problem one gets in the limit $\varepsilon \to 0$. At first glance, it is likely to be quite unstable because of the ambiguous term emanating from the right-hand side. Indeed, $w^\varepsilon$ and $z^\varepsilon$ suffer discontinuities at least on the lines $t = n\Delta t$, $n \in \mathbb{N}_+$, and their product with a Dirac mass has to be defined in a careful way. Anyway, we can give a precise meaning to this kind of terms in the framework proposed in [32, 36] by investigating the limit of the sequence $G(w^\varepsilon, z^\varepsilon)\partial_t b^\varepsilon$ in the weak-$*$ topology of measures on $\mathbb{R} \times \mathbb{R}^+$.

The next result lies at the heart of the matter.

**Proposition 1.** Under the assumptions of Lemma [32] there holds:

\[ G(w^\varepsilon, z^\varepsilon)\partial_t b^\varepsilon \overset{\text{weak-}^*}{\rightharpoonup} \mathcal{M} \sum_{n \in \mathbb{N}_+} \Delta t \left( \int_0^1 G(\bar{w}, \bar{z})(x, \tau)B'(\tau).d\tau \right) \delta(t - n\Delta t), \]

where $\bar{w}, \bar{z}$ satisfy the following differential condition for $\tau \in [0, 1]$:

\[ \partial_\tau \left( \begin{array}{c} \bar{w} \\ \bar{z} \end{array} \right) = \mu \Delta t \left( \begin{array}{c} G(\bar{w}, \bar{z}) \\ -G(\bar{w}, \bar{z}) \end{array} \right) B'(\tau) \]

completed by the initial data for $x \in \mathbb{R}$ and $t = n\Delta t$, $n \in \mathbb{N}_+$:

\[ \bar{w}(x, 0) = w(x, t - 0); \quad \bar{z}(x, 0) = z(x, t - 0). \]

The proof is actually a consequence of the following stabilization result.

**Lemma 2.** Assume the initial data for $[32] (w_0, z_0)$ lie in $L^1 \cap BV(\mathbb{R})$ and that the subcharacteristic condition $c \geq \|f'(w^\varepsilon)\|_{L^\infty}$ holds; then, the sequence $(w^\nu, z^\nu)$ of solutions of the following relaxing system

\[
\begin{cases}
\partial_t w^\nu + \nu \partial_x w^\nu = G(w^\nu, z^\nu), \\
\partial_t z^\nu - \nu \partial_x z^\nu = -G(w^\nu, z^\nu)
\end{cases}
\]

is relatively compact in $L^1_{\text{loc}}(\mathbb{R} \times [0, T])$ as $\nu \to 0$.

**Proof.** It follows the lines of the one given for Lemma [32]

- Multiplying \([11]\) by $(\text{sgn}(w^\nu), \text{sgn}(z^\nu))$ and integrating over $x \in \mathbb{R}$ leads to

\[ \partial_t \int_\mathbb{R} \left( |w^\nu| + |z^\nu| \right)(x, t).dx \leq 0, \]

after having used both the mean-value theorem and the subcharacteristic condition.

- Differentiating \([11]\) with respect to $x$, multiplying by $(\text{sgn}(\partial_x w^\nu), \text{sgn}(\partial_x z^\nu))$ and integrating over $x \in \mathbb{R}$ gives:

\[ \partial_t \int_\mathbb{R} \left( |\partial_x w^\nu| + |\partial_x z^\nu| \right)(x, t).dx \leq 0. \]

- Integrating \([11]\) with respect to time gives the $L^1$-equicontinuity property for $t > t_0$:

\[
\int_\mathbb{R} |w^\nu(x, t) - w^\nu(x, t_0)| + |z^\nu(x, t) - z^\nu(x, t_0)|.dx \\
\leq |t - t_0| \left[ \nu c(TV(w_0) + TV(z_0)) + 2(\|w_0\|_{L^1(\mathbb{R})} + \|z_0\|_{L^1(\mathbb{R})}) \right].
\]

This completes the proof of Lemma [32].
We can now state the proof of Proposition 1.

Proof. First of all, \(G(w^\varepsilon, z^\varepsilon)\) is uniformly bounded and relatively compact in the strong \(L^{1}_{loc}\)-topology and \(\partial_t b^\varepsilon\) converges in the weak* topology of measures. Their product is therefore weakly convergent as a measure. Let \(\phi\) be a continuous function with compact support in \(\mathbb{R} \times \mathbb{R}^+\); according to (7), the object under the scope is:

\[
\int_{\mathbb{R} \times \mathbb{R}^+} G(w^\varepsilon, z^\varepsilon)(x,t) \partial_t b^\varepsilon(t) \phi(x,t) dx dt = \sum_{n \in \mathbb{N}} \int_{\mathbb{R}} \int_{n \Delta t - \varepsilon}^{n \Delta t} G(w^\varepsilon, z^\varepsilon)(x,t) \frac{\Delta t}{\varepsilon} B'(1 + \frac{t - n \Delta t}{\varepsilon}) \phi(x,t) dx dt.
\]

We pick an integer \(n \in \mathbb{N}\), and we just perform a change to the “inner variable” \(\tau\) by introducing \(\tau = 1 + \frac{t - n \Delta t}{\varepsilon} \in [0,1]\). Therefore, the “inner system” holds for \(\varepsilon > 0\):

\[
\begin{align*}
\partial_\tau w^\varepsilon + \varepsilon c \partial_\tau w^\varepsilon &= \mu G(w^\varepsilon, z^\varepsilon) \Delta t B'(\tau), \\
\partial_\tau z^\varepsilon - \varepsilon c \partial_\tau z^\varepsilon &= -\mu G(w^\varepsilon, z^\varepsilon) \Delta t B'(\tau),
\end{align*}
\]

together with the initial data:

\[
w^\varepsilon(x, \tau = 0) = w^\varepsilon(x, n \Delta t - \varepsilon); \quad z^\varepsilon(x, \tau = 0) = z^\varepsilon(x, n \Delta t - \varepsilon).
\]

Lemma 2 implies that \(w^\varepsilon, z^\varepsilon\) satisfy (9) in the limit \(\varepsilon \to 0\). Therefore, we get:

\[
\int_{\mathbb{R} \times \mathbb{R}^+} G(w^\varepsilon, z^\varepsilon)(x,t) \partial_t b^\varepsilon(t) \phi(x,t) dx dt = \sum_{n \in \mathbb{N}} \int_{\mathbb{R}} \int_0^{1} G(w^\varepsilon, z^\varepsilon)(x,\tau) \frac{\Delta t}{\varepsilon} B'(\tau) \phi(x, \varepsilon \tau - \varepsilon + n \Delta t) dx d\tau.
\]

Sending \(\varepsilon\) to zero in the previous formula completes the proof of Proposition 1. \(\square\)

2.4. From a contraction property to the Riemann problem. The meaning we found for the unstable product gives us in return the following useful property.

Lemma 3. Under the subcharacteristic condition and for every initial data \((w_0, z_0)\) belonging to \(L^1 \cap BV(\mathbb{R})\), the following singular relaxing system:

\[
\begin{align*}
\partial_t w + c \partial_x w &= \mu \sum_{n \in \mathbb{N}} \Delta t G(w, z) \delta(t - n \Delta t), \\
\partial_t z - c \partial_x z &= -\mu \sum_{n \in \mathbb{N}} \Delta t G(w, z) \delta(t - n \Delta t)
\end{align*}
\]

is \(L^1(\mathbb{R})\)-contractive.

Of course, here and hereafter, the right-hand side of (12) is to be understood by means of (8), (9), (10) as stated in Proposition 1.

Proof. Consider two sets of initial data \((w^1_0, z^1_0)\) and \((w^2_0, z^2_0)\) for (12). We subtract the two equations on \(w\), we multiply by \(\text{sgn}(w^1 - w^2)\) and we integrate over \(x \in \mathbb{R}\). We do the same for the equations on \(z\). By linearity of the convective parts, the space terms drop; it just remains to study the two nonlinear right-hand sides. We
have:

\[
\begin{align*}
\partial_t \int_{\mathbb{R}} |w^1 - w^2|(x,t) \, dx &= \mu \sum_{n \in \mathbb{N}_*} \Delta t. \text{sgn}(w^1 - w^2)(x,t) \\
& \times \left\{ \int_0^1 \left[ G(\bar{w}^1, \bar{z}^1) - G(\bar{w}^2, \bar{z}^2) \right](x,\tau) B'(\tau) \, d\tau \right\} \delta(t - n\Delta t) \\
\end{align*}
\]

together with:

\[
\begin{align*}
\partial_t \int_{\mathbb{R}} |z^1 - z^2|(x,t) \, dx &= -\mu \sum_{n \in \mathbb{N}_*} \Delta t. \text{sgn}(z^1 - z^2)(x,t) \\
& \times \left\{ \int_0^1 \left[ G(\bar{w}^1, \bar{z}^1) - G(\bar{w}^2, \bar{z}^2) \right](x,\tau) B'(\tau) \, d\tau \right\} \delta(t - n\Delta t).
\end{align*}
\]

On the one hand, we can use the mean-value theorem to linearize the jump on \( G \):

\[
G(\bar{w}^1, \bar{z}^1) - G(\bar{w}^2, \bar{z}^2) = \left\langle \nabla G(\xi), \begin{pmatrix} \bar{w}^1 - \bar{w}^2 \\ \bar{z}^1 - \bar{z}^2 \end{pmatrix} \right\rangle_{\mathbb{R}^2},
\]

and on the other hand, we have that the flow of the differential system \((12)\) is order-preserving which means that for \( \tau \in [0, 1] \):

\[
\begin{align*}
\text{sgn}(\bar{w}^1 - \bar{w}^2)(x, \tau) &= \text{sgn}(\bar{w}^1 - \bar{w}^2)(x, t - 0), \\
\text{sgn}(\bar{z}^1 - \bar{z}^2)(x, \tau) &= \text{sgn}(\bar{z}^1 - \bar{z}^2)(x, t - 0).
\end{align*}
\]

Since the sign-functions are constant in \( \tau \), we can throw them inside the integrals in \((13), (14)\) and sum both the resulting equations. Therefore, these right-hand sides cancel and we end up with:

\[
\partial_t \int_{\mathbb{R}} \left( |w^1 - w^2| + |z^1 - z^2| \right)(x,t) \, dx \leq 0.
\]

This completes the proof. \(\square\)

Actually, Proposition \([1]\) also provides us with the way to uniquely solve the Riemann problem for the singular system \((12)\) in \( \mathbb{R} \times [0, \Delta t] \). That reduces to selecting the following piecewise constant initial data:

\[
\begin{align*}
 w_0(x) &= \begin{cases} 
 w_L & \text{if} \quad x < 0, \\
 w_R & \text{if} \quad x > 0,
\end{cases} \\
 z_0(x) &= \begin{cases} 
 z_L & \text{if} \quad x < 0, \\
 z_R & \text{if} \quad x > 0.
\end{cases}
\end{align*}
\]

Thanks to the linear-free convective part, we have for \( t < \Delta t \):

\[
\begin{align*}
 w(x, t) &= w_0(x - ct); \quad z(x, t) = z_0(x + ct).
\end{align*}
\]

The time \( t = \Delta t \) corresponds to the projection stage onto the local Maxwellian. At this level, it is useful to recall a result from \([1]\):

Lemma 4. Assume that \( B' \equiv 1 \); the solution of \((9), (10)\) reads:

\[
\begin{align*}
 \bar{w}(x, \tau) &= \bar{w}(x, 0) + (1 - \exp(-\mu \Delta t \tau)) G(\bar{w}, \bar{z})(x, 0), \\
 \bar{z}(x, \tau) &= \bar{z}(x, 0) - (1 - \exp(-\mu \Delta t \tau)) G(\bar{w}, \bar{z})(x, 0).
\end{align*}
\]
Then, as an immediate consequence of Lemma 4, we can write down the solution of (12), (15):

\begin{equation}
    w(x, \Delta t) = \begin{cases}
        \frac{w_L + (1 - \exp(-\mu \Delta t))G(w_L, z)}{h} & \text{if } x < -c \Delta t, \\
        \frac{w_L + (1 - \exp(-\mu \Delta t))G(w_L, z)}{h} & \text{if } -c \Delta t < x < c \Delta t, \\
        \frac{w_R + (1 - \exp(-\mu \Delta t))G(w_R, z)}{h} & \text{if } x > c \Delta t,
    \end{cases}
\end{equation}

(18)

\begin{equation}
    z(x, \Delta t) = \begin{cases}
        \frac{z_L - (1 - \exp(-\mu \Delta t))G(w_L, z)}{h} & \text{if } x < -c \Delta t, \\
        \frac{z_R - (1 - \exp(-\mu \Delta t))G(w_L, z)}{h} & \text{if } -c \Delta t < x < c \Delta t, \\
        \frac{z_R - (1 - \exp(-\mu \Delta t))G(w_R, z)}{h} & \text{if } x > c \Delta t.
    \end{cases}
\end{equation}

2.5. Convergence of the relaxing scheme. For simplicity only, we suppose from now on that $B' = 1$ in order to be able to use the explicit formulas (17). The next step is to study the properties of a relaxing scheme in the sense of [28, 29] based on local Riemann problems of the type (12), (15), (18). More precisely, given any initial data $(w_0, z_0)$ in $L^1 \cap BV(\mathbb{R})$ and a space-step $h > 0$, we define the following sequences for $j \in \mathbb{Z}$:

\begin{equation}
    w^0_j = \frac{1}{h} \int_{(j-\frac{1}{2})h}^{(j+\frac{1}{2})h} w_0(x)dx; \quad z^0_j = \frac{1}{h} \int_{(j-\frac{1}{2})h}^{(j+\frac{1}{2})h} z_0(x)dx.
\end{equation}

Then we define the piecewise constant approximations $(w^n_j, z^n_j)$ the following way:

\begin{equation}
    \begin{cases}
        w^n_j(x, t) = w^n_j \\
        z^n_j(x, t) = z^n_j
    \end{cases}
\end{equation}

for $(x, t) \in \left[\left(j - \frac{1}{2}\right)h, \left(j + \frac{1}{2}\right)h\right] \times [n \Delta t, (n + 1) \Delta t].$

Now, we must state how we propose to update the values $w^n_j, z^n_j$ as times increase: one possible way is to exploit the simple structure of the singular Riemann problems previously studied in order to define a relaxing upwind scheme. More precisely, under the restriction $\frac{c \Delta t}{h} \leq \frac{1}{2}$, the Godunov scheme for (12) reads:

\begin{equation}
    w^{n+1}_j = w^n_j - \frac{c \Delta t}{h} (w^n_j - w^n_{j-1}) + (1 - \exp(-\mu \Delta t))G(w^n_j, z^n_j)
    + \frac{c \Delta t}{h} \left(1 - \exp(-\mu \Delta t)\right) \left( G(w^n_{j-1}, z^n_j) - 2G(w^n_j, z^n_j) + G(w^n_j, z^n_{j+1}) \right),
\end{equation}

\begin{equation}
    z^{n+1}_j = z^n_j - \frac{c \Delta t}{h} (z^n_j + z^n_{j+1}) - (1 - \exp(-\mu \Delta t))G(w^n_j, z^n_j)
    - \frac{c \Delta t}{h} \left(1 - \exp(-\mu \Delta t)\right) \left( G(w^n_{j-1}, z^n_j) - 2G(w^n_j, z^n_j) + G(w^n_j, z^n_{j+1}) \right).
\end{equation}

At this level, we point out that this approach is quite close to the one which has been studied by F. Bouchut, [11] and A. Vasseur, [30], in the context of kinetic equations. It is also related to the modified split-scheme proposed in [25] in the context of reactive Euler equations. At last, the split-schemes investigated in [11] are obtained just by inserting a projection stage onto piecewise constant functions similar to (19) between the free transport step and the relaxation process, that is, right between (19) and (15).

The next lemma establishes the $L^1$-stability for this approach.
Lemma 5. Assume the CFL restriction $\frac{c \Delta t}{h} \leq \frac{1}{2}$ and the subcharacteristic condition $c \geq \|f'(u^h)\|_{L^\infty}$. Then, as $(w_0, z_0) \in L^1 \cap BV(\mathbb{R})$, the following estimates hold:

\begin{equation}
\|w^h(., n\Delta t)\|_{L^1(\mathbb{R})} + \|z^h(., n\Delta t)\|_{L^1(\mathbb{R})} \leq \|w_0\|_{L^1(\mathbb{R})} + \|z_0\|_{L^1(\mathbb{R})},
\end{equation}

\begin{equation}
\|w^h(., n\Delta t)\|_{L^\infty(\mathbb{R})} + \|z^h(., n\Delta t)\|_{L^\infty(\mathbb{R})} \leq \|w_0\|_{L^\infty(\mathbb{R})} + \|z_0\|_{L^\infty(\mathbb{R})},
\end{equation}

\begin{equation}
TV(w^h(., n\Delta t)) + TV(z^h(., n\Delta t)) \leq TV(w_0) + TV(z_0).
\end{equation}

Proof. We are still using the arguments presented in the proof of Lemma 1. Of course, things are more tedious at this numerical level because of the indices.

- $L^1$- and $L^\infty$-bounds: we use the mean-value theorem and the fact that $G(0, 0) = 0$ to derive thanks to the special form of $G$, (5):

\begin{equation}
G(w^n_{j-1}, z^n_j) = \partial_w G(\xi^n_{j-1}, z^n_j)w^n_{j-1} + \partial_z G(w^n_{j-1}, \xi^n_j)z^n_j.
\end{equation}

It follows that the scheme (21) on $w$ becomes:

\begin{equation}
w^{n+1}_j = \left(1 - \frac{c \Delta t}{h}\right)w^n_j + \frac{c \Delta t}{h}w^n_{j-1} + (1 - \exp(-\mu \Delta t)) \left(1 - 2 \frac{c \Delta t}{h}\right) \left(\partial_w G(\xi^n_j, z^n_j)w^n_j + \partial_z G(w^n_{j-1}, \xi^n_j)z^n_j\right)
\end{equation}

\begin{equation}+(1 - \exp(-\mu \Delta t)) \frac{c \Delta t}{h} \left(\partial_w G(\xi^n_{j-1}, z^n_j)w^n_{j-1} + \partial_z G(w^n_{j-1}, \xi^n_j)z^n_j\right)
\end{equation}

\begin{equation}+(1 - \exp(-\mu \Delta t)) \frac{c \Delta t}{h} \left(\partial_w G(\xi^n_j, z^n_{j+1})w^n_j + \partial_z G(w^n_j, \xi^n_{j+1})z^n_{j+1}\right).
\end{equation}

The one on $z$ is similar. Under the subcharacteristic condition, we have $\partial_w G \leq 0$ and $\partial_z G \geq 0$. Let us now assume that we are allowed to take the moduli in the previous expressions which are to be checked later. Therefore, $|w^{n+1}_j|$ can be bounded by a convex combination of the values $|w^n_{j-1}|$, $|w^n_j|$, $|z^n_j|$, $|z^n_{j+1}|$:

\begin{equation}|w^{n+1}_j| \leq |w^n_j| \left[\left(1 - \frac{c \Delta t}{h}\right) + (1 - \exp(-\mu \Delta t)) \right.
\end{equation}

\begin{equation}× \left(1 - 2 \frac{c \Delta t}{h}\right) \partial_w G(\xi^n_j, z^n_j) + \frac{c \Delta t}{h} \partial_w G(\xi^n_j, z^n_{j+1})\right]
\end{equation}

\begin{equation}+ |w^n_{j-1}| \frac{c \Delta t}{h} \left[1 + (1 - \exp(-\mu \Delta t)) \partial_w G(\xi^n_{j-1}, z^n_j)\right]
\end{equation}

\begin{equation}+ |z^n_j| (1 - \exp(-\mu \Delta t)) \frac{c \Delta t}{h} \partial_z G(w^n_j, \xi^n_{j+1})
\end{equation}

\begin{equation}+ |z^n_{j+1}| (1 - \exp(-\mu \Delta t)) \frac{c \Delta t}{h} \partial_z G(w^n_j, \xi^n_{j+1}).
\end{equation}

We proceed the same way for $|z^{n+1}_j|$ which is bounded by a convex combination of $|z^n_j|$, $|z^n_{j+1}|$, $|w^n_{j-1}|$, $|w^n_j|$. Adding these two expressions leads to:

\begin{equation}|w^{n+1}_j| + |z^{n+1}_j| \leq \left(1 - \frac{c \Delta t}{h}\right) |w^n_j| + |z^n_j| \left[\left(1 - \frac{c \Delta t}{h}\right) |w^n_{j-1}| + \frac{c \Delta t}{h} |z^n_{j+1}|\right]
\end{equation}

This clearly implies the first two announced bounds.
• BV-bound; now we use another kind of linearization of the nonlinear term. Namely, we rewrite \( w_j^{n+1} \) the following way:

\[
\begin{align*}
    w_j^{n+1} &= w_j^n - \frac{c\Delta t}{h} (w_j^n - w_{j-1}^n) + \left(1 - \exp(-\mu \Delta t)\right) G(w_j^n, z_j^n) \\
    &\quad + \frac{c\Delta t}{h} \left(1 - \exp(-\mu \Delta t)\right) \partial_w G(\xi_j^{n-\frac{1}{2}}, z_j^n)(w_j^n - w_{j-1}^n) \\
    &\quad + \frac{c\Delta t}{h} \left(1 - \exp(-\mu \Delta t)\right) \partial_w G(w_j^n, \zeta_j^{n+\frac{1}{2}})(z_{j+1}^n - z_j^n).
\end{align*}
\]

We write down the expressions for \( w_j^{n+1} - w_{j-1}^{n+1} \) and \( z_j^{n+1} - z_{j-1}^{n+1} \). Once again, we suppose \( \Delta t \) and \( h \) are adjusted in such a way that all the incremental coefficients are positive and we take the moduli. We end up with:

\[
\begin{align*}
    |w_j^{n+1} - w_{j-1}^{n+1}| &\leq |w_j^n - w_{j-1}^n| \left(1 - \frac{c\Delta t}{h}\right) \left(1 + (1 - \exp(-\mu \Delta t)) \partial_w G(\xi_j^{n-\frac{1}{2}}, z_j^n)\right) \\
    &\quad + |w_{j-1}^n - w_{j-2}^n| \frac{c\Delta t}{h} \left(1 + (1 - \exp(-\mu \Delta t)) \partial_w G(\xi_j^{n-\frac{1}{2}}, z_j^n)\right) \\
    &\quad + |z_j^{n+1} - z_j^n| \frac{c\Delta t}{h} \left(1 - \exp(-\mu \Delta t)\right) \partial_z G(w_j^n, \zeta_j^{n+\frac{1}{2}}) \\
    &\quad + |z_j^n - z_{j-1}^n| \left(1 - \frac{c\Delta t}{h}\right) \left(1 - \exp(-\mu \Delta t)\right) \partial_z G(w_{j-1}^n, \zeta_j^{n+\frac{1}{2}}),
\end{align*}
\]

together with a similar bound for \( |z_j^{n+1} - z_{j-1}^{n+1}| \). We add the two inequalities and after the cancellations, we get:

\[
\begin{align*}
    TV(w^{n+1}) &\leq \sum_{j \in \mathbb{Z}} |w_j^n - w_{j-1}^n| \left(1 + (1 - \exp(-\mu \Delta t)) \partial_w G(\xi_j^{n-\frac{1}{2}}, z_j^n)\right) \\
    &\quad + \sum_{j \in \mathbb{Z}} |z_j^n - z_{j-1}^n| \left(1 - \exp(-\mu \Delta t)\right) \partial_z G(w_{j-1}^n, \zeta_j^{n+\frac{1}{2}}),
\end{align*}
\]

together with:

\[
\begin{align*}
    TV(z^{n+1}) &\leq \sum_{j \in \mathbb{Z}} |z_j^n - z_{j-1}^n| \left(1 - (1 - \exp(-\mu \Delta t)) \partial_z G(w_{j-1}^n, \zeta_j^{n+\frac{1}{2}})\right) \\
    &\quad + \sum_{j \in \mathbb{Z}} |w_j^n - w_{j-1}^n| \left(1 - \exp(-\mu \Delta t)\right) \partial_w G(\xi_j^{n-\frac{1}{2}}, z_j^n).
\end{align*}
\]

It remains to add both inequalities to derive:

\[
TV(w^{n+1}) + TV(z^{n+1}) \leq TV(w_0) + TV(z_0).
\]

At this level, we are done provided we can prove that all the incremental coefficients on which the \( L^{1/\infty} \) and the BV bounds rely are in fact positive. We study therefore:

\[
\begin{align*}
    \alpha &= 1 + (1 - \exp(-\mu \Delta t)) \partial_w G(w, z), \\
    \beta &= 1 - (1 - \exp(-\mu \Delta t)) \partial_z G(w, z).
\end{align*}
\]

Since we know that

\[
\left(\frac{1 - \exp(-\mu \Delta t)}{1 + \exp(-\mu \Delta t)}\right) \in [0, 1],
\]

\[
\begin{align*}
    \alpha &= 1 + (1 - \exp(-\mu \Delta t)) \partial_w G(w, z), \\
    \beta &= 1 - (1 - \exp(-\mu \Delta t)) \partial_z G(w, z).
\end{align*}
\]
the positivity of $\alpha$ and $\beta$ is a direct consequence of the subcharacteristic condition since $c$ dominates $\|f'(u^h)\|_{L^{\infty}}$. This is enough for the BV-bound. Now, for the $L^{1/\infty}$ ones, we also need to check the following quantities:

\[
\alpha' = \left(1 - \frac{c \Delta t}{h}\right) + \left(1 - \exp(-\mu \Delta t)\right) \left[\left(1 - \frac{2c \Delta t}{h}\right) \partial_w G(w, z) + \frac{c \Delta t}{h} \partial_w G(w, z')\right],
\]

\[
\beta' = \left(1 - \frac{c \Delta t}{h}\right) - \left(1 - \exp(-\mu \Delta t)\right) \left[\left(1 - \frac{2c \Delta t}{h}\right) \partial_z G(w, z) + \frac{c \Delta t}{h} \partial_z G(w', z)\right].
\]

This is a consequence of the CFL restriction $\frac{\Delta t}{h} \leq \frac{1}{2}$ since under this assumption, both $\alpha'$ and $\beta'$ are bigger than:

\[
\left(1 - \frac{c \Delta t}{h}\right) \exp(-\mu \Delta t) \geq 0.
\]

This completes the proof of Lemma 5.

\[\square\]

**Lemma 6.** Under the assumptions of Lemma 4, the relaxation estimate holds:

\[
\|G(w^h, z^h)(., n \Delta t)\|_{L^1(\mathbb{R})} \leq \exp(-\mu \Delta t)\|G(w^h, z^h)(., (n - 1) \Delta t)\|_{L^1(\mathbb{R})} + O(h)\left[TV(w^0) + TV(z^0)\right],
\]

Moreover, $w^h$ and $z^h$ are $L^1$-equicontinuous with respect to the $t$ variable.

**Proof.**

- Relaxation estimate; we just use the mean-value theorem to write that:

\[
G(w^h_j, z^h_j) = \frac{1}{2}(-w^{n+1}_j + z^{n+1}_j) - f \left(-\frac{w^{n+1}_j + z^{n+1}_j}{2c}\right) - \frac{1}{2c} \left[(c - f'(\kappa))(w^{n+1}_j - w^n_j) - (c + f'(\kappa))(z^{n+1}_j - z^n_j)\right].
\]

Inserting (23) and its analogue for $z^h$ and its analogue for $z^{n+1}_j - z^n_j$ gives the announced estimate after taking the moduli and summing over $j \in \mathbb{Z}$.

- $L^1$-equicontinuity in time; it is sufficient to multiply (23) by $h$ and to derive a similar relation for $h(z^{n+1}_j - z^n_j)$. Therefore, we take the moduli and sum over $j \in \mathbb{Z}$ to get:

\[
\|w^h(., (n + 1) \Delta t) - w^h(., n \Delta t)\|_{L^1(\mathbb{R})} + \|z^h(., (n + 1) \Delta t) - z^h(., n \Delta t)\|_{L^1(\mathbb{R})}
\]

\[
\leq O(\Delta t)\left[TV(w^0) + TV(z^0) + \frac{1 - \exp(-\mu \Delta t)}{\Delta t}\right]\|G(w^h, z^h)(., n \Delta t)\|_{L^1(\mathbb{R})}.
\]

\[\square\]

We have in particular that $(w^h, z^h) \in L^1 \cap BV(\mathbb{R} \times [0, T])$ uniformly in $\mu$ for $h > 0$. These estimates are meaningful since we have:

\[
\forall n \in \mathbb{N}, TV(u^h(., n \Delta t)) \leq \frac{1}{2c} \left[TV(u^h(., n \Delta t)) + TV(z^h(., n \Delta t))\right].
\]

The estimate (24) suggests that the distance between the approximate solutions $(w^h, z^h)$ and the equilibrium manifold is a bit greater for $\mu$ finite and $h > 0$ (the situation encountered in practice) in the case of our scheme (21) compared to a classical splitting algorithm (see for instance [1]) for which one gets:

\[
\exp(\mu \Delta t)\|G(w^h, z^h)(., n \Delta t)\|_{L^1(\mathbb{R})} \leq \|G(w^h, z^h)(., (n - 1) \Delta t)\|_{L^1(\mathbb{R})}
\]

\[
+ O(\Delta t)\left[TV(w^0) + TV(z^0)\right],
\]
instead of (24). This will be checked numerically later on. Anyway, it is sufficient to conclude.

**Theorem 1.** Assume that \( v_0 = f(u_0) \), the CFL restriction \( \frac{\Delta t}{h} \leq \frac{1}{2} \) and the sub-characteristic condition \( c \geq \| f'(u^h) \|_{L^\infty} \); then, as \( \mu \Delta t \to +\infty, h \to 0 \), the sequence of numerical approximations \( u^h \) generated by (21) converges strongly in \( L^1_{\text{loc}}(\mathbb{R} \times [0,T]) \) towards \( u \), the entropy solution in the sense of Kružkov to:

\[
\begin{align*}
\partial_t u + \partial_x f(u) &= 0, \\
u_\cdot(0) &= u_0 \in L^1 \cap BV(\mathbb{R}).
\end{align*}
\]

**Proof.** Of course, we use the fact that \( u^h = \frac{1}{2c} (w^h + z^h) \). We add the two equalities in (21) to get:

\[
u_j^{n+1} = u_j^n - \frac{\Delta t}{2h} \left( (z_{j+1}^n - w_j^n) - (z_j^n - w_{j-1}^n) \right).
\]

Thanks to Lemmas 5 and 6 and in particular to the relaxation estimate (24), we can write the associated relaxed scheme:

\[
u_j^{n+1} = u_j^n - \frac{\Delta t}{2h} \left( f(u_{j+1}^n) - f(u_{j-1}^n) \right) + \frac{c\Delta t}{2h} \left( u_{j+1}^n - 2u_j^n + u_{j-1}^n \right) + O(h).
\]

This Lax-Friedrichs type scheme inherits all the preceding bounds under the restrictions prescribed in Theorem 1. Therefore, we can pass to the limits \( \mu \Delta t \to +\infty, h \to 0 \). The entropy condition is enforced by the monotonicity property of this relaxed scheme and we can apply the results of [10]. \( \square \)

### 2.6. Numerical results.

We performed some computational experiments on the following test case with these two initial data:

\[
\begin{align*}
\partial_t u + \partial_x \left( \frac{u^2}{2} \right) &= 0 \quad \text{with} \quad x \in \mathbb{R} \quad \text{and} \quad 0 < t \leq 0.3, \\
u_\cdot(0) &= u_0 = \begin{cases} 1 & \text{if} \quad x < 0, \\ 0 & \text{if} \quad x > 0, \end{cases} \quad \text{and} \quad u_0(x) = \begin{cases} 0 & \text{if} \quad x < 0, \\ 1 & \text{if} \quad x > 0. \end{cases}
\end{align*}
\]  

(25)

The entropy solution is a shock moving at speed \( \sigma = \frac{1}{2} \) for the first initial datum and a rarefaction wave for the second one. We compared the results obtained with the scheme (21) and a time splitting algorithm for which the convection and the relaxation stages are handled separately. In both approaches, we used the exact solutions (17). On Figures 1 and 2, we display the decay of the sup-norm of \( (v - f(u)) \) as \( \frac{1}{\mu} \to 0 \) at time \( T = 0.3 \) for both schemes. According to the relaxation estimate (24), we observe the expected convergence, but the size of the relaxation term stalls at a certain value for our “upwind relaxation scheme”. This shows in particular that our estimate is optimal since it can be observed computationally. The time splitting technique seems therefore to be a well-suited approach for the discretization of relaxation systems to the scalar conservation law in the limit \( \mu \to +\infty \). For the computation of intermediate regimes for which \( \mu \) remains finite, the two approaches nearly coincide. The parameters used in these runs were: \( \Delta t = 0.005, h = 0.015, c = 2 \).
Figure 1. Sup-norm decay of the relaxation term for (25) as $\frac{1}{\mu} \to 0$: shock wave.

Figure 2. Sup-norm decay of the relaxation term for (25) as $\frac{1}{\mu} \to 0$: rarefaction wave.
3. General source terms in scalar balance laws

3.1. Motivation. We are now interested in the numerical approximation of the entropy solution, \[31\], to the general scalar balance law:

\[
\begin{align*}
\frac{\partial}{\partial t} u + \frac{\partial}{\partial x} f(u) &= k(x)g(u), \\
u(., 0) &= u_0 \in BV(\mathbb{R}).
\end{align*}
\]

Later on, we will make several assumptions on the functions \(f, g, k\) in order to ensure that \((26)\) is well posed as a Cauchy problem.

Numerous numerical schemes have been proposed for solving this equation (see for instance the references quoted in \[19, 20\]) relying on generalized Riemann problems, time splitting techniques, methods of lines \ldots Unfortunately, these existing approaches are not totally satisfying for at least two reasons:

- the stiff regimes corresponding to a function \(k\) whose \(C^1\) norm is big may not be properly handled: see, \textit{e.g.}, \[18, 33\] and references therein;
- the solutions one gets at numerical steady-state may be very poor approximations of the expected large time behavior of the original equation: see, \textit{e.g.}, \[7, 8, 13, 14, 19, 20\].

Recently, Greenberg and LeRoux have proposed to treat the particular case \(g(u) = -u\) in a different way inside a Godunov type scheme, \[23\]. One motivation was to get rid of the error coming from the projection stage lying between the treatment of the convective and the reactive part. Moreover, their construction was shown to preserve nicely the steady regimes of the differential problem. An extension followed in \[22\] for which it was possible to prove convergence for \((26)\) in the case where \(k\) was an arbitrary big constant without any restriction on the time step \(\Delta t\) except the \textit{homogeneous} CFL condition, see also \[17\]. Still, this approach was limited to scalar problems because of the particular form the Riemann solver. One extension to the case of general systems has been made using nonconservative Riemann solvers, \[19, 20\]. The numerical results were very good but no real theoretical justification was proposed. Our goal here is to show rigorously that the use of these special nonconservative Riemann solvers can be justified by several compactness arguments.

For the reader’s convenience, we recall here the main ideas underlying this approach. Instead of solving approximately generalized Riemann problems for \((26)\) to derive a Godunov type scheme, we decide to solve \textit{exactly} modified ones. To do so, we replace \(k\) by an antiderivative \(K\) and the right-hand side becomes \(g(u)\partial_x K\). Then, we replace the smooth function \(K\) by its piecewise constant approximation according to the space step \(h > 0\) of the selected computational grid. This way, we move from the continuous to a discrete case involving building blocks which are somewhat adjusted to the mesh size. We thus obtain a measure-valued source term which can be treated \textit{directly} inside the Riemann solver by means of a simple jump relation. As the space-step is refined, \(h \to 0\), it is possible to prove convergence towards the entropy solution of \((26)\) in the context of BV functions.

3.2. Some results about initial-boundary-value problems. Before entering the core of the matter, we recall some basic results from \[3, 11, 35\] concerning the boundary value problem for \((26)\):

\[
\begin{align*}
\frac{\partial}{\partial t} u + \frac{\partial}{\partial x} f(u) &= k(x)g(u) \text{ with } x \in ] - L, L[, \ t > 0, \\
u(., 0) &= u_0 \in BV([-L, L]), \\
u(-L, t) &= u_L(t), \ u(L, t) = u_R(t) \text{ in } BV(\mathbb{R}^+).
\end{align*}
\]

\[27\]
In all the sequel, $k$ is assumed to be a positive continuously differentiable function of the $x$ variable with compact support in $\mathbb{R}$.

We will make the following general hypotheses:

\begin{equation}
(28) \quad \left\{ \begin{array}{l}
f \in C^2(\mathbb{R}) \text{ strictly convex and } \lim_{|u| \to +\infty} f(u) = +\infty, \\
u f'(u) \geq 0 \text{ for } x \in \mathbb{R}
\end{array} \right.
\end{equation}

together with:

\begin{equation}
(29) \quad \left\{ \begin{array}{l}
g \in C^1(\mathbb{R}) \text{ and } g(0) = 0, \quad g'(0) > 0, \\
\exists U \in \mathbb{R}^+ \text{ such that } |u| \geq U \Rightarrow ug(u) \leq 0.
\end{array} \right.
\end{equation}

It has been proved in [3, 35] that $(27), (28), (29)$ have a unique entropy solution $\text{BV}([-L, L] \times [0, T])$ in the following sense:

- the following inequality holds for any $l \in \mathbb{R}$ in $\mathcal{D}'(-L, L[\times[0, T])$
  \[ \partial_t|u - l| + \partial_x \left\{ \text{sgn}(u - l)(f(u) - f(l)) \right\} \leq \text{sgn}(u - l)k(x)g(u) \]

- together with the boundary conditions
  \[ u(-L, t) \in I^-(u_L) = \left\{ \begin{array}{l}
-\infty, -u_L \cup \{u_L\} & \text{ if } u_L \geq 0, \\
-\infty, 0 & \text{ if } u_L \leq 0,
\end{array} \right. \]
  and
  \[ u(L, t) \in I^+(u_R) = \left\{ \begin{array}{l}
0, +\infty \left[ u_R \cup [-u_R, +\infty[ & \text{ if } u_R \geq 0, \\
\{u_R\} \cup [-u_R, +\infty[ & \text{ if } u_R \leq 0.
\end{array} \right. \]

Under the hypotheses $(28), (29)$, the entropy solution can be expressed by means of generalized characteristics, cf [11] and also [35].

**Definition 1.** A generalized characteristic associated to the entropy solution of $(27)$ is a Lipschitz curve $\xi : [0, T] \to [-L, L]$ satisfying

\begin{equation}
(30) \quad \dot{\xi}(t) \in [f'(u(\xi(t) + 0, t)), f'(u(\xi(t) - 0, t))].
\end{equation}

Such a curve is a genuine characteristic in the interval $[t_0, t_1]$ if $u(\xi(t) + 0, t) = u(\xi(t) - 0, t)$ for all $t \in [t_0, t_1]$.

Fixed $(x, t) \in [-L, L] \times [0, T]$, a backward (resp. forward) characteristic curve, satisfies $(30)$: $\xi(t) = x$ and is defined in $[t - \epsilon, t]$ (resp. $[t, t + \epsilon]$) for some $\epsilon > 0$. It can be proved that for a given entropy solution of $(27), (28), (29)$, there exists at least one forward and backward characteristic at each point $x, t$.

**Proposition 2** ([11]). Assume $(28), (29)$ and let $u$ be the entropy solution of $(27)$. From any point $x, t \in [-L, L] \times [0, T]$ a backward maximal characteristic $\xi_+$ and a backward minimal one $\xi_-$ start and both are genuine. For all $s$ in their definition domain, they satisfy the following differential system:

\begin{equation}
(31) \quad \left\{ \begin{array}{l}
\dot{\xi}(s) = f'(v_+(s)), \\
\dot{v}_+(s) = k(\xi_+(s))g(v_+(s))
\end{array} \right. \quad \left\{ \begin{array}{l}
\xi_+(t) = x, \\
v_+(t) = u(x \pm 0, t),
\end{array} \right.
\end{equation}

and it also holds that:

\begin{equation}
(32) \quad u(\xi_+(s), s) = v_+(s) \text{ for } \xi_+(s) \in (-L, L].
\end{equation}
In [35], the notion of BV-entropy solution \( v \) to the steady state equation associated to (27) in the case of constant boundary data \( u_{L/R}(t) \equiv u_{L/R} \) has been defined:

\[
\begin{align*}
\partial_t f(v) &= k(x) g(v) \quad \text{with } x \in [-L, L], \\
v(-L) &= u_L; \quad v(L) = u_R.
\end{align*}
\]

(33)

The proposed definition is able to handle shock-solutions for (33). In this work, we shall restrict ourselves to essentially smooth solutions:

**Proposition 3** ([35]). In any of the following cases, there exists a unique \( v \in BV(-L,L) \) entropy solution of (33):

- **expansion:** \( u_L \leq 0 \leq u_R, \ v(x) \equiv 0 \),
- **left-wind:** \( u_L > 0 \) and \( u_R > 0, \ v \in C^1([-L,L]) \),
- **right-wind:** \( u_L < 0 \) and \( u_R < 0, \ v \in C^1([-L,L]) \),

\(K\)

**Lemma 7.** Assume \([28], (29)\) and \( u_0 \in L^1 \cap BV(\mathbb{R}) \) is such that \( f'(u_0) > 0 \). Then the sequence \( u^\varepsilon \) is relatively compact in the strong topology of \( L^1_{\text{loc}}(\mathbb{R} \times [0,T]) \) as \( \varepsilon \to 0 \).
Proof. We first recall the function $\phi$ from the very early papers, \cite{23, 22, 17} (see also the standing wave curves (11), (12) in \cite{27}):

\begin{equation}
\phi'(u) = \frac{f'(u)}{g(u)}.
\end{equation}

We now define a “Riemann invariant” (this terminology will become clear later on):

\begin{equation}
w(u, a) = \phi^{-1} \circ (\phi(u) - a).
\end{equation}

The main feature is that:

\begin{equation}
\partial_u w(u, a) = \frac{\phi'(u)}{\phi' \circ w(u, a)} \quad \text{and} \quad \partial_a w(u, a) = \frac{1}{\phi' \circ w(u, a)}.
\end{equation}

We notice that the points $\bar{u} \in \mathbb{R}_+$ for which $g(\bar{u}) = 0$ are not really singular since:

\begin{equation}
g(\bar{u}) = 0 \Leftrightarrow w(u, a) = \bar{u}.
\end{equation}

All this to deduce the following: for any $u \in \mathbb{R}$ such that $f'(u) > 0$ and $a \in \mathbb{R}$, there exist two constants $c, C$ such that:

\begin{equation}
0 < c \leq \partial_u w(u, a) \leq C < +\infty.
\end{equation}

In particular, the classical theory for \cite{34} ensures that provided \cite{29} holds, \cite{31, 17}:

\begin{equation}
\|w^r\|_{L^\infty(\mathbb{R} \times [0, T])} \leq \max(U, \|u_0\|_{L^\infty(\mathbb{R})}).
\end{equation}

Thus we can define another constant as follows:

\begin{equation}
C = \max\left(\frac{g'(0)}{f''(0)}, \sup_{u \neq 0} \frac{|g(u^r)|}{f'(u^r)}\right).
\end{equation}

Under the prescriptions of Lemma\cite{4}, we have $f'(u^r) > 0$ and $a^r \in BV(\mathbb{R}) \subset L^\infty(\mathbb{R})$ and \cite{35} holds for $w(u^r, a^r)$. Plugging \cite{37} into \cite{34}, we see that we have, at least in the sense of duality, \cite{5}, (see also (5) in \cite{22}):

\begin{equation}
\partial_t w(u^r, a^r) + f'(u^r)\partial_x w(u^r, a^r) = 0.
\end{equation}

Using the upper bound in \cite{38}, we derive from (40)

\begin{equation}
TV(w)(\cdot, t) \leq TV(w)(u_0, a^r) \leq C.TV(u_0) + C.TV(a^r),
\end{equation}

which implies that $w(u^r, a^r) \in BV(\mathbb{R} \times [0, T])$ (see the proof of Lemma\cite{H}). Thanks to the lower bound in \cite{35}, this entails control on $u^r$:

\begin{equation}
TV(a^r)(\cdot, t) \leq \frac{1}{c} TV(w)(u_0, a^r) + C.TV(a^r).
\end{equation}

Thus we complete the proof using Helly’s theorem.

For instance, we select $f(u) = \frac{u^2}{2}$ and $g(u) = u(1 - u)$ in \cite{34} with $u_0 \in [0, 1]$. This gives $w(u, a) = 1 - \exp(\ln(1 - u) + a) = 1 - \exp(a) + u \exp(a)$. One can see therefore that $w(1, a) = 1$, but $w(0, a) = 1 - \exp(a) \neq 0$ in general. At this point, we have a problem since $f'(0) = g(0) = 0$.

Of course, it is always possible to reverse the signs. The point here is to avoid any resonant situation $f'(u^r) = 0$: we refer to \cite{27, 34} for a study of resonance in the context of balance laws; see also \cite{15, 30}.

\begin{superscript}{1}\text{Suppose } u \to \bar{u} \text{ in } \mathbb{R}, \text{ then } |\phi'(u)| \to +\infty. \text{ Since } a \in \mathbb{R}, \phi^{-1} \circ (\phi(u) - a) \to \phi^{-1} \circ \phi(\bar{u}) = \bar{a}. \text{ Conversely, if } w(\bar{a}, a) = \bar{u}, \text{ we apply } \phi \text{ to both sides: if } a \neq 0, \text{ this means that } |\phi(\bar{u})| \text{ diverges and } g(\bar{u}) = 0 \text{ because } f, g \text{ are smooth.}
\end{superscript}
3.4. The quest for the weak-* limit. Now we want to shed some light on the ambiguous term emanating from the limit $\varepsilon \to 0$ of (34). Once again, we will use nonconservative products as defined in [32, 33], that is, as the weak-* limits of the compact sequences $g(u^\varepsilon)\partial_x a^\varepsilon$.

The next result is therefore a cornerstone of our construction.

**Proposition 5.** Under the assumptions of Lemma 7 there holds:

$$g(u^\varepsilon)\partial_x a^\varepsilon \rightharpoonup \sum_{j \in \mathbb{Z}} h \left( \int_0^1 g(\tilde{u}) K'(j + \xi) h \right) \delta \left( x - \left( j + \frac{1}{2}, h \right) \right),$$

where $\tilde{u}$ satisfies the following differential condition for $\xi \in [0, 1]$:

$$\partial_\xi f(\tilde{u}) = hg(\tilde{u}) K'(j + \xi) h$$

completed by the initial datum for $t \in [0, T]$ and $x = (j + \frac{1}{2})h$, $j \in \mathbb{Z}$:

$$\tilde{u}(0, t) = u(x - 0, t).$$

**Proof.** Let $\psi$ be a continuous function with compact support in $\mathbb{R} \times \mathbb{R}^+$. The object under the scope is:

$$\int_{\mathbb{R} \times \mathbb{R}^+} \left( g(u^\varepsilon)\partial_x a^\varepsilon(x, t) \right) \psi(x, t) dx dt = \int_{\mathbb{R}^+} \left( \sum_{j \in \mathbb{Z}} \int_{(j + \frac{1}{2} - \frac{\varepsilon}{2})h}^{(j + \frac{1}{2} + \frac{\varepsilon}{2})h} g(u^\varepsilon) \frac{1}{\varepsilon} K'(j + \frac{1}{\varepsilon} + \frac{x}{\varepsilon}) \psi(x, t) dx \right) dt.$$

Since $K'$ and $\psi$ have compact supports in $\mathbb{R}$, the summation runs only over a finite number of indices $j \in \mathcal{J} \subset \mathbb{Z}$. Let us pick a $j_\ell \in \mathcal{J}$, $\ell \in \mathbb{N}$. Since $f'(u^\varepsilon) > 0$, $u^\varepsilon$ and $\tilde{u}^\varepsilon$ defined as follows coincide on the $x$-stripe specified below:

$$\left\{ \begin{array}{ll}
\partial_t \tilde{u}^\varepsilon + \partial_x f(\tilde{u}^\varepsilon) = g(\tilde{u}^\varepsilon)\partial_x a^\varepsilon, \\
x \in [(j_\ell + \frac{1}{2} - \frac{\varepsilon}{2})h, (j_\ell + \frac{1}{2} + \frac{\varepsilon}{2})h], & t > 0,
\end{array} \right.$$

$$\tilde{u}^\varepsilon \big( (j_\ell + \frac{1}{2} - \frac{\varepsilon}{2})h, t \big) = u^\varepsilon \big( (j_\ell + \frac{1}{2} - \frac{\varepsilon}{2})h, t \big),$$

$$\tilde{u}^\varepsilon \big( (j_\ell + \frac{1}{2} + \frac{\varepsilon}{2})h, t \big) \in I^+(0),$$

$$\tilde{u}^\varepsilon(x, 0) = u_0(x).$$

We perform a change of variables:

$$[0, 1] \ni \xi = \frac{1}{\varepsilon h} \left[ x - \left( j_\ell + \frac{1}{2}, \frac{\varepsilon}{2} h \right) \right].$$

In these new coordinates, the boundary value problem (44) becomes:

$$\left\{ \begin{array}{ll}
\varepsilon h \partial_\xi \tilde{u}^\varepsilon + \partial_\xi f(\tilde{u}^\varepsilon) = hg(\tilde{u}^\varepsilon) K'((j_\ell + \xi) h), \\
\xi \in [0, 1], & t > 0,
\end{array} \right.$$

$$\tilde{u}^\varepsilon \big( \xi = 0, t \big) = u^\varepsilon \big( (j_\ell + \frac{1}{2} - \frac{\varepsilon}{2})h, t \big),$$

$$\tilde{u}^\varepsilon \big( \xi = 1, t \big) \in I^+(0),$$

$$\tilde{u}^\varepsilon(\xi, t = 0) = u_0 \left( \varepsilon h \xi + (j_\ell + \frac{1}{2} - \frac{\varepsilon}{2})h \right).$$
We plan to follow the ideas of [11, 35] to study:
\[
\int_{\mathbb{R}^+} \int_{(j_\ell + \frac{1}{2}, j_\ell + \frac{1}{2} + \frac{\varepsilon}{2})} g(u^\varepsilon)(x, t) \partial_x a^\varepsilon(x) \psi(x, t) \, dx \, dt \\
= \int_{\mathbb{R}^+} h \int_0^1 g(\tilde{u}^\varepsilon(\xi, t)) K'(((j_\ell + \xi) h) \psi \left( \varepsilon h \xi + \left( j_\ell + \frac{1}{2} - \frac{\varepsilon}{2} \right) h, t \right) \, d\xi \, dt.
\]

Let us first assume that \( \tilde{u}^\varepsilon \), the entropy solution of (45), is smooth inside the support of the test function. Thus one can express it by means of the characteristics method:

\[
\dot{\xi}_{\tau_0}(t) = \frac{1}{\varepsilon h} f'(v)(t), \quad \dot{v}(t) = \frac{1}{\varepsilon} K'(((j_\ell + \xi_{\tau_0}(t)) h) g(v)(t),
\]

with \( \xi_{\tau_0}(\tau_0) = 0 \) and \( v(\tau_0) = u^\varepsilon \left( (j_\ell + \frac{1}{2} - \frac{\varepsilon}{2}) h, \tau_0 \right) \). Since \( f'(\tilde{u}^\varepsilon) > 0 \), the entropy solution \( \tilde{u}^\varepsilon \) does not depend on \( u_0 \) beyond a time \( O(\varepsilon) \); therefore, we always consider that the backward characteristics trace up to the left boundary of the stripe. Since \( \tilde{u}^\varepsilon(\xi, t) = v(t) \) along \( t \mapsto \xi_{\tau_0}(t) \), we get that:

\[
\partial_\xi f(\tilde{u}^\varepsilon)(\xi, t) = f'(v) \frac{dv}{dt} \left( \xi_{\tau_0} \right)^{-1} (t) = h K'(((j_\ell + \xi_{\tau_0}(t)) h) g(\tilde{u}^\varepsilon)(\xi, t),
\]

together with \( \tilde{u}^\varepsilon(\xi = 0, \tau_0) = u^\varepsilon \left( (j_\ell + \frac{1}{2} - \frac{\varepsilon}{2}) h, \tau_0 \right) \). For any \( \varepsilon > 0 \), the proposition holds for smooth \( \tilde{u}^\varepsilon \). Now, if \( \xi, t \) is a shock location, we use the results of Proposition 2. We apply the same ideas to \( \xi_\pm \), the maximal/minimal backward characteristics tracing back to the left boundary at times \( (\tau_0)_\pm \). We observe that \( |(\tau_0)_+ - (\tau_0)_-| \leq O(\varepsilon) \) and that \( |\xi_+(s) - \xi_-(s)| \rightarrow 0 \) as \( \varepsilon \rightarrow 0 \) for \( s \in [\max(\tau_0)_\pm, t] \). This completes the proof. 

In some particular cases, for instance if \( \text{supp}(k) \subset [j h, (j + 1) h] \) for a \( j \in \mathbb{Z} \) and \( u_0 \equiv C \in \mathbb{R}^+ \), Proposition [46] allows one to conclude the proof immediately.

We can reformulate this result using the families of paths as introduced in [12]. This can be stated as follows:

\[
(46) \quad g(u^\varepsilon) \partial_x a^\varepsilon \text{ weak-}^* \sum_{j \in \mathbb{Z}} h \left[ g(u) \partial_x a^h \right] \delta \left( x - \left( j + \frac{1}{2} \right) h \right).
\]

One can notice a big difference between Proposition [44] and Theorem 2 in [19]: in the former work, the family of paths \( \Phi \) was chosen in advance in order to give some correct generalized jump relations at the points where \( a^h \) was discontinuous. In this new framework, the meaning of the nonconservative product is directly given by the weak-* limit of some sequences \( u^\varepsilon, a^\varepsilon \) under the constraint of satisfying the equation [44], which means that it is not defined \( \text{a priori} \) and for any arbitrary choice of \( u \) and \( a^h \). This is somehow a uniqueness result concerning the choice of the family of paths used in the numerical algorithms proposed in [19, 20, 22].
An alternative formulation of (34) also used in, e.g., [27, 19] is as follows:
\[
\begin{align*}
\frac{\partial}{\partial t} u + \frac{\partial}{\partial x} f(u) - g(u) \frac{\partial}{\partial x} a &= 0, \\
\frac{\partial}{\partial t} a &= 0.
\end{align*}
\]
(47)
This “system” is not ambiguous once the initial datum for \(a\) is Lipschitz continuous.
An easy computation shows that it is nonstrictly hyperbolic with eigenvalues \(\Lambda(u) = \{0, f'(u)\}\). Its eigenvectors are:
\[
\begin{align*}
\vec{R}_0 &= \begin{pmatrix} g(u) \\ f'(u) \end{pmatrix}, \\
\vec{R}_f &= \begin{pmatrix} 1 \\ 0 \end{pmatrix}.
\end{align*}
\]
Thus, one can check that \(w(u, a)\), (37), is a Riemann invariant and that (47) belongs to the Temple class (in the sense that wave curves are Riemann invariant level sets), [38], once (41), (42), (43) rule the discontinuity points of \(a\) through some generalized jump relations. Our BV-bound on \(w(u, a)\) (see the proof of Lemma 7) was somehow predictable from this perspective.

A “conservative version” of (47),
\[
\begin{align*}
\frac{\partial}{\partial t} u + \frac{\partial}{\partial x} f(u, a) &= 0, \\
\frac{\partial}{\partial t} a &= 0
\end{align*}
\]
(48)
has been studied extensively in [2] in strictly hyperbolic case, i.e., under the assumption that \(\frac{\partial}{\partial u} f(u, a) > 0\) in the context of \(L^1 \cap L^\infty\) functions. The general situation including resonant regimes has been tackled by the authors of [30].

3.5. A uniqueness result “à la Kružkov”. Now we want to prove uniqueness for the limit equation:
\[
\begin{align*}
\frac{\partial}{\partial t} u + \frac{\partial}{\partial x} f(u) &= \sum_{j \in \mathbb{Z}} \left[ K((j + 1)h) - K(jh) \right] g(u) \delta \left( x - \left( j + \frac{1}{2} \right) h \right), \\
u(., 0) &= u_0 \in L^1 \cap BV(\mathbb{R}),
\end{align*}
\]
(49)
where the measure-valued source term has to be understood by means of Proposition 3. Following the classical works of Lax, we call entropy solution of (49) a function belonging to \(BV(\mathbb{R} \times [0, T])\) such that, for any entropy pair \((\eta, q)\) with \(\eta \in C^2(\mathbb{R})\) strictly convex and \(q' = \eta' f'\), it holds that:
\[
\frac{\partial}{\partial t} \eta(u) + \frac{\partial}{\partial x} q(u) \leq \eta'(u) g(u) \frac{\partial}{\partial x} a^h
\]
(50)
in the sense of distributions on \(\mathbb{R} \times \mathbb{R}^+_\). The right-hand side of (50) has the following meaning:
\[
\eta'(u) g(u) \frac{\partial}{\partial x} a^h = \sum_{j \in \mathbb{Z}} h \left( \int_{0}^{1} \eta'(\bar{u}) g(\bar{u})(\xi, t) K' \left( (j + \xi)h \right) . d\xi \right) \delta \left( x - \left( j + \frac{1}{2} \right) h \right),
\]
(51)
with \(\bar{u}\) defined as in (12), (13). The first step is to introduce the weak entropies of Kružkov.

Lemma 8. An entropy solution of (49) satisfies the following for every \(l \in \mathbb{R}\):
\[
\frac{\partial}{\partial t} |u - l| + \frac{\partial}{\partial x} \left\{ \text{sgn}(u - l) (f(u) - f(l)) \right\} \leq \text{sgn}(u - l) g(u) \frac{\partial}{\partial x} a^h
\]
(52)
in the sense of distributions on \(\mathbb{R} \times \mathbb{R}^+_\).
Proof. Let \( N \in C^{2}(\mathbb{R}) \) be such that:
\[
N'' \geq 0 \text{ and } N(x) = |x| \text{ for } |x| \geq 1.
\]
We then define a sequence \( N_{\varepsilon}(x) = \varepsilon N(\frac{x}{\varepsilon}) \) converging in \( C^{0}(\mathbb{R}) \) towards \( x \mapsto |x - l| \text{ as } \varepsilon \to 0. \) Therefore, (50) holds for each \( N_{\varepsilon}, \varepsilon > 0. \) The point to be checked is the behavior of the measure source term; because of its definition (51), we have for every \( j \in \mathbb{Z}:
\[
\int_{0}^{1} ([N_{\varepsilon}']'(\tilde{u})g(\tilde{u})(\xi, t)K'(j + \xi)h)_{\varepsilon}d\xi \leq ||([N_{\varepsilon}']'(u)g(u))_{L_{\infty}(\mathbb{R}^{2})})_{L_{1}(\mathbb{R})}||K||_{L_{1}(\mathbb{R})}.
\]
Thanks to this bound, we get convergence of the weights of the Dirac masses by means of Lebesgue’s dominated convergence theorem. The treatment of the left-hand side of (50) is standard. This way, we also get the meaning of the right-hand side of (52).

A particularly interesting situation from a computational viewpoint is the Riemann problem for (49) corresponding to initial data of the form:
\[
u(x, 0) = \begin{cases} u_{L} \text{ if } x < 0, \\ u_{R} \text{ if } x > 0. \end{cases}
\]
Its entropy solution is made of two elementary waves; we refer to [19, 23] for more details in this direction. The general results of [12, 32, 36] guarantee uniqueness for these Riemann problems, but the next lemma establishes uniqueness for the Cauchy problem (49) under some restriction on the right-hand side.

Lemma 9. Assume \( g' \leq 0 \) and consider two initial data \( u_{0}, v_{0} \) for (49); the corresponding entropy solutions \( u, v \) satisfy for all \((t, R) \in [0, T] \times \mathbb{R}^{+}:\)

\[
\int_{|x| \leq R} |u(s, t) - v(s, t)|ds \leq \int_{|x| \leq R+M_{t}} |u_{0}(s) - v_{0}(s)|ds,
\]
where \( M = \sup |f'(u)|.\)

Proof. We select special positive test functions in \( D((\mathbb{R} \times \mathbb{R}^{+})^{2}) \), namely:
\[
\Psi(x, t, y, s) = \psi(x, t)\zeta(x - y)\zeta(t - s),
\]
with \( \psi \in D(\mathbb{R} \times \mathbb{R}^{+}) \) and \( \zeta \) is a \( C^{\infty} \) approximation of the Dirac mass. We proceed by approximation: let \((u^{\varepsilon}, v^{\varepsilon}) \in BV(\mathbb{R} \times [0, T])\) be entropy solutions of (54) associated to the initial data \((u_{0}, v_{0}) \in L^{1} \cap BV(\mathbb{R}).\)

We write down the classical entropy inequalities for \( u^{\varepsilon}(x, t), v^{\varepsilon}(y, s) \); we add and test on \((\mathbb{R} \times \mathbb{R}^{+})^{2} \) with \( \Psi \geq 0: \)
\[
\int_{(\mathbb{R} \times \mathbb{R}^{+})^{2}} \left\{ |u^{\varepsilon}(x, t) - v^{\varepsilon}(y, s)|\partial_{t}\psi(x, t) \right. \\
+ \text{sgn}(u^{\varepsilon}(x, t) - v^{\varepsilon}(y, s))(f(u^{\varepsilon})(x, t) - f(v^{\varepsilon})(y, s))\partial_{x}\psi(x, t) \\
+ \text{sgn}(u^{\varepsilon}(x, t) - v^{\varepsilon}(y, s))(g(u^{\varepsilon})(x, t)\partial_{x}a^{\varepsilon}(x) - g(v^{\varepsilon})(y, s)\partial_{y}a^{\varepsilon}(y))\psi(x, t) \\
\left. \times \zeta(x - y)\zeta(t - s)dx.dy.ds.dt \right\} \geq 0.
\]

We just split the part devoted to the source term:
\[
g(u^{\varepsilon})(x, t)\partial_{x}a^{\varepsilon}(x) - g(v^{\varepsilon})(y, s)\partial_{y}a^{\varepsilon}(y) \\
\leq \left[g(u^{\varepsilon})(x, t) - g(v^{\varepsilon})(y, s)\right]_{L_{\infty}}\partial_{x}a^{\varepsilon}(x) + \frac{1}{2}||g(v^{\varepsilon})||_{L_{\infty}}|K'(x) - K'(y)|.
\]
At this level, the standard theory of Kružkov permits us to let \( \zeta \) concentrate to the Dirac measure \( \delta \) thanks to the BV regularity of \( u \) and \( v \). We now have:

\[
\int_{\mathbb{R} \times \mathbb{R}^+} \left\{ |u^\zeta(x,t) - v^\zeta(x,t)| \partial_t \psi(x,t) \\
+ \text{sgn}(u^\zeta(x,t) - v^\zeta(x,t))((f(u^\zeta)(x,t) - f(v^\zeta)(x,t)) \partial_x \psi(x,t) \\
+ \text{sgn}(u^\zeta - v^\zeta)(g(u^\zeta) - g(v^\zeta)) \partial_x a^\zeta(x) \psi(x,t) \right\}.dx.dt \geq 0.
\]

Taking into account the signs of \( g' \) and \( \partial_x a^\zeta \), we invoke the following inequality:

\[
\int_{\mathbb{R} \times \mathbb{R}^+} \text{sgn}(u^\zeta - v^\zeta)(g(u^\zeta) - g(v^\zeta)) \partial_x a^\zeta(x) \psi(x,t).dx.dt \leq 0.
\]

The entropy inequality becomes:

\[
\int_{\mathbb{R} \times \mathbb{R}^+} \left\{ |u(x,t) - v(x,t)| \partial_t \psi(x,t) + \text{sgn}(u - v)(f(u) - f(v)) \partial_x \psi(x,t) \right\}.dx.dt \geq 0.
\]

Now, it remains to select \( \psi \) using regularized Heaviside functions as in, e.g., \cite{[25]}: the fluxes and the remaining terms cancel. We finally derive:

\[
\int_{\mathbb{R} \times \mathbb{R}^+} |u(x,t) - v(x,t)| \partial_t \psi(x,t).dx.dt \geq 0. \quad \square
\]

We close this section with the construction of \( S \), the solution operator for \cite{[49]} mapping \( L^1 \cap BV(\mathbb{R}) \) into itself. We refer again to \cite{[4]} for the construction of the solution operator for \cite{[48]} in the strictly hyperbolic case which turns out to be a semigroup whose domain is \( L^1 \cap L^\infty(\mathbb{R}) \). Here, the BV regularity is needed at least to define the nonconservative products.

**Proposition 6.** There exists a unique “nonconservative contraction semigroup” \( S \) whose domain is \( D = L^1 \cap BV(\mathbb{R}) \) and such that every trajectory coincides with the entropy solution to \cite{[10]}, \cite{[28]}, \cite{[29]}, \( g' \leq 0 \). More precisely, for every \( s \geq 0, t \geq 0 \), it holds that

\[ S(t)(u(., s)) = u(., s + t). \]

**Proof.** Since we avoided any explicit dependance in the time variable, we have:

\[ S(0) = \text{Id} \text{ and } S(t) \circ S(s) = S(s) \circ S(t) \]

whatever the initial data in \( D \) satisfying the requirements of Lemma \cite{[7]} \( \square \)

### 3.6. Convergence of the well-balanced scheme

The final step is the study of the numerical scheme built on this approach. As usual, we define a cartesian computational grid determined by the parameters \( h \) and \( \Delta t \) standing, respectively, for the space and the time steps. We plan to construct a piecewise constant approximation of the entropy solution of \cite{[26]} by means of a Godunov scheme using as building blocks Riemann problems for \cite{[49]}. More precisely, an initial datum for \cite{[26]} being given, we introduce a projector onto piecewise constant functions:

\[
\mathcal{P}^h : L^1 \cap BV(\mathbb{R}) \to L^1 \cap BV(\mathbb{R}), \\
\varphi \mapsto (\varphi_j)_{j \in \mathbb{Z}} \overset{\text{def}}{=} \left( \frac{1}{h} \int_{(j - \frac{1}{2})h}^{(j + \frac{1}{2})h} \varphi(x).dx \right)_{j \in \mathbb{Z}}.
\]
We denote $C_j = [(j - \frac{1}{2})h, (j + \frac{1}{2})h]$. The sequence of values is updated by solving Riemann problems for (49) at each endpoint of $C_j$, $j \in \mathbb{Z}$, and averaging these elementary solutions. In a compact form, the scheme reads:

\[
(54) \quad u^h(., t) = S(n\Delta t - t) \circ [P^h \circ S(\Delta t)]^n(\tilde{u}_0),
\]

where $\tilde{u}_0 = (u_0(jh)1_{C_j})_{j \in \mathbb{Z}}$, $S$ is the semi-group introduced in Proposition 6 and $n \in \mathbb{N}$ is the integer part of $t/\Delta t$. We now want to prove stability for this numerical scheme under appropriate restrictions on $\Delta t$ and $h$. Of course, we already assumed the conditions required for the use of the “nonconservative semi-group” $S$ which means essentially that no resonant regimes should appear.

**Lemma 10.** Under the restrictions of Lemma 7 the sequence of piecewise constant approximations $u^h$ is relatively compact in $L^1_{\text{loc}}([0, T])$ as $h \to 0$ under the CFL condition $\sup |f'(u)| \frac{\Delta t}{h} \leq 1$.

**Proof.** We assume that $f'(u_0) \geq 0$; the opposite case is treated the same way.

- We begin by studying the generalized jump condition induced by (41), (42). Since $f' \neq 0$ and thanks to (28), (29), (39), we have a maximum principle for $\bar{u}$, namely:

\[
\|\bar{u}\|_{L^\infty_{\text{loc}}([0, 1]\times[0, T])} \leq \max(U, \|u_0\|_{L^\infty(\mathbb{R})}).
\]

Our Godunov scheme reads:

\[
(55) \quad \begin{cases} 
  u^n_i(x, t) = u^n_i \text{ for } x \in C_j, \quad t = n\Delta t, \\
  u^{n+1}_j = u^n_j - \frac{\Delta t}{h} \left\{ f(u^n_j) - f(u^n_{j-\frac{1}{2}}) \right\}, 
\end{cases}
\]

together with:

\[
(56) \quad u^{n}_{j-\frac{1}{2}} = \bar{u}(1, n\Delta t); \quad \bar{u}(0, n\Delta t) = u^n_{j-1}.
\]

At this point, one can use the mean-value theorem to see that the maximum principle holds for $u^h$ as a consequence of the CFL restriction:

\[
\|u^h\|_{L^\infty_{\text{loc}}([0, T])} \leq \max(U, \|u_0\|_{L^\infty(\mathbb{R})}).
\]

- We now study the spatial total-variation of the scheme (55), (56):

\[
(57) \quad u^{n+1}_{j+1} - u^{n+1}_j = u^n_{j+1} - u^n_j - \frac{\Delta t}{h} \left\{ f(u^n_{j+1}) - f(u^n_j) \right\} + \frac{\Delta t}{h} \left\{ f(u^n_j) - f(u^n_{j-1}) \right\} + \frac{\Delta t}{h} \left\{ f(u^n_{j+\frac{1}{2}}) - f(u^n_j) \right\} - \frac{\Delta t}{h} \left\{ f(u^n_{j-\frac{1}{2}}) - f(u^n_{j-1}) \right\}.
\]

By definition of the generalized jump relations, see, e.g., (12), (19), we have:

\[
f(u^n_{j+\frac{1}{2}}) - f(u^n_j) = h \int_0^1 g(\bar{u})(\xi, n\Delta t)K^\prime((j + \xi)h).d\xi,
\]

It is therefore convenient to introduce a new piecewise $C^1$ function $w$ by gluing together all the microscopic profiles $\bar{u}$. It reads:

\[
(58) \quad \forall (j, n) \in \mathbb{Z} \times \mathbb{N}, \quad \begin{cases} 
  w((j + \xi)h, t) = \bar{u}(\xi, t); \quad \bar{u}(0, t) = u^n, \\
  \xi \in [0, 1], \quad t \in [n\Delta t, (n + 1)\Delta t[.
\end{cases}
\]
Thus, the last two terms in (57) boil down to:
\[
\Delta t \int_0^1 \left[ g(w)((j + \xi)h, n\Delta t)K'(j + \xi)h \right. \\
- g(w)((j - 1 + \xi)h, n\Delta t)K'(j - 1 + \xi)h \left. \right] d\xi \\
\leq \Delta t \frac{\|g(u^h)\|_{L^\infty}}{N} \|K'\|_{C^0} \exp(h \|K'\|_{C^0} \text{Lip}(g/f')) |u^n_j - u^n_{j-1}| \\
+ \Delta t \frac{\|g(u^h)\|_{L^\infty}}{TV(k)} \int_0^1 |K'(j + \xi)h - K'(j - 1 + \xi)h| d\xi.
\]

This last bound is a consequence of the classical theory of ordinary differential equations. We can use the mean-value theorem and sum over \( j \in \mathbb{Z} \) to get:
\[
TV(u^h(., (n + 1)\Delta t)) \leq \sum_{j \in \mathbb{Z}} \left( 1 - \Delta t \frac{h}{f'(\gamma^n_{j+1/2})} \right) |u^n_{j+1} - u^n_j| \\
+ \left( \Delta t \frac{h}{f'(\gamma^n_{j+1/2})} + \Delta t \tilde{N} \right) |u^n_j - u^n_{j-1}| + \Delta t \frac{\|g(u^h)\|_{L^\infty}}{TV(k)} TV(k)
\]

\[
\leq \exp(n\Delta t \tilde{N}) \left\{ TV(u_0) + (1 - \exp(-n\Delta t \tilde{N})) \|u^h\|_{L^\infty} TV(k) \right\}.
\]

To establish the time-equicontinuity property, we first need to bound \( u^h \) in \( L^1(\mathbb{R}) \). So, we rewrite (54), (55) as follows:
\[
u^{n+1}_j = u^n_j - \frac{\Delta t}{h} \left\{ f(u^n_j) - f(u^n_{j-1}) \right\} \\
+ \Delta t \int_0^1 g(w)((j - 1 + \xi)h, n\Delta t)K'(j - 1 + \xi)h. d\xi.
\]

It remains to use the mean-value theorem since we know, (25), (29), that \( f(0) = g(0) = 0 \) and to take the moduli:
\[
\|u^h(., (n + 1)\Delta t)\|_{L^1(\mathbb{R})} \leq (1 + \Delta t \tilde{N}) \|u^h(., n\Delta t)\|_{L^1(\mathbb{R})} \\
\leq \exp(n\Delta t \tilde{N}) \|u_0\|_{L^1(\mathbb{R})}.
\]

Now, we just write that:
\[
h|u^{n+1}_j - u^n_j| \leq \Delta t \left| f'(\gamma^n_j) |u^n_j - u^n_{j-1}| + \tilde{N} h |u^n_j| \right|.
\]

This leads to:
\[
\|u^h(., (n + 1)\Delta t) - u^h(., n\Delta t)\|_{L^1(\mathbb{R})} \\
\leq \exp(n\Delta t \tilde{N}) \Delta t \left[ \|f'(u^h)\|_{L^\infty} TV(u_0) \\
+ \left( 1 - \exp(-n\Delta t \tilde{N}) \right) \|u^h\|_{L^\infty} TV(k) + \tilde{N} \|u_0\|_{L^1(\mathbb{R})} \right].
\]

This completes the proof. \( \square \)

The Godunov scheme (55), (56) coincides with the so-called “well-balanced” one studied in [22] although its construction is completely different. Indeed, one can see that both approaches boil down to some kind of split-scheme for which the operator
splitting is made with respect to the space variable (see, e.g., [16, 39] for related former works). The nature of the limit of this compact sequence $u^h$ can be directly revealed by means of the error estimate theorem given in [17]. However, for the sake of completeness, we state now a self-contained proof.

**Theorem 2.** Assume \( (28), (29), u_0 \in L^1 \cap BV(\mathbb{R}) \) being such that \( f'(u_0) \geq 0 \) and the CFL restriction

\[
(60) \quad \sup_{|u| \leq \max\{\|u_0\|_{L^\infty(\mathbb{R})}, U\}} |f'(u)| \Delta t \leq h;
\]

the sequence $u^h$ generated by \((54), (55), (56)\) converges strongly in $L^1_{loc}(0,T)$ as \( h \to 0 \) towards Kruzkov’s entropy solution of the following balance law:

\[
\begin{cases}
\partial_t u + \partial_x f(u) = k(x)g(u), \\
u(.,0) = u_0 \in L^1 \cap BV(\mathbb{R}),
\end{cases}
\]

where $k \in C^1(\mathbb{R})$ is positive with compact support.

Once again, under assumptions avoiding any nonlinear resonance, it is possible to weaken the hypotheses on $u_0$ as in, e.g., [22].

**Proof.** We recall the entropy inequality \((50), (51)\) which is satisfied by the solution of any of the elementary Riemann problems for \((49)\) solved inside the scheme \((54)\).

So, we take any positive test function $\psi \in D(\mathbb{R} \times \mathbb{R}^+)$:

\[
(61) \quad 0 \leq \sum_{j,n} \int_{n \Delta t}^{(n+1) \Delta t} \int_{j h}^{(j+1) h} \eta(u^h) \partial_t \psi + q(u^h) \partial_x \psi + \eta'(u^h)g(u^h)\partial_x u^h \psi \cdot dx \cdot dt
\]

\[
+ \sum_{j,n} \int_{j h}^{(j+1) h} \left\{ \eta(u^h)(x,n \Delta t) - \eta(u^h)(x,n \Delta t - 0) \right\} \psi(x,n \Delta t)dx.
\]

Thanks to Jensen’s inequality for convex functions, we can get rid of the last term in \((61)\) since $u^h(.,n \Delta t) = \mathcal{P}^h(u^h(.,n \Delta t - 0))$.

- Thanks to regularity assumptions on $\psi$, we see immediately that we can split the last part of the first term in \((61)\) using the function $w$ \((58)\):

\[
\sum_{j,n} \int_{n \Delta t}^{(n+1) \Delta t} \int_{j h}^{(j+1) h} \eta'(w)g(u^h)\partial_x w \psi(x,t)dxdt.
\]

\[
= \sum_{j,n} \int_{n \Delta t}^{(n+1) \Delta t} \left( \int_{j h}^{(j+1) h} \eta'(w)g(w)(x,t)K'(x)dx \right) \psi((j + 1/2)h,t)dt
\]

\[
\leq \sum_{j,n} \int_{n \Delta t}^{(n+1) \Delta t} \int_{j h}^{(j+1) h} \eta'(w)g(w)K'K\psi(x,t)dxdt.
\]

\[
+ h\|\eta'(u^h)g(u^h)\|_{L^\infty} \|K\|_{C^0} \|\partial_x \psi\|_{L^1}.
\]
Now we have to estimate the \( L^1 \)-distance between the piecewise constant function \( u^h(\cdot, n, \Delta t) \) and the microscopic profiles \( w(\cdot, t) \) for \( t \in [n\Delta t, (n+1)\Delta t] \).

This is a consequence of the classical ordinary differential equations theory together with the non-resonance assumption:

\[
\int_{n\Delta t}^{(n+1)\Delta t} \int_{j\Delta t}^{(j+1)\Delta t} \eta'(w) g(w(x, t)) K'(x) \psi(x, t) \, dx \, dt \\
\leq \int_{n\Delta t}^{(n+1)\Delta t} \int_{j\Delta t}^{(j+1)\Delta t} \eta'(u^h) g(u^h(jh, n\Delta t)) K'(x) \psi(x, t) \, dx \, dt + O(h) \tilde{N} \| \psi \|_{L^1}.
\]

We write now that:

\[
\sum_{j, n} \int_{n\Delta t}^{(n+1)\Delta t} \int_{j\Delta t}^{(j+1)\Delta t} \eta'(u^h) g(u^h(jh, n\Delta t)) K'(x) \psi(x, t) \, dx \, dt \\
\leq \int_{\mathbb{R} \times \mathbb{R}^+} \eta'(u^h) g(u^h(x, t)) K'(x) \psi(x, t) \, dx \, dt + O(1) \sum_{j, n} \int_{n\Delta t}^{(n+1)\Delta t} \int_{j\Delta t}^{(j+1)\Delta t} |u^h(x, t) - u^h(jh, n\Delta t)| \psi(x, t) \, dx \, dt.
\]

Thanks to Lemma 10, we have:

\[|u^h(x, t) - u^h(jh, n\Delta t)| \leq h \exp(t\tilde{N}) TV(u_0) + |u^h(jh, (n+1)\Delta t) - u^h(jh, n\Delta t)|\]

and we know from \([63]\) that \( u^h \) is \( L^1 \)-equicontinuous with respect to the time variable: \( \|u^h(\cdot, (n+1)\Delta t) - u^h(\cdot, n\Delta t)\|_{L^1(\mathbb{R})} \leq O(\Delta t) \).

The last step consists of collecting all our information and using Lebesgue’s dominated convergence theorem to derive Kružkov’s entropy inequality for \((26)\).

3.7. Numerical results. As an illustrative test-case, we consider the following initial-boundary value problem:

\[
\begin{aligned}
\partial_t u + \partial_x \left( \frac{u^2}{2} \right) &= k(x) u(1 - u), \\
x &\in [0, 1] \text{ and } 0 < t \leq 3.5, \\
u(0, t) &= 0.5; \ u(x, 0) = 0.
\end{aligned}
\]

As a direct consequence of the results proven by Mascia and Terracina, \([35]\), the steady-state for \((62)\) is given by:

\[
\eta(x) = 1 - \frac{1}{2} \exp \left( - \int_0^x k(s) ds \right).
\]

We compare the accuracy of the numerical stationary curves for the proposed non-conservative scheme \([55], [56]\) and a classical time-splitting algorithm for various values of the space step \( h \). We choose the following “delta-like” function:

\[
k(x) = 20 \exp \left( - \frac{(x - 0.5)^2}{\varepsilon} \right), \quad \varepsilon = 0.01.
\]

At time \( T = 3.5 \), all the waves are out of the domain \( x \in [0, 1] \) but the schemes did not have time to stabilize completely. We display in Figures 3 and 4, respectively the numerical solutions and the \( L^\infty \)-distance between themselves and \( \eta(63) \).
Figure 3. Exact and numerical solutions for (62), (64) at $T = 3.5$.

Figure 4. Sup-norm decay for $x \mapsto |u^h(x, T = 3.5) - v(x)|$ as $h \to 0$. 
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The advantages of this nonconservative approach are clearly noticeable even if theoretical results guarantee the convergence of the classical time-splitting scheme as the grid is refined, see, e.g., [37]. We refer to [8, 19, 23] for other comparisons between well-balanced approaches and more conventional discretizations on more complex and realistic problems.

4. Conclusion

We proposed in this paper a new way to construct numerical schemes for nonhomogeneous hyperbolic equations by means of a Godunov scheme involving singular Riemann problems. The ambiguous terms arise naturally as weak limits of strongly compact regularized sequences and somehow contain useful informations about the asymptotic patterns one can expect as a long-time behavior for both exact and numerical solutions. This approach extends formally to systems of balance laws and furnishes high quality numerical results. One perspective is therefore to generalize this scalar theory to more general hyperbolic problems by means, for instance, of a Glimm scheme strategy.
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