Abstract. Time harmonic Maxwell equations in lossless media lead to a second order differential equation for the electric field involving a differential operator that is neither elliptic nor definite. A Galerkin method using Nedelec spaces can be employed to get approximate solutions numerically. The problem of preconditioning the indefinite matrix arising from this method is discussed here. Specifically, two overlapping Schwarz methods will be shown to yield uniform preconditioners.

1. Introduction

Finite element methods for numerical solution of time harmonic Maxwell equations are now well established [4, 20, 21]. A class of these methods are Galerkin methods based on variational equations for the electric field involving a bilinear form in $H_0(curl; \Omega) = \{ u \in (L^2(\Omega))^3 : curl u \in (L^2(\Omega))^3, \mathbf{n} \times u = 0 \text{ on } \partial \Omega \}$. Here $\Omega$ is a polyhedral open simply connected subset of $\mathbb{R}^3$, and $\mathbf{n}$ denotes the outward unit normal on the boundary $\partial \Omega$. The bilinear form is coercive in $H_0(curl; \Omega)$ if the medium occupying $\Omega$ has positive electric conductivity. In this case, the linear system arising from the Galerkin method can be preconditioned using a preconditioner for the inner product on $H_0(curl; \Omega)$. Such preconditioners can be constructed using the well known overlapping Schwarz method [8, 9, 10, 18] as shown in [16, 25, 26]. In this paper we analyze two overlapping Schwarz methods applied to the case when electric conductivity is zero, i.e., the case of undamped propagation in lossless media. In this case, the resulting linear system is indefinite.

In lossless media, the second order differential equation for the electric field that Maxwell equations yield [17] is not elliptic and is indefinite. These two difficulties complicate the analysis of the finite element method. Error estimates have been proved provided that the mesh size is sufficiently small [20].

These difficulties also complicate the analysis of possible preconditioners. Some recent analyses have successfully overcome the difficulties caused by the nonellipticity by means of a Helmholtz decomposition [2, 15, 16]. Our analysis will make use of some of the ideas in these works. We must also handle the difficulties arising from the indefiniteness of the system. Some suggestions for overcoming this difficulty appear in [22], wherein a regularizing term is added to make the system positive.
definite on potential fields. In contrast, we will analyze the system as it is. This is in the spirit of the perturbation approach used in [6] for analyzing Schwarz methods for indefinite elliptic problems. Moreover, our perturbation arguments can be used to analyze multigrid methods as well [14].

We restrict our attention to time harmonic Maxwell equations in a homogeneous lossless medium occupying \( \Omega \). We also assume that the boundary of \( \Omega \) is adjacent to a perfect conductor. For the sake of simplicity of presentation, we set material properties (magnetic permeability and electric permittivity) equal to unity. Maxwell equations then gives rise to the following variational formulation [7, 20] for the electric field \( \mathbf{U} \in H_0(\text{curl}; \Omega) \):

\[
A(U, v) = (J, v) \quad \text{for all } v \in H_0(\text{curl}; \Omega),
\]

where

\[
A(U, v) = (\text{curl } U, \text{curl } v) - \omega^2 (U, v)
\]

and \((\cdot, \cdot)\) denotes the \((L^2(\Omega))^3\) inner product. The vector \( \mathbf{J} \) is proportional to the electric current and satisfies \( \text{div } \mathbf{J} = 0 \), consequently \( \text{div } \mathbf{U} = 0 \). In (1.2), \( \omega \) is a real number denoting frequency of propagation. Note that there is a countable set of real values for \( \omega \) for which (1.1) does not have a unique solution [17]. Throughout this paper we assume that \( \omega \) is not one of these values and so (1.1) is uniquely solvable.

In our arguments later, we will need to assume that solutions to (1.1) are regular. Let \( \Omega \) be convex. It is well known ([20], cf. [12]) that there is a constant \( C_\Omega \) depending only on \( \Omega \) such that

\[
\|U\|_{H^1} + \|\text{curl } U\|_{H^1} \leq C_\Omega \|J\|.
\]

In (1.3), \( \cdot \) denotes the norm of \((H^1(\Omega))^3\) and \( H^1(\Omega) = \{ u \in L^2(\Omega) : \text{grad } u \in (L^2(\Omega))^3 \} \). We use \( \| \cdot \| \) to denote the norm in \((L^2(\Omega))^3\). For later use, let us also set

\[
H^1_0(\Omega) = \{ u \in H^1(\Omega) : u = 0 \text{ on } \partial \Omega \},
\]

\[
H_0(\text{div}; \Omega) = \{ u \in (L^2(\Omega))^3 : \text{div } u \in L^2(\Omega) \text{ and } u \cdot n = 0 \text{ on } \partial \Omega \}.
\]

In the notation for function spaces and their norms and inner products, when the domain is absent, it is to be taken as \( \Omega \); e.g., \( H_0(\text{curl}) \equiv H_0(\text{curl}; \Omega) \).

2. Discrete spaces

The overlapping Schwarz algorithm as described in [8, 9, 10, 24] is based on two levels of partitioning of \( \Omega \). The first is a coarse partitioning into (nonoverlapping) tetrahedra \( \{ \Omega_i : i = 1, \ldots, N \} \). This forms a quasiuniform mesh of mesh-size \( H \). Next, each \( \Omega_i \) is further partitioned into finer tetrahedra \( \{ \tau^j_i : j = 1, 2, \ldots \} \). These partitionings are such that taken together they form a quasiuniform mesh of \( \Omega \) of mesh size \( h \). Let \( Q_h \) and \( Q_H \) denote Nedelec finite element subspaces [21] of \( H_0(\text{curl}) \) of index \( k \) based on meshes \( \{ \tau^j_i \} \) and \( \{ \Omega_i \} \), respectively. A function in \( Q_H \), for example, is of the form \( p(x) + r(x) \) when \( x \) is restricted to a tetrahedron \( \Omega_i \), where \( p \) and \( r \) are such that each of their three components are polynomials of degree at most \( k \) and \( k + 1 \), respectively, and \( r \cdot x = 0 \). Our results hold if Nedelec edge elements based on cubes are used instead of tetrahedral elements.
The discrete approximation $U_h \in Q_h$ is defined by
\begin{equation}
A(U_h, v) = (J, v) \quad \text{for all } v \in Q_h.
\end{equation}
It is proved in [20] that $U_h$ exists uniquely whenever $h$ is sufficiently small. Using (1.3), and the arguments in [20], it is easy to see that there exists an $\bar{h}_0 > 0$ such that whenever $h \leq \bar{h}_0$,
\begin{equation}
\|U - U_h\|_A \leq Ch\|J\|.
\end{equation}
Here $\|\cdot\|_A$ denotes the norm in $H_0(\text{curl})$, i.e., $\|u\|_A = \Lambda(u, u)^{1/2}$ with
\begin{equation}
\Lambda(u, v) = (\text{curl } u, \text{curl } v) + (u, v).
\end{equation}
Throughout this paper $C$, with or without subscripts, denotes a generic constant independent of $h$ and $H$. Its value may differ at different occurrences.

Let us recall some well known relationships between Nedelec spaces and two other discrete spaces. Let $V_h$ denote Raviart–Thomas finite element subspaces [5] of $H_0(\text{div})$ of index $k$ based on the $h$-level mesh. A function in $V_h$ is of the form $p(x) + r(x)x$ when $x$ is restricted to a fine tetrahedron, where all three components of $p$ as well as $r$ are polynomials of degree at most $k$. Let $W_h$ denote the subspace of $H_1(\Omega)$ consisting of functions which when restricted to a fine tetrahedron are polynomials of degree at most $k + 1$. We will repeatedly use the following well known [2, 15, 16] orthogonal decomposition of $Q_h$ of Helmholtz type:
\begin{equation}
Q_h = \text{curl}_h V_h \oplus \text{grad } W_h.
\end{equation}
Here $\text{curl}_h$ is the $L^2$-adjoint of the map $\text{curl} : Q_h \to V_h$. Our notation is close to that in [2]. Since we have assumed that $\Omega$ is convex, it follows from [13] that the “Poincaré inequality”,
\begin{equation}
\|q_h\| \leq C\|\text{curl } q_h\|,
\end{equation}
holds for all $q_h \in \text{curl}_h V_h$.

We now introduce notation for overlapping subregions and associated spaces. Extend each $\Omega_i$ to a larger region $\Omega'_i$ (i.e., $\Omega_i \subset \Omega'_i \subset \Omega$, see Figure 1), in such a way that $\partial \Omega'_i$ aligns with the $h$-level mesh. Then each $\Omega'_i$ is also partitioned by a subset of $\{\tau^2_i\}_{i,j}$, and the space
\begin{equation}
Q'_i = Q_h \cap H_0(\text{curl}; \Omega'_i), \quad (i = 1, \ldots, N)
\end{equation}
is again a Nedelec finite element space. In the above definition, we consider \( H_0(\text{curl}; \Omega'_i) \) as a subset of \( H_0(\text{curl}) \) by identifying functions in \( H_0(\text{curl}; \Omega'_i) \) with their extension by zero. We assume that each \( \Omega'_i \) is convex and that the collection \( \{ \Omega'_i : i = 1, \ldots, N \} \) satisfies the following conditions:

1. **Generous overlap:** There is a constant \( \delta > 0 \) such that
   \[
   \text{dist}(\partial \Omega'_i \cap \Omega, \partial \Omega_i \cap \Omega) \geq \delta H \quad \text{for all } i = 1, \ldots, N.
   \]

2. **Finite covering:** Every point of \( \Omega \) belongs to at most \( \rho \) subdomains in \( \{ \Omega'_i : i = 1, \ldots, N \} \).

3. **\( H \)-independent uniformity:** There are a fixed number of reference domains \( \{ \mathring{\Omega}_i \} \) such that each subdomain \( \Omega'_j \), for \( j = 1, \ldots, N \), is the image under a linear transformation \( F_j(\mathring{x}) = B_j \mathring{x} + b_j \) of one of the reference domains, \( \mathring{\Omega}_i \). We assume that the matrix \( B_j \) is a multiple \( \alpha_j \) times a unitary matrix \( U_j \) and that \( \alpha_j \) satisfies
   \[
   C_0 H \leq |\alpha_j| \leq C_1 H.
   \]

The generic constants \( C \) in our estimates will be allowed to depend on \( \delta, \rho \), and the geometric properties of the reference domains \( \{ \mathring{\Omega}_i \} \). For convenient notation let us also set \( Q^i = Q_H \), and \( \Omega'_0 = \Omega \).

**Remark 2.1.** The first two conditions above are standard in papers analyzing Schwarz algorithms. A condition such as the third, although necessary for proving estimates independent of \( H \) in many of the analyses, is seldom stated. For example, in the analysis of overlapping methods for elliptic second order problems, it seems necessary to assume that the Lipschitz constants for the overlapping subdomains can be bounded independently of \( H \).

**Remark 2.2.** We make the assumption that subdomains \( \Omega'_i \) are convex only so that we can invoke Proposition 5.1 in Chapter III of [13] to obtain the Poincaré inequality \((2.4)\) for discretely divergence free functions on the (convex) reference domains \( \mathring{\Omega}_i \) (see \((4.3)\) in particular). Recent results indicate that such an inequality holds under weaker assumptions \([1, 19]\). Our analysis remains unchanged if these assumptions are made instead of convexity.

Now define \( V^0 \) and \( W^0 \) in the same way as \( V_h \) and \( W_h \) but using the \( H \)-level mesh. Also set
\[
V^i = V_h \cap H_0(\text{div}; \Omega'_i) \quad \text{and} \quad W^i = W_h \cap H_0^1(\Omega'_i),
\]
for all \( i = 1, \ldots, N \). Here, again, we implicitly extend (by zero) functions on \( \Omega' \) to \( \Omega \). Decompositions analogous to \((2.3)\) hold for \( Q^i \) in terms of \( V^i \) and \( W^i \), i.e.,
\[
Q^i = \text{curl}^i_h V^i \oplus \text{grad} W^i.
\]
Here \( \text{curl}^i_h \) is the \( L^2 \)-adjoint of the map \( \text{curl} : Q^i \to V^i \).

## 3. The Overlapping Schwarz Preconditioner

In this section we give two overlapping Schwarz preconditioners for the discrete systems corresponding to \((2.1)\). Specifically, we consider an additive Schwarz preconditioner and a two-level multiplicative preconditioner. We also give the main
theorems of this paper, which can be used to guarantee that appropriate iterative schemes converge with rates that are bounded independently of the mesh and subdomain parameters. Their proofs will appear in the next section.

These preconditioners are based on inversions on the overlapping subregions \( \{ \Omega_i' \} \). In our subsequent analysis, we will show that the problem of finding a \( v_i \in Q^i \) satisfying

\[
A(v_i, w_i) = \ell(w_i) \quad \text{for all } w_i \in Q^i,
\]

is uniquely solvable for \( i = 0, \ldots, N \) provided that \( H \) is sufficiently small. Here \( \ell \) is a linear functional on \( Q^i \). We will always assume that \( H \) is so small that (3.1) is uniquely solvable.

Let \( \{ \phi_i \} \) denote the nodal basis for \( Q_h \). In implementation, the solution of (2.1) is reduced to a matrix problem of the form

\[
A x = b,
\]

where \( A_{ij} = A(\phi_j, \phi_i) \) is the stiffness matrix, \( x \) is the coefficient vector for the solution \( U_h \) and \( b_i = (J, \phi_i) \). The matrix \( A \) can be thought of as the matrix of a linear map (which we also denote by \( A \)) from \( Q_h \) to its dual, \( (Q_h)' \). Indeed, a functional in the dual space is represented by its values applied to the nodal basis functions. Thus, \( (Av)_i = \sum_j A_{ij} v_i = A(v, \phi_j) \), where \( v \) is the function in \( Q_h \) corresponding to \( v \), i.e., \( Av \) corresponds to the functional \((Av)(\cdot) = A(v, \cdot)\). A preconditioning matrix should therefore correspond to a map from \((Q_h)' \) back to \( Q_h \).

We first define the additive Schwarz preconditioner, namely \( B_a : (Q_h)' \to Q_h \). For \( \ell \in (Q_h)' \), set

\[
B_a(\ell) = \sum_{i=0}^N v_i,
\]

where for each \( i, v_i \) is the solution of the problem

\[
A(v_i, w_i) = \ell(w_i) \quad \text{for all } w_i \in Q^i.
\]

We let the corresponding matrix be denoted by \( B_a \). Computing the product of \( B_a \) with the vector representing \( \ell \) involves finding nodal coefficients of the \( v_i \) in (3.3).

For the case \( i = 0 \), this involves a change of basis from the coarse grid basis for \( Q^0 \) and the computation of \( \ell \) applied to coarse grid basis functions. These two operations are often called “prolongation” and “restriction”, respectively.

It is immediate from the above definitions that \( B_a A = \sum_{i=0}^N T_i \), where \( T_i w = v_i \in Q^i \) solves the problem

\[
A(v_i, \phi) = A(w, \phi) \quad \text{for all } \phi \in Q^i.
\]

The following theorem bounds the spectrum of \( B_a A \).

**Theorem 3.1.** There exists \( \tilde{h}_1 > 0 \) such that for all \( H \leq \tilde{h}_1 \), and for all \( u \in Q_h \),

\[
c_1 A(u, u) \leq \Lambda(B_a A u, u),
\]

\[
\Lambda(B_a A u, v) \leq c_2 A(u, u)^{1/2} A(v, v)^{1/2}.
\]

Here \( c_1 \) and \( c_2 \) are constants independent of \( h \) and \( H \).
The above result can be used to guarantee convergence rates for Krylov space iterative methods such as GMRES [11, 23]. For example, we have the following corollary:

**Corollary 3.1.** Let \( v_i, i = 1, 2, \ldots \), be the sequence of iterates obtained when GMRES in the \( A(\cdot, \cdot) \)-innerproduct is applied to the preconditioned system \( B_n Av = B_n \ell \), with \( v_0 \) as initial iterate. If \( H \leq h_0 \), then

\[
\| v - v_i \|_A^2 \leq \eta^i \| v - v_0 \|_A^2
\]

with \( \eta = 1 - c_1^2/c_2^2 \).

**Remark 3.1.** The above corollary implies that GMRES applied to the preconditioned matrix problem

\[
(3.4) \quad B_n Au = B_n b
\]

in the inner product induced by the matrix \( \{ A_{ij} \} = \{ A(\phi_i, \phi_j) \} \) converges with a reduction rate of \( \eta \) per step.

**Remark 3.2.** In the case of elliptic second order indefinite problem, replacing the subdomain inversions by uniform preconditioners gives rise to a uniform global preconditioner [6]. This apparently is not the case in our application. Indeed, we give numerical results in Section 5 which suggest that the additive Schwarz preconditioner with subdomain inversions replaced by certain positive definite subdomain solutions operators performs rather poorly. Note that in the elliptic case, if the associated bilinear form satisfies a Gårding inequality, it becomes coercive on subdomain spaces for sufficiently small subdomain sizes. It is therefore natural to replace the subdomain inversions by other (more efficient) positive definite preconditioners. In our application however, subdomain inversions are never positive definite.

The second algorithm which we will consider is a two-level multiplicative algorithm. Let \( \alpha > 0 \) be a scaling parameter to be chosen later. For any \( \ell \in (Q_h)' \), the action of the two-level operator on \( \ell \), namely \( B_m(\ell) \), is defined as follows:

1. Let \( v_0 \) be defined by (3.3).
2. For \( i = 1, \ldots, N \), define \( v_i \in Q^i \) by

\[
A(v_i, w_i) = \ell(w_i) - A(v_0, w_i) \quad \text{for all } w_i \in Q^i.
\]
3. Set \( B_m(\ell) = v_0 + \alpha \sum_{i=1}^N v_i \).

A standard computation shows that

\[
I - B_m A = (I - \alpha \tilde{T})(I - T_0),
\]

where \( I \) denotes the identity operator, and \( \tilde{T} \) is given by

\[
\tilde{T} = \sum_{i=1}^N T_i.
\]

A convergence result for this product method is given by the following theorem.

**Theorem 3.2.** There exists an \( \alpha_0 > 0 \) such that, for all \( \alpha \leq \alpha_0 \), there is an \( h_2 > 0 \) (depending on \( \alpha \)) such that, whenever \( H \leq h_2 \),

\[
\| (I - B_m A)u \|_A \leq \gamma \| u \|_A
\]

for all \( u \in Q_h \) with \( \gamma < 1 \) independent of \( h \) and \( H \).
4. Analysis

In this section, we provide an analysis of the two domain decomposition algorithms given in the previous section. The proofs of the main theorems are given at the end of this section after we develop a sequence of auxiliary results.

Let us first establish that when $H$ is small enough, there is a unique solution to (3.1). The case of $i = 0$ follows directly from (20). For $i > 0$, we require the Poincaré inequality given in the following lemma.

**Lemma 4.1.** There is a constant $c_0$, independent of $h$ and $H$, such that, for $i = 1, \ldots, N$,

$$(4.1) \quad \| q \|_{0, \Omega'_i} \leq c_0 H \| \text{curl } q \|_{0, \Omega'_i} \quad \text{for all } q \in \text{curl}_h V^i.$$  

Here $\| \cdot \|_{0, \Omega'_i}$ denotes the $(L^2(\Omega'_i))^3$-norm.

**Proof.** Fix $\Omega'_j$ and let $F_j$ be the linear transformation given by our $H$-independent uniformity assumption on $\{ \Omega'_j \}$. For a vector function $u$ defined on $\Omega'_j$ let $\hat{u}$ be the vector function defined on the reference domain $\hat{\Omega}_i$ given by

$$\hat{u} = B^i_j (u \circ F_j).$$

Clearly, $\hat{\Omega}_i$ inherits a finite element mesh from $\Omega'_j$, and we denote the corresponding approximation spaces $\hat{W}_j$ and $\hat{Q}_j$. Moreover, the map $u \mapsto \hat{u}$ is a bijection of $Q_j$ onto $\hat{Q}^i_j$ [21]. Since the scalar transformation $\hat{\phi} = \phi \circ F_j$ maps $W^j$ bijectively onto $\hat{W}^j$, a change of variable shows that $q \in \text{curl}_h V^j$ if and only if

$$(4.2) \quad (\hat{q}, \text{grad } \hat{\phi})_{\hat{\Omega}_i} = | \det B^i_j | (B^i_j q, B^i_j \text{grad } \phi)_{\Omega'_j} = 0 \quad \text{for all } \phi \in \hat{W}^j.$$  

Here $(\cdot, \cdot)_{\hat{\Omega}_i}$ denotes the inner product in $(L^2(\hat{\Omega}_i))^3$. The Poincaré inequality holds for $\hat{q}$ satisfying (4.2) (see, e.g., [13]), i.e.,

$$(4.3) \quad \| \hat{q} \|_{\hat{\Omega}_i} \leq C \| \text{curl } \hat{q} \|_{\hat{\Omega}_i}.$$  

Let $q_l$ and $\hat{q}_l$ for $l = 1, 2, 3$ denote the components of $q$ and $\hat{q}$, respectively, and consider the matrices

$$M_{ij} = (\partial q_j / \partial x_i - \partial q_i / \partial x_j),$$

$$\hat{M}_{ij} = (\partial \hat{q}_j / \partial \hat{x}_i - \partial \hat{q}_i / \partial \hat{x}_j).$$

A straightforward computation gives that

$$\hat{M} = B^{-1}_j (M \circ F_j) B_j.$$  

This implies that

$$(4.4) \quad | \text{curl } \hat{q}(\hat{x}) | = \alpha^2_l | \text{curl } q(x) | \quad \text{for all } x \in \Omega'_j.$$  

The lemma follows from (2.6), (4.3), (4.4) and a change of integration variable.  

**Remark 4.1.** The $H$-independent uniformity assumption was only made so that we could prove (4.1). Our results will hold without this assumption if one somehow has (4.4). One might expect that (4.1) would fail to hold if the subdomains were generated by some automatic mesh partitioning algorithms.
We can now prove the unique solvability of (3.1) as asserted in the following lemma.

**Lemma 4.2.** There exists an \( \bar{h}_3 > 0 \) such that whenever \( H \leq \bar{h}_3 \), any solution \( t_i \) of

\[
(4.5) \quad A(t_i, v_i) = A(u, v_i) \quad \text{for all} \ v_i \in Q^i,
\]

satisfies

\[
(4.6) \quad \|t_i\|_{A, \Omega'} \leq C \|u\|_{A, \Omega'} \quad (i = 1, \ldots, N)
\]

for \( u \in Q_h \). In particular, this implies that for \( i \geq 1 \), (3.1) has a unique solution when \( H \leq \bar{h}_3 \).

**Proof.** Let \( t_i \) be a solution of (3.1). Using the decomposition (2.3), we first write

\[
t_i = \text{grad} \phi_i + \text{curl} h w_i, \quad \phi_i \in W^i, \ w_i \in V^i.
\]

Then, by the definition of \( t_i \),

\[
(\text{grad} \phi_i, \text{grad} \psi_i)_{\Omega'} = (u, \text{grad} \psi_i)_{\Omega'}
\]

for all \( \psi_i \in W^i \). This implies that

\[
(4.7) \quad \|\text{grad} \phi_i\|_{0, \Omega'} \leq \|u\|_{0, \Omega'}.
\]

The remainder, \( \text{curl} h w_i \), satisfies

\[
\|\text{curl} \text{curl} h w_i\|_{0, \Omega'}^2 - \omega^2 \|\text{curl} h w_i\|_{0, \Omega'}^2 = \text{curl}(u, \text{curl} h w_i)_{\Omega'} - \omega^2 (u, \text{curl} h w_i)_{\Omega'}.
\]

By (4.1),

\[
(4.8) \quad \|\text{curl} h w_i\|_{0, \Omega'} \leq c_0 H \|\text{curl} \text{curl} h w_i\|_{0, \Omega'}.
\]

Thus

\[
(1 - c_0 \omega^2 H^2) \|\text{curl} \text{curl} h w_i\|_{0, \Omega'}^2 \leq \max(1, \omega^2) \|u\|_{A, \Omega'} \|\text{curl} h w_i\|_{A, \Omega'}.
\]

The above two inequalities imply that

\[
(4.9) \quad \|\text{curl} h w_i\|_{A, \Omega'} \leq C \|u\|_{A, \Omega'},
\]

for all \( H \leq \bar{h}_3 \), if \( \bar{h}_3 \) is chosen such that \( (1 - c_0 \omega^2 \bar{h}_3^2) > 0 \). Combining the above results proves (4.6).

Finally, (3.1) is uniquely solvable if and only if the stiffness matrix \( A \) for \( A(\cdot, \cdot) \) is nonsingular. However, (4.6) implies \( A \) is one to one. This completes the proof of the lemma.

Before providing our next perturbation lemma, we require some additional machinery. For \( q_h \in \text{curl} h V_h \), define \( S q_h \) to be the unique function \( a \in H_0(\text{curl}) \) satisfying

\[
\text{curl} a = \text{curl} q_h, \quad \text{div} a = 0.
\]

It can be shown [2] that \( S \) is well defined and satisfies

\[
(4.10) \quad \|q_h - Sq_h\| \leq Ch \|\text{curl} q_h\|.
\]

Thus, although \( q_h \) is not solenoidal, \( Sq_h \) provides an approximation to \( q_h \) that is solenoidal and satisfies \( \text{curl} Sq_h = \text{curl} q_h \).
Our next result estimates the components of $u - T_i u$ along the subspace $Q'$. This result is crucial for a perturbation argument used to prove the main theorems.

**Lemma 4.3.** There exists $\tilde{h}_4 > 0$ such that, for any $i = 0, \ldots, N$,

$$ (u - T_i u, v_i) \leq CH \|u - T_i u\|_{\Omega_i'} \|v_i\|_{\Omega_i'} $$

for all $u \in Q_h$ and $v_i \in Q'$ whenever $H \leq \tilde{h}_4$.

**Proof.** Let $u$ be in $Q_h$ and $v_i$ be in $Q'$. Let us use the decomposition in (2.13) and write

$$ e_h \equiv u - T_i u = \grad \phi_h + \curl r_h, \quad \phi_h \in W_h, \ r_h \in V_h. $$

Observe that, by the definition of $T_i$,

$$ (e_h, \grad \phi^j)_{\Omega_i'} = 0 \quad \text{for all } \phi \in W^i. $$

We first consider $i = 0$. Let $v_0 \in Q^0$ be decomposed as

$$ v_0 = \grad \psi_H + \curl z_H, \quad \psi_H \in W^0, \ z_H \in V^0. $$

By (1.11), we have

$$ (e_h, v_0) = (\curl r_h, \curl z_H) + (\grad \phi_h, \curl z_H). $$

The two terms on right hand side will be estimated separately.

Consider the first term on the right hand side of (4.12). We will prove that

$$ \|\curl r_h\| \leq CH \|e_h\|_{\mathcal{A}}. $$

Set $e = S(\curl r_h)$. From (1.11), it follows that

$$ \|e - \curl r_h\| \leq C \|e_h\|_{\mathcal{A}}. $$

Thus to verify (4.13), it suffices to estimate $\|e\|$. We do this by a duality argument. Let $w \in H_0(\curl)$ be defined by

$$ A(w, p) = (e, p) \quad \text{for all } p \in H_0(\curl). $$

Note that both $e$ and $w$ are divergence free. Since $\curl e = \curl \curl r_h$, we have

$$ \|e\|^2 = A(w, e) = A(w, \curl r_h) + \omega^2 (\curl r_h, e)_{\Omega_i'}, $$

In the first term above, we can substitute $e_h$ for $\curl r_h$ since $\div w = 0$. Then, since $A(w_H, e_h) = 0$ for any $w_H \in Q_H$, we have

$$ \|e\|^2 = A(w - w_H, e_h) + \omega^2 (\curl r_h - e, w) $$

$$ \leq \max(1, \omega^2) \|w - w_H\|_{\mathcal{A}} \|e_h\|_{\mathcal{A}} + \omega^2 \|\curl r_h - e\| \|w\| $$

$$ \leq C \|e\| \|e_h\|_{\mathcal{A}} + C \|w\| \|e_h\|_{\mathcal{A}}. $$

To get the last inequality we used (2.2) and (4.14). Since $h \leq H$, and (1.3) holds for $w$, it follows that $\|e\| \leq C H \|e_h\|_{\mathcal{A}}$, and (4.13) is proved.

To complete the proof for $i = 0$, it only remains to estimate the second term on the right hand side of (4.12). For this we let $q = S(\curl z_H)$. Since $q$ is divergence free,

$$ (\grad \phi_h, \curl z_H) = (\grad \phi_h, \curl z_H - q) $$

$$ \leq \|\grad \phi_h\| \|\curl z_H - q\| $$

$$ \leq C H \|e_h\| \|\curl v_0\|. $$
The last inequality is a consequence of \(|\text{grad} \phi_h| \leq |e_h|\), and \(4.10\). This completes the proof for \(i = 0\).

Now fix \(i \in \{1, \ldots, N\}\) and decompose \(v_i = \text{grad} \psi_i + \text{curl}_i^z z_i\), with \(\psi_i \in W^i\) and \(z_i \in V^i\). Then, by \(4.11\),

\[
(u - T_i u, v_i)_{\Omega'} = (u - T_i u, \text{curl}_i^z z_i)_{\Omega'}.
\]

The result then immediately follows from the Cauchy-Schwarz inequality and \(4.1\).

As a consequence of the estimate of Lemma \(4.3\) for \(i = 0\), we get that the norm of \(I - T_0\) is almost bounded by one, as the following lemma shows.

**Lemma 4.4.** Whenever \(H \leq \bar{h}_4\), there is a constant \(c_3\), independent of \(h\) and \(H\), such that

\[
(1 - c_3 H) \|u - T_0 u\|_A^2 \leq \|u\|_A^2 \quad \text{for all} \quad u \in Q_h.
\]

**Proof.** For \(i = 0, 1, \ldots, N\), let \(P_i : Q_h \to Q^i\) denote the \(A\)-projection defined by \(A(P_i u, v_i) = A(u, v_i)\) for all \(v_i \in Q^i\).

Fix \(u\) in \(Q_h\). We note that

\[
\|u - T_0 u\|_A^2 = A(u - T_0 u, u - P_0 u) + (1 + \omega^2)(u - T_0 u, u - T_0 u)
= A(u, u - P_0 u) + (1 + \omega^2)(u - T_0 u, P_0 u - T_0 u).
\]

The result follows by applying the Cauchy-Schwarz inequality, Lemma \(4.3\) and noting that

\[
\|u - P_0 u\|_A \leq \|u\|_A,
\]
\[
\|P_0 u - T_0 u\|_A \leq \|u - T_0 u\|_A.
\]

Note that a consequence of Lemma \(4.3\) is that \(T_0\) is stable, i.e., for sufficiently small \(H\),

\[
\|T_0 u\|_A \leq C \|u\|_A
\]

for all \(u \in Q_h\).

The proofs of our main theorems depend on results for the positive operator \(A\) given in \([16, 25]\). There it is proved that, for any \(u \in Q_h\),

\[
(4.16) \quad C A(u, u) \leq A(\sum_{i=0}^N P_i u, u),
\]
\[
(4.17) \quad \sum_{i=0}^N \|P_i u\|_{A, \Omega'}^2 \leq (\rho + 1) \|u\|_A^2.
\]

We can now prove the main theorems.

**Proof of Theorem 3.1.** Let \(u\) be in \(Q_h\). The main idea of the proof of the first inequality of the theorem is to bound \(A(u, u)\) by \(A(\sum_{i=0}^N T_i u, u) = A(B_0 A u, u)\)
plus a perturbation term. Using (4.16) gives

\[ C\Lambda(u, u) \leq \sum_{i=0}^{N} \Lambda(u, P_i u) \]

\[ = \sum_{i=0}^{N} \Lambda(T_i u, P_i u) + (1 + \omega^2)\Lambda(u, P_i u) \]

\[ = \sum_{i=0}^{N} \Lambda(T_i u, u) + (1 + \omega^2)\sum_{i=0}^{N} (u - T_i u, P_i u). \]

When \( H < \tilde{h}_4 \), Lemma [4.3] yields

\[ \Lambda(u, u) \leq C \sum_{i=0}^{N} \Lambda(T_i u, u) + CH \sum_{i=0}^{N} \|u - T_i u\|_{A, \Omega'} \|P_i u\|_{A, \Omega'}. \]

Taking \( H < \min(\tilde{h}_3, \tilde{h}_1) \), we also have by Lemma [4.2] and Lemma [4.3] that

\[ \sum_{i=0}^{N} \|u - T_i u\|_{A, \Omega'}^2 \leq C \sum_{i=0}^{N} \|u\|_{A, \Omega'}^2 \leq C \|u\|_{A}^2. \]

The second inequality above is a consequence of the finite covering property. Using the Cauchy-Schwarz inequality and (4.17), we get

\[ (1 - CH)\Lambda(u, u) \leq C \sum_{i=0}^{N} \Lambda(T_i u, u). \]

The first inequality of the theorem follows by taking \( \tilde{h}_1 \) small enough to make the constant on the left hand side positive.

The second inequality of the theorem follows immediately from the Cauchy-Schwarz inequality, the stability of \( T_i \), and the finite covering property. This completes the proof of the theorem.

**Proof of Theorem 3.2.** Fix \( u \) in \( Q_h \) and set \( \bar{u} = (I - T_0)u \). We clearly have

\[ \|\bar{u} - \alpha \bar{T} \bar{u}\|_A^2 = \|\bar{u}\|_A^2 - 2\alpha \Lambda(\bar{u}, \bar{T} \bar{u}) + \alpha^2 \|\bar{T} \bar{u}\|_A^2. \]

By Lemma [4.2] and finite covering, there is a constant, say \( C_2 > 0 \), independent of \( h \) and \( H \), such that \( \|\bar{T} \bar{u}\|_A^2 \leq C_2 \|\bar{u}\|_A^2 \) for \( H \leq \tilde{h}_4 \). Moreover, since \( T_0 \bar{u} = 0 \), we have, by Theorem [3.1]

\[ \Lambda(\bar{u}, \bar{T} \bar{u}) = \Lambda(\bar{u}, \sum_{i=0}^{N} T_i \bar{u}) \geq c_1 \Lambda(\bar{u}, \bar{u}). \]

Consequently, (4.19) implies that

\[ \|\bar{u} - \alpha \bar{T} \bar{u}\|_A^2 \leq (1 - 2c_1 \alpha + C_2 \alpha^2) \|\bar{u}\|_A^2. \]

Now if we take \( \alpha_0 = c_1/C_2 \), then for any \( \alpha \leq \alpha_0 \),

\[ 1 - 2c_1 \alpha + C_2 \alpha^2 = \tilde{\gamma}(\alpha) \equiv \tilde{\gamma} \]

is less than 1. Combining this with Lemma [4.4] we get that when \( H \leq \tilde{h}_4 \) and \( 1 - c_3 H > 0 \),

\[ \|(I - \alpha \bar{T})(I - T_0)u\|_A^2 \leq \frac{\tilde{\gamma}}{1 - c_3 H} \|u\|_A^2. \]
Clearly there is $\bar{h}_2(\alpha) = \bar{h}_2 > 0$ such that $\bar{\gamma}(1 - c_3 \bar{h}_2)^{-1} = 1 - (1 - \bar{\gamma})/2 \equiv \gamma$. This completes the proof of the theorem.

The estimate of Theorem 3.2 implies that $B_m$ can be used to precondition a linear iterative method. Indeed, the iterates $v_i$, $i = 1, 2, \ldots$, defined by

$$v_i = v_{i-1} + B_m(\ell - A v_{i-1}), \quad i = 1, 2, \ldots,$$

with some initial guess $v_0$, converge to the solution of the linear system $Av = \ell$, i.e.,

$$\|v - v_i\|_A \leq \gamma^i \|v - v_0\|_A.$$

Alternatively, Theorem 3.2 can be used to obtain bounds for $B_m A$ analogous to those of Theorem 3.1. Indeed, when $H$ is sufficiently small, there exist positive constants $c_4$ and $c_5$, independent of $h$ and $H$, such that, for all $u \in Q_h$,

$$c_4 \Lambda(u, u) \leq \Lambda(B_m Au, u),$$

$$\Lambda(B_m Au, v) \leq c_5 \Lambda(u, u)^{1/2} \Lambda(v, v)^{1/2}.$$

The first inequality follows directly from Theorem 3.2 with $c_4 = (1 - \gamma^{1/2})$, since $\Lambda((I - B_m A)u, u) \leq \gamma^{1/2} \Lambda(u, u)$.

The second inequality above follows from the identity

$$B_m A = \alpha \tilde{T} + T_0 - \alpha \tilde{T} T_0,$$

the stability of $T_i$, and the finite covering property. Thus $B_m$ is also a good preconditioner for use in GMRES.

5. Numerical results

In this section we report results of numerical experiments confirming and illustrating the theory in the previous sections. All of the computations to be described use lowest order Nedelec elements on cubes. The domain $\Omega$ is taken to be the unit cube $(0,1)^3$ and is meshed uniformly by cubic elements of size $h$. The coarse mesh is also uniform and is made up of cubes of length $H$. Overlapping subdomains are constructed by adjoining just enough fine elements to the coarse elements so that (2.5) holds with $\delta = 1/10$.

Equation (3.4) was solved using GMRES in the inner product induced by the matrix $\{\Lambda_{ij}\}$. The right hand side $b$ of (3.4) was chosen such that the solution $u$ is the vector of nodal coefficients of the interpolant of

$$[y(1 - y)z(1 - z), yx(1 - x)z(1 - z), x(1 - x)y(1 - y)].$$

In all reported computations, GMRES was iterated until the norm of the residual was reduced by a factor of $10^{-6}$, restarting after every 50 iterations. Iteration counts are reported in Table 5.1 for the case $\omega = 1$. They appear bounded, as predicted by Corollary 3.1. Note that Corollary 3.1 guarantees that GMRES if restarted after each iteration would still yield bounded iteration counts. Although we do not report the iteration counts for this case, in our experiments this was indeed the case.

Results obtained using the multiplicative preconditioner with $\alpha = 1/4$ are given in Table 5.2. Here $B_m$ denotes the matrix corresponding to the operator $B_m$, defined analogously to $B_\alpha$. The multiplicative preconditioner appears to perform slightly better than the additive.
Table 5.1. GMRES iteration counts with $B_a$ and $\omega = 1$.

<table>
<thead>
<tr>
<th>$H$</th>
<th>1/2</th>
<th>1/4</th>
<th>1/8</th>
<th>1/16</th>
<th>1/32</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>13</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/8</td>
<td>16</td>
<td>18</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/16</td>
<td>20</td>
<td>19</td>
<td>18</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/32</td>
<td>20</td>
<td>21</td>
<td>17</td>
<td>17</td>
<td>–</td>
</tr>
<tr>
<td>1/64</td>
<td>21</td>
<td>22</td>
<td>20</td>
<td>16</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 5.2. GMRES iteration counts with $B_m$ and $\omega = 1$.

<table>
<thead>
<tr>
<th>$H$</th>
<th>1/2</th>
<th>1/4</th>
<th>1/8</th>
<th>1/16</th>
<th>1/32</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>12</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/8</td>
<td>14</td>
<td>15</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/16</td>
<td>17</td>
<td>16</td>
<td>14</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/32</td>
<td>18</td>
<td>18</td>
<td>15</td>
<td>12</td>
<td>–</td>
</tr>
<tr>
<td>1/64</td>
<td>18</td>
<td>19</td>
<td>17</td>
<td>13</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 5.3. GMRES iteration counts with $B_a$ and $\omega = 10$.

<table>
<thead>
<tr>
<th>$H$</th>
<th>1/2</th>
<th>1/4</th>
<th>1/8</th>
<th>1/16</th>
<th>1/32</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>20</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/8</td>
<td>23</td>
<td>44</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/16</td>
<td>46</td>
<td>237</td>
<td>98</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/32</td>
<td>53</td>
<td>106</td>
<td>32</td>
<td>24</td>
<td>–</td>
</tr>
<tr>
<td>1/64</td>
<td>54</td>
<td>118</td>
<td>33</td>
<td>21</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 5.4. GMRES iteration counts with $B_m$ and $\omega = 10$.

<table>
<thead>
<tr>
<th>$H$</th>
<th>1/2</th>
<th>1/4</th>
<th>1/8</th>
<th>1/16</th>
<th>1/32</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>19</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/8</td>
<td>23</td>
<td>38</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/16</td>
<td>82</td>
<td>48</td>
<td>17</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/32</td>
<td>99</td>
<td>51</td>
<td>21</td>
<td>14</td>
<td>–</td>
</tr>
<tr>
<td>1/64</td>
<td>98</td>
<td>50</td>
<td>24</td>
<td>16</td>
<td>12</td>
</tr>
</tbody>
</table>

The restriction that $H$ should be small enough in our theorems is not merely an artifact of the theory. Although iteration counts were uniformly good for all $H$ in Tables 5.1 and 5.2, this is no longer the case for large $\omega$. To illustrate this, we report iteration counts for the case $\omega = 10$ in Tables 5.3 and 5.4. Clearly in this case the coarse grid needs to be fine enough for a good preconditioner to result. Heuristic arguments indicating that the coarse mesh size $H$ should not be taken larger than $\pi/\omega$ exist in the literature [3]. Tables 5.3 and 5.4 indicate that taking $H = \pi/\omega$ may not be sufficient for lowest order elements.

Finally we investigate if we can replace the subdomain inversions by an alternate operation on subdomains and still get a good preconditioner as in elliptic problems.
Table 5.5. GMRES iteration counts with $B_h^x$ and $\omega = 1$. (An entry $n^+$ indicates that the convergence criterion was not met even after $n$ iterations.)

<table>
<thead>
<tr>
<th>$H$</th>
<th>1/2</th>
<th>1/4</th>
<th>1/8</th>
<th>1/16</th>
<th>1/32</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>23</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/8</td>
<td>52</td>
<td>131</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/16</td>
<td>73</td>
<td>212</td>
<td>645</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/32</td>
<td>101</td>
<td>119</td>
<td>766</td>
<td>1000</td>
<td>–</td>
</tr>
<tr>
<td>1/64</td>
<td>111</td>
<td>127</td>
<td>107</td>
<td>271</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 5.6. GMRES iteration counts with $B_m^x$ and $\omega = 1$.

<table>
<thead>
<tr>
<th>$H$</th>
<th>1/2</th>
<th>1/4</th>
<th>1/8</th>
<th>1/16</th>
<th>1/32</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>22</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/8</td>
<td>39</td>
<td>89</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/16</td>
<td>63</td>
<td>71</td>
<td>163</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1/32</td>
<td>86</td>
<td>97</td>
<td>69</td>
<td>92</td>
<td>–</td>
</tr>
<tr>
<td>1/64</td>
<td>92</td>
<td>106</td>
<td>94</td>
<td>62</td>
<td>169</td>
</tr>
</tbody>
</table>

Let $B_n^x$ be the matrix of the operator $B_n^x$ defined by

$$B_n^x(\ell) = \sum_{i=0}^N v_i,$$

where $v_0$ solves

$$A(v_0, w_0) = \ell(w_0) \quad \text{for all } w_0 \in Q^0,$$

while the $v_i$ for $i = 1, \ldots, N$ satisfy

$$A(v_i, w_i) = \ell(w_i) \quad \text{for all } w_i \in Q_i.$$

The results obtained using $B_n^x$ as preconditioner in GMRES are shown in Table 5.5 and these suggest that $B_n^x$ is not a good preconditioner (see also Remark 3.2). Similar results are obtained (see Table 5.6) for $B_m^x$ defined by multiplicatively combining the coarse and local solution operators of (5.1) and (5.2) as in the definition of $B_m$. 
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