ORTHOGONAL POLYANALYTIC POLYNOMIALS
AND NORMAL MATRICES

MARKO HUHTANEN

ABSTRACT. The Hermitian Lanczos method for Hermitian matrices has a well-known connection with a 3-term recurrence for polynomials orthogonal on a discrete subset of \( \mathbb{R} \). This connection disappears for normal matrices with the Arnoldi method. In this paper we consider an iterative method that is more faithful to the normality than the Arnoldi iteration. The approach is based on enlarging the set of polynomials to the set of polyanalytic polynomials. Denoting by \( d \) the number of elements computed so far, the arising scheme yields a recurrence of length bounded by \( \sqrt{8d} \) for polyanalytic polynomials orthogonal on a discrete subset of \( \mathbb{C} \). Like this slowly growing length of the recurrence, the method preserves, at least partially, the properties of the Hermitian Lanczos method. We employ the algorithm in least squares approximation and bivariate Lagrange interpolation.

1. Introduction

The set of normal matrices \( \mathcal{N} \subset \mathbb{C}^{n \times n} \), i.e., those \( N \in \mathbb{C}^{n \times n} \) that satisfy the algebraic condition

\[
NN^* - N^*N = 0,
\]

(1.1)
is a rich class of matrices particularly well suited to numerical computations. This is largely due to the fact that normal matrices are unitarily diagonalizable. However, many algorithms are aimed exclusively at Hermitian matrices, that is, for a subset of \( \mathcal{N} \). The most famous among them is probably the Hermitian Lanczos method yielding a unitary similarity transformation tridiagonalizing a given Hermitian matrix. At the same time there arises a connection with a 3-term recurrence for discrete orthogonal polynomials; see, e.g., [12].

If one does not consider the Toeplitz decomposition [17] [18], all the interesting properties of the Hermitian Lanczos method vanish for non-Hermitian normal matrices, as then the Arnoldi method [11] is the scheme yielding a unitary similarity. With this similarity transformation the tridiagonal structure cannot be preserved anymore, as the process yields (full) Hessenberg matrices in general. Simultaneously, the 3-term recurrence relation disappears for the resulting sequence of orthogonal polynomials as the length of the recurrence grows linearly with the iteration number.
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In this paper we construct an appropriate structure around the condensed form for normal matrices of Elsner and Ikramov [10] to partially preserve the properties of the Hermitian Lanczos method. We obtain an iterative scheme for normal matrices which can be used to generate orthogonal functions with better recurrence properties than does the Arnoldi method. The set of polynomials $\mathcal{P}$ is simply not a sufficiently large class of functions to this end. An appropriate enlargement of $\mathcal{P}$ is the set of polyanalytic polynomials. Denoting by $\mathcal{P}_k$ the set of polynomials of degree $k$ at most, polyanalytic polynomials are functions of the form

$$p(z) = \sum_{j=0}^{k} h_j(z)z^j,$$

with $h_j \in \mathcal{P}_{k-j}$ and $k \in \mathbb{N}_0 = \{0\} \cup \mathbb{N}$. If, for some $j$, we have $\deg(h_j) = k - j$ for $p$ in (1.2), then the degree of $p$ is defined to be $k$. We use the notation $\mathcal{PP}_k$ for polyanalytic polynomials of degree $k$ at most, and we set $\mathcal{PP} = \bigcup_{k \in \mathbb{N}_0} \mathcal{PP}_k$.

Because of the commutativity relation (1.1), $p(N)$ is well-defined for any $p \in \mathcal{PP}$ by identifying $z$ and $z^{-1}$ with $N$ and $N^*$ respectively.

Polyanalytic polynomials of the form $z^jz^l$ are called polyanalytic monomials. To get a method with properties resembling more the Hermitian Lanczos than the Arnoldi method, we set an order $>$ among them as follows. Let $z^{j_1}z^{l_1}$ and $z^{j_2}z^{l_2}$ be two polyanalytic monomials. If $j_1 + l_1 > j_2 + l_2$, then $z^{j_1}z^{l_1} > z^{j_2}z^{l_2}$. If $j_1 + l_1 = j_2 + l_2$ and $j_1 > j_2$, then $z^{j_1}z^{l_1} > z^{j_2}z^{l_2}$. Using this order, we define the minimal polyanalytic polynomial of $N \in \mathcal{N}$ to be the monic, i.e., its leading term is $z^j$, of the least possible degree annihilating $N$. A property of the minimal polyanalytic polynomial of $N$ is that its zero set contains the spectrum of $N$, thereby, a spectral exclusion set for $N$. Furthermore, by employing this order, an Arnoldi type of iterative method can be introduced for normal matrices.

Recall that in the Arnoldi method, for a matrix $A \in \mathbb{C}^{n \times n}$ and a vector $\hat{q}_0 \in \mathbb{C}^n$, a monic polynomial $P_k(z) = z^k - p(z)$ of degree $k$ is computed realizing

$$||A^k\hat{q}_0 - p(A)\hat{q}_0|| = \min_{p \in \mathcal{PP}_{k-1}} ||A^k\hat{q}_0 - \hat{p}(A)\hat{q}_0||$$

while, simultaneously, an orthonormal basis of $\mathbb{C}^n$ is generated. Now, for a normal $N \in \mathbb{C}^{n \times n}$ and for $j + l = k$, we set analogously

$$||N^jN^{*l}\hat{q}_0 - p(N)\hat{q}_0|| = \min_{\hat{p} < z^{j}z^{l}} ||N^jN^{*l}\hat{q}_0 - \hat{p}(N)\hat{q}_0||$$

by using the order introduced. The corresponding monic polyanalytic polynomial of interest equals $P_{j,l}(z) = z^{j}z^{l} - p(z)$, yielding a sequence $P_{j,l} \in \mathcal{PP}_k$, with $j + l = k$ for $k \in \mathbb{N}_0$.

The computation of the $P_{j,l}$’s can be carried out iteratively by generating an orthonormal basis of $\mathbb{C}^n$. This is achieved by multiplying an already computed vector with either $N$ or $N^*$ in a particular order. Then a new vector is obtained by orthogonalizing the vector obtained against the vectors computed so far. This yields a realization of the canonical form for $N$ of Elsner and Ikramov. Simultaneously, by identifying multiplications by $N$ and $N^*$ with $z$ and $z^{-1}$ respectively, the process gives rise to a sequence of orthogonal polyanalytic polynomials. The length of the recurrence to this end is not fixed three, nor does it grow linearly with the iteration number as is the case with the Hermitian Lanczos and the Arnoldi method respectively. Denoting by $d$ the number of the orthogonal polyanalytic polynomials computed so far, the length of the recurrence is bounded by $\sqrt{8d}$; see Theorem 4.8.
for the exact statement. Although a very modest growth, this is the worst case estimate. If the spectrum of $N$ is a subset of an algebraic curve of degree $k$, then the length of the recurrence reaches at most $2k$.

The case of the spectrum of $N$ being a subset of an algebraic curve of degree $k$, for a reasonably small $k$, is of particular interest on its own. Namely then, after at most $(k+1)(k+2)$ steps, zero is attained in the minimization problem (1.4) and the process has yielded the minimal polyanalytic polynomial of $N$. However, as opposed to the Arnoldi method, the described orthogonalization process is designed to continue beyond having zero in (1.4). This is realized in such a way that none of the generated orthogonal polyanalytic polynomials vanish on the eigenvalues of $N$. More precisely, the algorithm discards elements annihilating the spectrum giving rise, in this manner, to a subclass of $\mathcal{PP}$. To give an example, if $N$ is Hermitian, then the scheme reduces to the Hermitian Lanczos method yielding discrete orthogonal polynomials satisfying a 3-term recurrence relation. This property can be employed in a number of classical problems of numerical analysis. In this paper we consider least squares approximation and bivariate Lagrange interpolation. As opposed to univariate interpolation, it is well-known that bivariate interpolation is a far more complicated problem; see, e.g., [3, 4, 25] and references therein.

Start with $n$ interpolation nodes belonging to $\mathbb{R}^2$. By identifying them with the corresponding points of $\mathbb{C}$, form a diagonal matrix $N \in \mathcal{N}$ with the interpolation nodes on the diagonal. Then generate with $N$ a sequence of orthogonal polyanalytic polynomials as just described. Computing Fourier coefficients simultaneously yields least squares approximations in a straightforward manner to any set of values associated with the interpolation nodes. If $n$ is very large, then this may suffice before completing the iteration process. After $n$ steps the method yields an interpolant whose uniqueness in the generated subclass of polyanalytic polynomials is guaranteed by the fact that the algorithm does not generate nonzero elements of $\mathcal{PP}$ vanishing on the interpolation nodes. Like being of minimal degree, this subclass has all the relevant properties needed in bivariate Lagrange interpolation.

The paper is organized as follows. In Section 2 we introduce the minimal polyanalytic polynomial of a normal matrix. Based on a local version of this, in Section 3 we consider an Arnoldi type of minimization problem and the corresponding iterative scheme for normal matrices. This gives rise to a realization of the canonical form for normal matrices of Elsner and Ikramov. The realization is carried out in such a way that there arises a connection with a slowly growing recurrence for orthogonal polyanalytic polynomials. This is considered in Section 4, and in Section 5 we apply the algorithm to least squares approximation and bivariate interpolation.

2. THE MINIMAL POLYANALYTIC POLYNOMIAL OF A NORMAL MATRIX

As described in the introduction, the Hermitian Lanczos method cannot be executed with a general normal matrix $N$. Then a standard approach is to employ the Arnoldi method, which, being a general method, does not use the normality in any reasonable way. As a consequence, no short term recurrence relation for discrete orthogonal polynomials arises. A way to circumvent this problem is to consider an enlargement of the set of polynomials to have an appropriate structure that is more faithful to the normality. Namely, since $N$ commutes with its adjoint, the set of polynomials is not the largest class of functions that can be associated with $N$. Identifying multiplications by $N$ and $N^*$ with $z$ and $\overline{z}$ respectively renders the
usage of the polyanalytic polynomials \([1,2]\) equally natural. The set \(\mathcal{PP}\) is a subset of polyanalytic functions extensively studied in \([2]\) by Balk. Although \(\mathcal{P} \subset \mathcal{PP}\), these two classes of functions obviously have quite different properties.

In contrast to polynomials, equations involving polyanalytic polynomials can have none, a discrete set, or an infinite number of solutions.

**Example 2.1.** By the fundamental theorem of algebra, for any non-constant \(p \in \mathcal{P}\), the equation \(p(z) = 0\) has at least one solution and the number of solutions is less than or equal to \(\deg(p)\), the degree of \(p\). Consider the polyanalytic polynomial \(q(z) = z\overline{\sigma} + 1\). Obviously, the equation \(q(z) = 0\) has no solutions. On the other hand, if \(w(z) = z\overline{\sigma} - 1\), then the solution set of \(w(z) = 0\) is the unit circle, i.e., a continuum. Another example of a polyanalytic polynomial having a large zero-set is \(v(z) = z + \overline{\sigma}\), which annihilates the whole imaginary axis.

Among the polyanalytic monomials we use the order defined in the introduction. Then the leading term \(\text{LT}(p)\) of a polyanalytic polynomial \(p\) is defined in the natural way. Let us illustrate this with an example.

**Example 2.2.** For \(p(z) = z\overline{\sigma}^3 + z\overline{\sigma}^2 + (1 - i)z^2 - 3\overline{\sigma}\) the leading term is \(\text{LT}(p) = z\overline{\sigma}^2\).

With an order on \(\mathcal{PP}\) we define \(p \in \mathcal{PP}\) to be monic if \(\text{LT}(p) = z\overline{\sigma}^j\), that is, if the leading term of \(p\) is a polyanalytic monomial. For instance, \(p\) in Example 2.2 is a monic polyanalytic polynomial. Recall that the minimal polynomial of \((a\ not\ necessarily\ normal)\ A \in \mathbb{C}^{n \times n}\) is the monic polynomial of least degree annihilating \(A\). For normal matrices it is completely natural to define the following.

**Definition 2.3.** A minimal polyanalytic polynomial of \(N \in \mathcal{N}\) is a monic \(p \in \mathcal{PP}\) of least possible degree annihilating \(N\).

**Example 2.4.** Assume \(N \in \mathbb{C}^{n \times n}\) is unitary with at least 4 separate eigenvalues. Then a minimal polyanalytic polynomial of \(N\) is \(p(z) = z\overline{\sigma} - 1\). On the other hand, if \(N\) is Hermitian, then \(p(z) = z - \overline{\sigma}\) is a minimal polyanalytic polynomial of \(N\).

A minimal polyanalytic polynomial is unique as well as unitarily invariant.

**Proposition 2.5.** Every \(N \in \mathcal{N}\) possesses a unique minimal polyanalytic polynomial. Moreover, unitarily similar \(N_1, N_2 \in \mathcal{N}\) have the same minimal polyanalytic polynomial.

**Proof.** Let \(p(z) = z^j\overline{\sigma} + \text{lower terms}\) and \(q(z) = z^i\overline{\sigma} + \text{lower terms}\) be two minimal polyanalytic polynomials of \(N \in \mathcal{N}\). Then subtracting them yields either a zero polyanalytic polynomial or a smaller nonzero polyanalytic polynomial than \(p\) or \(q\). In the latter case this \(p - q\) would yield an annihilating polyanalytic polynomial of \(N\) as well, which contradicts the minimality of \(p\) and \(q\).

If \(N_1\) and \(N_2\) are unitarily similar, say \(N_1 = UN_2U^*\), then
\[
p_2(N_1) = UP_2(N_2)U^* = 0,
\]
where \(p_2\) is the minimal polyanalytic polynomial of \(N_2\). Thus the minimal polyanalytic polynomial of \(N_2\) is also the minimal polyanalytic polynomial of \(N_1\), and conversely.

An algorithm for finding the minimal polyanalytic polynomial of \(N\) will be presented in the following section.

We denote the minimal polyanalytic polynomial of a given \(N \in \mathcal{N}\) by \(p_{j,l}\), where \(\text{LT}(p_{j,l}) = z^j\overline{\sigma}^l\). The following is obvious.
**Proposition 2.6.** Let \( p_{j,l} \) be the minimal polyanalytic polynomial of \( N \in \mathcal{N} \). Then \( q_{j,l}(z) := p_{j,l}(\overline{z}) \) is the minimal polyanalytic polynomial of \( N^* \).

The degree of \( p_{j,l} \) can be bounded as follows, where we denote by \( \deg(A) \) the degree of the minimal polynomial of a square matrix \( A \).

**Theorem 2.7.** Let \( p_{j,l} \) be the minimal polyanalytic polynomial of \( N \in \mathcal{N} \). Then \( \deg(p_{j,l}) \leq \sqrt{2}\deg(N) \).

**Proof.** See the proof of Theorem 2.1 in Section 3.

By \( \sigma(A) \) we denote the spectrum of a square matrix \( A \). The zero set of the minimal polynomial of a matrix equals its spectrum, whereas with the minimal polyanalytic polynomial we only have an inclusion.

**Theorem 2.8.** Assume \( N \in \mathcal{N} \) and \( p \in \mathcal{P} \mathcal{P} \). Then \( \sigma(N) \subset \{ z \in \mathbb{C} : |p(z)| \leq ||p(N)|| \} \).

**Proof.** A simple way to see this is to recall that, since \( N \) is normal, \( N^* = q(N) \) for a polynomial \( q \). Therefore, inserting this into \( p(N) \equiv p(N, N^*) \) in place of \( N^* \), we have \( ||p(N, N^*)|| = \max_{\lambda \in \sigma(N)} |p(\lambda, q(\lambda))| \), which yields the claim.

See also [21 Section 2.10] for this concept when \( p \) is polynomial.

Since for normal matrices the norm equals the spectral radius, we have the following.

**Corollary 2.9.** Assume \( N \in \mathcal{N} \) and \( p \in \mathcal{P} \mathcal{P} \). Then the boundary of \( \{ z \in \mathbb{C} : |p(z)| \leq ||p(N)|| \} \) contains an eigenvalue of \( N \).

**Corollary 2.10.** Assume \( p_{j,l} \) is the minimal polyanalytic polynomial of \( N \in \mathcal{N} \). Then the eigenvalues of \( N \) are contained in the zero-set of \( p_{j,l} \).

Consequently, consider those \( N \in \mathcal{N} \) whose eigenvalues lie on a given algebraic curve. Then the polyanalytic polynomial corresponding to the algebraic curve annihilates \( N \) regardless of the number of the distinct eigenvalues of \( N \). In contrast, the degree of the minimal polynomial of a normal matrix \( N \) is always the cardinality of \( \sigma(N) \).

**Example 2.11.** Assume the spectrum of a normal matrix \( N \) is contained in the parabola \( y = x^2 \), i.e., in the zero set of \( p(z) = \frac{1}{2i}(z - \overline{z}) - \frac{1}{4}(z^2 + 2z\overline{z} + \overline{z}^2) \). Thus the minimal polyanalytic polynomial of \( N \) is \( p_{2,0}(z) = z^2 + 2z\overline{z} + \overline{z}^2 + 2iz - 2\overline{z} \) as long as \( \sigma(N) \) has at least 5 separate points.

**Example 2.12.** Assume the spectrum of a normal matrix \( N \) is contained in the set defined by the limacon \( r = 1 - \cos(\theta) \). Then

\[
p_{2,2}(z) = z^2 - z^2 - z^2 - z^2 + \frac{1}{4}z^2 - \frac{1}{2}z\overline{z} - \frac{1}{4}\overline{z}^2
\]

is the minimal polyanalytic polynomial of \( N \) (as long as \( \sigma(N) \) has sufficiently many points).

Thus, finding the minimal polyanalytic polynomial of \( N \in \mathcal{N} \) yields a spectral exclusion set after solving for the zero set. Recall that, in Bauer’s terminology, an exclusion set for the eigenvalues of \( N \) contains no eigenvalues, hence, its complement contains all the eigenvalues of \( N \); see, e.g., [16 Chapter 19]. As we have seen in Examples 2.11 and 2.12 this can be a continuum, so that the difference can be
Theorem 2.14. Let \( N \in \mathbb{C}^{3 \times 3} \). The minimal polyanalytic polynomial of \( N \) is \( p_{0,2}(z) = \mathcal{T}^2 - (\frac{1}{2} + \frac{i}{2})z + (\frac{1}{2} + \frac{1}{2}i)\mathcal{T} = x^2 - y^2 - x + y - 2xyi \). Its real part can be factored as \((x - y)(x + y - 1)\), for which the zero set is the union of the lines \( y = x \) and \( y = -x + 1 \). The zero set of the imaginary part is clearly the union of the real and imaginary axes. Intersecting these yields the set \( \{0, 1, i\} \), which equals \( \sigma(N) \). Thus, exact information was obtained by considering second degree bivariate polynomials. The degree of the minimal polynomial of \( N \) is 3.

Denote by \( \Gamma(N) \) the zero set of the minimal polyanalytic polynomial of \( N \in \mathcal{N} \). First, \( \Gamma(N) \) cannot have interior points in \( \mathbb{C} \). Although the length of \( \Gamma(N) \) may be infinite, a relevant portion of it can be bounded as follows.

**Theorem 2.14.** Let \( N \in \mathcal{N} \) and assume a disk \( D \) of radius \( R \) contains \( \sigma(N) \). Let \( p_{j,l} = 3(p_{j,l}) + i3(p_{j,l}) \) be the minimal polyanalytic polynomial of \( N \), and let \( d \) be the smallest strictly positive value of \( \deg(3(p_{j,l})) \) and \( \deg(\mathfrak{R}(p_{j,l})) \). Then the length of \( \Gamma(N) \cap D \) is at most \( 2\pi R d \).

**Proof.** This is a consequence of Poincaré's formula \([21]\), proved in \([5]\) by Borwein, which we apply to the case \( \Gamma(N) \cap D \). Since the degree of an algebraic curve annihilating \( \sigma(N) \) is \( d \), the claim follows.

Note the significance of the square root in Theorem 2.14, giving \( d \leq \sqrt{2n} \), which is a very modest growth (as a function of the dimension \( n \)) for the length of \( \Gamma(N) \cap D \).

3. An Arnoldi Type of Minimization Problem for Normal Matrices

The classical Arnoldi method for eigenvalue approximation starts from the construction of a Krylov subspace and the corresponding orthonormal basis with (a not necessarily normal) \( A \in \mathbb{C}^{n \times n} \) and a vector \( \hat{q}_0 \in \mathbb{C}^n \). Then a monic polynomial \( P_k \) of degree \( k \) is computed with the property that \( \| P_k(A)\hat{q}_0 \| \) is minimized over all monic polynomials of degree \( k \), that is,

\[
\| A^k \hat{q}_0 - p(A)\hat{q}_0 \| = \min_{\hat{p} \in P_{k-1}} \| A^k \hat{q}_0 - \hat{p}(A)\hat{q}_0 \|.
\]

Sometimes \( P_k(z) = z^k - p(z) \) is called the Arnoldi polynomial of degree \( k \) of \( A \) at \( \hat{q}_0 \). The underlying idea of the Arnoldi method is that \( P_k \) yields, in a sense, an approximation to the minimal polynomial of \( A \). Since the zero set of the minimal polynomial equals the spectrum of \( A \), the zero set of this approximation is used in eigenvalue approximation. For more information concerning the computational aspects of the Arnoldi method for eigenvalue problems, see, e.g., \([29]\).

An order among the polyanalytic monomials is needed for defining an Arnoldi type of iterative method for normal matrices such that the normality is genuinely employed. This is achieved by considering a minimization problem analogous to (3.1) as follows. For a normal \( N \) and for \( j + l = k \) compute

\[
\| N^j N^{*l} \hat{q}_0 - p(N)\hat{q}_0 \| = \min_{\hat{p} \in \mathfrak{p}} \| N^j N^{*l} \hat{q}_0 - \hat{p}(N)\hat{q}_0 \|,
\]

Sometimes\( P_k(z) = z^k - p(z) \) is called the Arnoldi polynomial of degree \( k \) of \( A \) at \( \hat{q}_0 \). The underlying idea of the Arnoldi method is that \( P_k \) yields, in a sense, an approximation to the minimal polynomial of \( A \). Since the zero set of the minimal polynomial equals the spectrum of \( A \), the zero set of this approximation is used in eigenvalue approximation. For more information concerning the computational aspects of the Arnoldi method for eigenvalue problems, see, e.g., \([29]\).

An order among the polyanalytic monomials is needed for defining an Arnoldi type of iterative method for normal matrices such that the normality is genuinely employed. This is achieved by considering a minimization problem analogous to (3.1) as follows. For a normal \( N \) and for \( j + l = k \) compute

\[
\| N^j N^{*l} \hat{q}_0 - p(N)\hat{q}_0 \| = \min_{\hat{p} \in \mathfrak{p}} \| N^j N^{*l} \hat{q}_0 - \hat{p}(N)\hat{q}_0 \|,
\]
for a vector \( \hat{q}_0 \in \mathbb{C}^n \). Here \( \hat{p} < z^j z^l \) means that the leading term of \( \hat{p} \) is strictly less than \( z^j z^l \). The resulting monic polyanalytic polynomial equals \( P_{j,l}(z) = z^j z^l - \hat{p}(z) \), whose zero set can be taken to approximate the spectrum of \( N \) by the same reasoning as \( P_k \) can be taken in \( (3.1) \).

Since \( N \) is normal, \( \|Nx\| = \|N^*x\| \) holds for all \( x \in \mathbb{C}^n \). Consequently, the chosen order does not have any effect on the behavior of the minima \( (3.2) \). More precisely, we could have defined \( z^j z^l < z^j z^l \) instead, when \( j_1 + l_1 = j_2 + l_2 \) and \( j_1 > j_2 \). The numbers \( (3.2) \) would still be the same.

Let us now demonstrate how to compute \( (3.2) \) as well as the \( P_{j,l} \)'s in practice. To this end the multiplications by \( N \) and \( N^* \) need to be ordered appropriately to take all the vectors of the form \( N^j N^s \hat{q}_0 \), for \( j,l \in \mathbb{N}_0 \), into account. Also, the corresponding orthogonalization process must be realized in a numerically stable way while, simultaneously, keeping track of the resulting polyanalytic polynomials. For that purpose, with a \( \hat{q}_0 \in \mathbb{C}^n \) of unit length, form a table

\[
\begin{array}{cccccccccccc}
I & N^* & N & N^* & N & N & N^* & N & N & N^* & N & \cdots \\
\hat{q}_0 & \hat{q}_0 & \hat{q}_0 & \hat{q}_1 & \hat{q}_1 & \hat{q}_2 & \hat{q}_2 & \hat{q}_3 & \hat{q}_3 & \hat{q}_4 & \hat{q}_4 & \cdots \\
\hat{q}_0 & \hat{q}_1 & \hat{q}_2 & \hat{q}_3 & \hat{q}_4 & \hat{q}_5 & \hat{q}_6 & \hat{q}_7 & \hat{q}_8 & \hat{q}_9 & \hat{q}_{10} & \hat{q}_{11} & \hat{q}_{12} & \hat{q}_{13} & \hat{q}_{14} & \cdots \\
\end{array}
\]

which is read from left to right. The first row indicates the multiplying matrix. The second row indicates the numbering of the vector which is multiplied by the matrix in the first row above. And the third row indicates, after orthogonalizing against all the previous vectors in the third row and scaling by its length, the numbering of the resulting new vector. The purpose of the over-braces is to make the proposed rule more clear, as there are several ways to arrange the orthogonalizations. For \( k \geq 1 \) each “cycle” indicated by the over-braces consists of \( k + 1 \) vectors. The rule is such that, to obtain the \( k \)th cycle, the first vector produced in the \( (k - 1) \)th cycle is multiplied once by \( N^* \). Then all the vectors of the \( (k - 1) \)th cycle are multiplied once by \( N \) starting from the first vector. Consequently, after \( k \) cycles have been completed there are \( \frac{(k+1)(k+2)}{2} \) vectors in all.

With the ordering \( (3.3) \) all the powers \( N^j N^s \hat{q}_0 \) get covered in a numerically stable way, and we have obtained an Arnoldi type of iterative method for normal matrices. We stress that we have not ruled out the possibility of having zero vectors among \( \hat{q}_s \)'s. For instance, if \( N \) is Hermitian, then many of these vectors equal zero. In this manner we can readily keep track of the generated polyanalytic polynomials. Obviously, if each cycle produces \( k + 1 \) new linearly independent vectors, then the number of cycles is bounded according to \( \frac{(k+1)(k+2)}{2} \leq n \).

A pseudo-code for the process \( (3.3) \) for computing the orthogonalizations as well as all the relevant quantities is below. This particular implementation is from \cite{19}.

**Algorithm 1.**

Assume \( N \in \mathcal{N} \), and \( \hat{q}_0 \in \mathbb{C}^n \), is of unit length.

```plaintext`
for k = 1 : K
    Define \( k_0 \equiv (k - 2)(k - 1)/2 \), \( k_1 \equiv (k - 1)k/2 \), \( k_2 \equiv k(k + 1)/2 \)
    \( q_{k_2} = N^* \hat{q}_{k_1} \)
    for s = k_0 : k_2 - 1
        \( \alpha_{k_1} = (q_{k_2}, \hat{q}_s) \), \quad q_{k_2} = q_{k_2} - \alpha_{k_1} \hat{q}_s \\
    end
    \( \alpha_{k_1} = \|q_{k_2}\| \\
```
Theorem 3.1. Assume $N \in \mathbb{N}$ and $\hat{q}_0 \in \mathbb{C}^n$, and define $l(k, s) = \frac{k(k+1)}{2} + s$. Then the process (3.3) yields $\hat{q}_{l(k,s)} = p_{s,k-s}(N)\hat{q}_0$ with $LT(p_{s,k-s}) = c_{l(k,s)}z^{k-s}$ and $c_{l(k,s)} \in \mathbb{C}$ for $k \in \mathbb{N}$ and $0 \leq s \leq k$.

Proof. We identify multiplications by $N$ and $N^*$ with $z$ and $\overline{z}$ respectively. Then, by using the ordering of the table (3.3), the recurrence can be written as

\begin{equation}
\alpha_1^0 p_{0,0} = 1
\end{equation}

\begin{equation}
\beta_2^0 p_{1,0} = zp_{0,0} - (zp_{0,0}, p_{0,0})p_{0,0},
\end{equation}

\begin{equation}
\beta_2^1 p_{0,1} = zp_{0,0} - (zp_{0,0}, p_{0,1})p_{0,1} - (zp_{0,0}, p_{0,0})p_{0,1},
\end{equation}

\begin{equation}
\alpha_4^0 p_{0,2} = \overline{z}p_{0,0} - (zp_{0,0}, p_{0,2})p_{0,0},
\end{equation}

\begin{equation}
\beta_4^1 p_{1,0} = zp_{0,1} - (zp_{0,1}, p_{1,0})p_{0,1} - (zp_{0,1}, p_{0,0})p_{0,0},
\end{equation}

\begin{equation}
\beta_4^2 p_{2,0} = zp_{1,0} - (zp_{1,0}, p_{1,1})p_{1,0} - (zp_{1,0}, p_{0,2})p_{0,2} - (zp_{1,0}, p_{1,0})p_{1,0} - (zp_{1,0}, p_{0,1})p_{0,1} - (zp_{1,0}, p_{0,0})p_{0,0},
\end{equation}

etc., where the constants $\alpha_j^q, \beta_j^q \in \mathbb{R}$ equal the norms of the right-hand sides (the choice of the indices will become clear later in this section). Here we have used the notation

\begin{equation}
(p, q) := (p(N)\hat{q}_0, q(N)\hat{q}_0)
\end{equation}
for the inner product involving polyanalytic polynomials $p$ and $q$ in $N$ applied to $\hat{q}_0$. Now, assume the claim is true in the $(k-1)^{th}$ cycle. Then, by induction, we obtain for the leading term
\[
\text{LT}(\alpha_{k(k+1)}^{(k-1)} p_0) = \text{LT}(\hat{z}p_0 + \text{lower terms}) = c_k(z^{k+1})\hat{z}^k
\]
with $c_k(z^{k+1}) \in \mathbb{C}$ as long as $\alpha_{k(k+1)}^{(k-1)} \neq 0$. If $\alpha_{k(k+1)}^{(k-1)} = 0$, we make the convention that $c_k(z^{k+1}) = 0$. Similarly for $s = 1, \ldots, k$ we have
\[
\text{LT}(\beta_s^{k(k+1)} p_s, k-s) = \text{LT}(z p_s + \text{lower terms}) = c_k(z^{k+1}) z^s \hat{z}^{k-s}
\]
with $c_k(z^{k+1}) \in \mathbb{C}$ as long as $\beta_s^{k(k+1)} \neq 0$. If $\beta_s^{k(k+1)} = 0$, we make the convention that $c_k(z^{k+1}) = 0$.

This also proves Theorem 2.7. Namely, assume $\hat{q}_0$ is supported by every spectral subspace of $N$. Then the first coefficient $c_j$ that equals zero implies that the minimal polyanalytic polynomial of $N$ has been found. As long as all the $c_j$’s are nonzero, the vectors $\hat{q}_j$ produced so far are orthonormal. For $1, \ldots, n$ denote by
\[
K_k(N; \hat{q}_0) = \text{span}\{\hat{q}_0, N\hat{q}_0, \ldots, N^{k-1}\hat{q}_0\}
\]
the Krylov subspaces of $N$ at $\hat{q}_0$. As $N$ is normal, the dimension of $K_k(n; \hat{q}_0)$ equals $\deg(N)$. Since each $\hat{q}_j \in K_k(N; \hat{q}_0)$, there can be at most $\deg(N)$ linearly independent vectors $\hat{q}_j$. Therefore, after finishing the $k^{th}$ cycle for which $(k+1)(k+2) > 2\deg(N)$, a linearly independent vector must have occurred in the orthogonalization process (3.3). To this there corresponds an annihilating polyanalytic polynomial and, in particular, $k \leq \sqrt{2\deg(N)}$. 

Note that we allow $c_k(z^{k+1}/2+s) = 0$. Obviously, for $c_k(z^{k+1}/2+s) \neq 0$, the polyanalytic polynomial $P_s, k-s(z) = \frac{1}{c_k(z^{k+1}/2+s)} p_s, k-s(z)$ realizes (3.2).

If there exists an algebraic curve of degree $k$, with $\frac{(k+1)(k+2)}{2} < \deg(N)$, containing the spectrum of $N$, then this can be detected with Algorithm 1 as follows. By a generic $\hat{q}_0 \in \mathbb{C}^n$ for $N \in \mathcal{N}$ we mean a vector that is supported by every spectral subspace of $N$.

**Corollary 3.2.** Let $\hat{q}_0 \in \mathbb{C}^n$ be generic for $N \in \mathcal{N}$ with the minimal polyanalytic polynomial $p_{j,l}$. Then, for $k \geq j + l$, we have $\frac{c_k(z^{k+1})}{c_k(z^{k+1}/2+s)} = 0$ for $j \leq s \leq k-l$.

**Example 3.3.** Assume $N$ is unitary with the spectrum having sufficiently many separate points. Then the minimal polyanalytic polynomial of $N$ is $p_{1,1}(z) = z^2 - 1$.

Now, corresponding to $k = j + l = 2$, we have $\frac{(2+1)(2+2)}{2} = 4$ with $s = 1$. Thus, $\hat{q}_4 = 0$ is the first zero vector of the process (3.3). Then for $k = 3$ we have $\hat{q}_7 = \hat{q}_8 = 0$ corresponding to $\frac{c_k(z^{k+1})}{c_k(z^{k+1}/2+s)} = 0$ with $1 \leq s \leq 3 - 1$.

**Remark 1.** If the spectrum of $N \in \mathcal{N}$ belongs to an algebraic curve of low degree, then this curve is found after a very moderate number of steps with Algorithm 1. Since this yields a spectral exclusion set, the information is exact. With the Arnoldi method, accurate spectral information is never achieved before the step number equals the cardinality of $\sigma(N)$ (unless the starting vector is exceptional).

There is a convenient way of visualizing what happens in Corollary 3.2 when a $p \in \mathcal{P}_n \setminus \{0\}$ of low degree vanishes on $\sigma(N)$ causing a portion of the vectors $\hat{q}_j$ to
equal zero. To this end the two-dimensional table

\[
\begin{array}{cccccc}
1 & \bar{\tau} & \tau^2 & \tau^3 & \ldots \\
\tau & \bar{\tau} & \tau^2 & \tau^3 & \ldots \\
\tau^2 & \bar{\tau}^{2} & \tau^{2} & \tau^{3} & \ldots \\
\tau^3 & \bar{\tau}^{2} & \tau^{2} & \tau^{3} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\end{array}
\tag{3.12}
\]

of the polyanalytic monomials is useful, where monomials of the same degree lie on the same anti-diagonal. According to Theorem 3.1, the ordering (3.3) of the orthogonalizations means that, at each step, the leading terms corresponding to the polyanalytic polynomials yielding \(\hat{q}_j\)'s are obtained by moving downwards on the corresponding anti-diagonal.

**Example 3.4.** This is Example 3.3 continued. We already noticed in Example 3.3 that the vector \(\hat{q}_4\) will be linearly dependent on the previous vectors \(\hat{q}_0, \ldots, \hat{q}_3\) when Algorithm 1 is executed. By multiplying both sides of the equation \(p_{1,1}(z) = 0\) by \(z\) and \(\bar{\tau}\) we obtain two equations

\[
z^2\bar{\tau} - z = 0 \quad \text{and} \quad z\bar{\tau}^2 - \bar{\tau} = 0,
\tag{3.13}
\]

respectively. This means that in the 3\textsuperscript{rd} cycle \(\hat{q}_7\) and \(\hat{q}_8\) will be linearly dependent on the basis vectors computed so far, and Algorithm 1 yields zero vectors at the corresponding steps. To illustrate how this extends, we form a table

\[
\begin{array}{cccccc}
1 & \bar{\tau} & \tau^2 & \tau^3 & \ldots \\
\tau & \bar{\tau} & \tau^2 & \tau^3 & \ldots \\
\tau^2 & \bar{\tau}^{2} & \tau^{2} & \tau^{3} & \ldots \\
\tau^3 & \bar{\tau}^{2} & \tau^{2} & \tau^{3} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\end{array}
\tag{3.14}
\]

by underlining the monomials that can be expressed in terms of lower degree polyanalytic polynomials on \(\sigma(N)\). The leading terms of the non-vanishing polyanalytic polynomials are not underlined. In particular, the number of new nonzero vectors in every cycle remains constant whereas the number of zero vectors increases linearly.

A straightforward application of the proof of Theorem 3.1 yields the following.

**Corollary 3.5.** Let \(N \in \mathcal{N}\) and \(\hat{q}_0 \in \mathbb{C}^n\). Then \(\text{span}\{\hat{q}_0, \ldots, \hat{q}_{n+1/(k+2)}\} = \text{span}_{p \in \mathcal{PP}_k} \{p(N)\hat{q}_0\}\).

**Proof.** For \(1 \leq t \leq k\) we have \(\hat{q}_{n+1/(k+1)} = p_{n,t-s}(N)\hat{q}_0\), with \(p_{n,t-s}\) having the leading term \(\text{LT}(p_{n,t-s}) = c_{n+1/(k+1)}z^s\bar{\tau}^{t-s}\) for \(0 \leq s \leq t\). This covers all the polyanalytic monomials of degree less than or equal to \(k\). Now, \(c_{n+1/(k+1)} = 0\) if and only if \(\hat{q}_{n+1/(k+1)} = p(N)\hat{q}_0\) with a \(p \in \mathcal{PP}\) having a lower order leading term than \(p_{n,t-s}\). \(\square\)

**Corollary 3.6.** Let \(\hat{q}_0 \in \mathbb{C}^n\) be generic for \(N \in \mathcal{N}\), and assume no element of \(\mathcal{PP}_k\setminus\{0\}\) vanishes on \(\sigma(N)\). Then \(\hat{q}_0, \ldots, \hat{q}_{n+1/(k+2)}\) are linearly independent.

Krylov subspaces were defined in (3.11).

**Proposition 3.7.** Assume \(N \in \mathcal{N}\) and \(\hat{q}_0 \in \mathbb{C}^n\). Then the number of nonzero vectors generated by the process (3.3) equals \(\dim(K_n(N; \hat{q}_0))\).
Let orthogonalizations according to (3.3) be made against \( \mathbb{N} \). It is an overestimate, and the precise statement resulting from the ordering of the vectors \( \hat{q}_s \) by either \( N^* \) or \( N \). However, the inner products (3.16) are zero for \( \hat{q}_j \in \operatorname{span} p \in \mathbb{P}_{n-1} \{ p(N) \hat{q}_0 \} \). The property that the new iterates spanning the \( k \)-th cycle are orthogonal against the previous span, modulo a small portion of vectors, has been employed by Elsner and Ikramov [10] to compute condensed forms for normal matrices. All in all, (3.15) means that, to finish the \( k \)-th cycle, explicit orthogonalization is made against \( (k-1) + k = 3k \) vectors at most, which therefore equals the number of vectors that needs to be stored. This is an overestimate, and the precise statement resulting from the ordering of the orthogonalizations according to (3.3) is as follows.

**Theorem 3.8.** Let \( \hat{q}_0 \in \mathbb{C}^n \) be generic for \( N \in \mathbb{N} \) and assume no element of \( \mathbb{P}_k \{0\} \) vanishes on \( \sigma(N) \). Then, to finish the \( k \)-th cycle, the length of the recurrence for computing \( \hat{q}_{k}(k+1)+s \) is \( 2k \), for \( s = 0, \ldots, k \).

**Proof.** Clearly \( K_n(N; \hat{q}_0) \subset \operatorname{span} p \in \mathbb{P}_{n-1} \{ p(N) \hat{q}_0 \} \). On the other hand, since \( N \) is normal, we have \( N^* = p(N) \) for a polynomial \( p \), so that \( \operatorname{span} p \in \mathbb{P}_{n-1} \{ p(N) \hat{q}_0 \} \subset K_n(N; \hat{q}_0) \).

By Corollary 3.3, the vectors \( \hat{q}_j \) have the property that, after \( k - 1 \) cycles, (3.15) holds.

Then the \( k \)-th cycle is obtained by multiplying, for \( \frac{(k-1)k}{2} \leq s \leq \frac{k(k+1)}{2} - 1 \), the vectors \( \hat{q}_s \) by either \( N^* \) or \( N \). However, the inner products (3.16) are zero for \( \hat{q}_j \in \operatorname{span} p \in \mathbb{P}_{n-1} \{ p(N) \hat{q}_0 \} \). The property that the new iterates spanning the \( k \)-th cycle are orthogonal against the previous span, modulo a small portion of vectors, has been employed by Elsner and Ikramov [10] to compute condensed forms for normal matrices. All in all, (3.15) means that, to finish the \( k \)-th cycle, explicit orthogonalization is made against \( (k-1) + k = 3k \) vectors at most, which therefore equals the number of vectors that needs to be stored. This is an overestimate, and the precise statement resulting from the ordering of the orthogonalizations according to (3.3) is as follows.

**Theorem 3.8.** Let \( \hat{q}_0 \in \mathbb{C}^n \) be generic for \( N \in \mathbb{N} \) and assume no element of \( \mathbb{P}_k \{0\} \) vanishes on \( \sigma(N) \). Then, to finish the \( k \)-th cycle, the length of the recurrence for computing \( \hat{q}_{k}(k+1)+s \) is \( 2k \), for \( s = 0, \ldots, k \).

**Proof.** In the beginning of the \( k \)-th cycle there are \( (k-1) + k = 2k - 1 \) stored vectors. Then, to generate \( \hat{q}_{k(k+1)+2} \), orthogonalize \( N\hat{q}_{k(k+1)+1} \) against the vectors generated at the \( (k-2) \)-th and \( (k-1) \)-th cycle as well as against \( \hat{q}_{k(k+1)+1} \) and \( \hat{q}_{k(k+1)+1} \), i.e., in all against \( 2k + 1 \) vectors. However, the first vector of the \( (k-2) \)-th cycle is already orthogonal against \( N\hat{q}_{k(k-1)+1} \), since (3.17) holds.

and \( N^*\hat{q}_{(k-2)(k+1)} \) is a linear combination of the vectors \( \hat{q}_j \), with \( 0 \leq j \leq \frac{(k-1)k}{2} \). Thus, orthogonalization needs to be made only against \( 2k \) vectors. Similarly, to compute \( \hat{q}_{k(k+1)+3} \) the first and second vectors of the \( (k-2) \)-th cycle are already orthogonal against \( N\hat{q}_{k(k-1)+2} \), since (3.18) holds.

and (3.19) holds. Now (3.17) is zero by the same argument as (3.18) was, and (3.19) is zero by the following arguments. By Theorem 3.1, the leading term of \( \hat{q}_{(k-2)(k+1)+1} \) is \( \zeta^2(k-2) \) multiplied by a constant. Therefore the leading term of \( N^*\hat{q}_{(k-2)(k+1)+1} \) is \( \zeta^2(k-1) \) multiplied by a constant. Consequently, \( N^*\hat{q}_{(k-2)(k+1)+1} \) is a linear combination of the vectors \( \hat{q}_j \), with \( 0 \leq j \leq \frac{(k-1)k}{2} + 1 \), and thus (3.18) is zero. This reasoning extends throughout the \( k \)-th cycle in the sense that when \( \hat{q}_{k(k+1)+s} \) is computed with
Table 1. The dimension $d$ of the subspace versus $\sqrt{8d}$, a bound to the number of the stored vectors.

<table>
<thead>
<tr>
<th>The dimension of the subspace $= d$</th>
<th>The number of the stored vectors $\leq \sqrt{8d}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>16</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
</tr>
<tr>
<td>100</td>
<td>29</td>
</tr>
<tr>
<td>200</td>
<td>40</td>
</tr>
<tr>
<td>1000</td>
<td>90</td>
</tr>
<tr>
<td>10000</td>
<td>283</td>
</tr>
<tr>
<td>100000</td>
<td>895</td>
</tr>
</tbody>
</table>

$2 \leq s \leq k$, then orthogonalizations against $\hat{q}_j$ with $0 \leq j \leq \frac{(k-2)(k-1)}{2} + s - 2$ are redundant.

Remark 2. To generate $\hat{q}_j$ in the $k^{th}$ cycle, we thus need to orthogonalize only against $2^k$ vectors computed most recently. Note that Algorithm 1 is implemented by using this property. Denoting by $d = \frac{(k+2)(k+1)}{2}$ the number of vectors at the end of the $k^{th}$ cycle, this means that the number of the stored vectors $2^k + 1$ is bounded by $\sqrt{8d}$. This is a very modest growth, as shown in Table 1.

Remark 3. If the minimal polyanalytic polynomial of $N \in \mathcal{N}$ is of degree $k$, then zero vectors will occur among $\hat{q}_j$'s according to Corollary 3.2. As their number increases in every cycle, these zero vectors should not be saved in practice. As a result, the need for storage and the length of the recurrence do not increase, but remain fixed at $2^k$ from there on.

With the ordering (3.3) of the orthogonalization process the canonical form $\tilde{Q}^*N\tilde{Q}$ of Elsner and Ikramov has the nonzero structure

$$
\begin{bmatrix}
\beta_0^0 & \beta_0^1 & \beta_1^0 & \beta_1^1 & \beta_2^0 & \beta_2^1 & \beta_3^0 & \beta_3^1 & \beta_4^0 & \beta_4^1 & \beta_5^0 & \beta_5^1 & \beta_6^0 & \beta_6^1 & \beta_7^0 & \beta_7^1 & \beta_8^0 & \beta_8^1 & \beta_9^0 & \beta_9^1 & \beta_{10}^0 & \beta_{10}^1 & \beta_{11}^0 & \beta_{11}^1 \\
\beta_0^2 & \beta_1^2 & \beta_2^2 & \beta_3^2 & \beta_4^2 & \beta_5^2 & \beta_6^2 & \beta_7^2 & \beta_8^2 & \beta_9^2 & \beta_{10}^2 & \beta_{11}^2 & \beta_{12}^2 & \beta_{13}^2 & \beta_{14}^2 & \beta_{15}^2 & \beta_{16}^2 & \beta_{17}^2 & \beta_{18}^2 & \beta_{19}^2 & \beta_{20}^2 & \beta_{21}^2 & \beta_{22}^2 \\
\beta_0^3 & \beta_1^3 & \beta_2^3 & \beta_3^3 & \beta_4^3 & \beta_5^3 & \beta_6^3 & \beta_7^3 & \beta_8^3 & \beta_9^3 & \beta_{10}^3 & \beta_{11}^3 & \beta_{12}^3 & \beta_{13}^3 & \beta_{14}^3 & \beta_{15}^3 & \beta_{16}^3 & \beta_{17}^3 & \beta_{18}^3 & \beta_{19}^3 & \beta_{20}^3 & \beta_{21}^3 & \beta_{22}^3 & \beta_{23}^3 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{bmatrix}
$$

(3.20)

under the assumptions that the starting vector is generic and no $p \in \mathcal{PP}_k \setminus \{0\}$ vanishes on $\sigma(N)$ having cardinality $n$. This is the table (3.3) written in matrix form for the action of $N$. The first column results from the first cycle, i.e., how $N$ maps $\hat{q}_0$. Then the second and third columns result from the second cycle, i.e., how $N$ maps $\hat{q}_1$ and $\hat{q}_2$. Then the 4th, 5th and 6th columns result from the third cycle,
i.e., how $N$ maps $\hat{q}_3$, $\hat{q}_4$, and $\hat{q}_5$; and so on. Note that the $k^{th}$ cycle gives rise to $k$ new columns in (3.20). For clarity, the diagonal has been bold faced.

A portion of the computed inner products with Algorithm 1 are actually redundant. Namely, since we also compute at the beginning of each cycle how $N^*$ maps the first vector of the preceding cycle, we could employ this information to recover the corresponding row in the canonical form (3.20). For the sake of clarity we do not consider a minimum complexity version of Algorithm 1.

We illustrate with an example how the minima (3.2) are realized while computing the canonical form of Elsner and Ikramov with Algorithm 1.

**Example 3.9.** Assume we have

$$N = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & i & 0 \\ 0 & 0 & 0 & -i \end{bmatrix} \quad \text{and} \quad \hat{q}_0 = \frac{1}{2} \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix}.$$  

Then a simple computation yields

$$\hat{q}_1 = \frac{1}{2} \begin{bmatrix} 1 \\ -1 \\ -i \\ i \end{bmatrix}, \quad \hat{q}_2 = \frac{1}{2} \begin{bmatrix} 1 \\ -1 \\ i \\ -i \end{bmatrix} \quad \text{and} \quad \hat{q}_3 = \frac{1}{2} \begin{bmatrix} 1 \\ 1 \\ -1 \\ -1 \end{bmatrix}$$  

with $\alpha_0^0 = \alpha_1^0 = \alpha_2^0 = 0$ and $\alpha_0^1 = \alpha_1^1 = 1$, and

$$\hat{Q}^*N\hat{Q} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}.$$  

Thus, the polyanalytic polynomials realizing (3.22) are $P_{0,0}(z) = 1$, $P_{0,1}(z) = z$, $P_{1,0}(z) = z$, $P_{0,2}(z) = z^2$ and $P_{1,1}(z) = z^2 - 1$. Obviously $P_{1,1}$ is also the minimal polyanalytic polynomial of $N$.

4. **Discrete orthogonal polyanalytic polynomials**

Generating polynomials orthogonal with respect to a measure on a subset of $\mathbb{R}$ is a classical problem; see, e.g., [11, 12, 9, 22]. See also [7] for analytic polynomials orthogonal with respect to a measure on a discrete subset of $\mathbb{C}$. For orthogonality on an algebraic curve, see [6] and references therein. For polynomials of two variables orthogonal with respect to a measure on a plane region, see [28, 27, 26] and references therein.

The process described in the previous section yields orthogonal polyanalytic polynomials on discrete subsets of $\mathbb{C}$ with respect to the following measure. Let $N = U\Lambda U^*$ be a diagonalization of a normal $N \in \mathbb{C}^{n \times n}$ by a unitary matrix $U$. Denote by $q_1, \ldots, q_n$ the columns of $U$ and by $\lambda_1, \ldots, \lambda_n$ the corresponding eigenvalues. Without loss of generality, assume that the eigenvalues of $N$ are distinct. For a given vector $\hat{q}_0 \in \mathbb{C}^n$ of unit length we define an inner product on $PP^*$ via

$$\langle p, q \rangle = \langle p(N)\hat{q}_0, q(N)\hat{q}_0 \rangle = \sum_{j=1}^n |(\hat{q}_0, q_j)|^2 p(\lambda_j)\overline{q(\lambda_j)},$$

for polyanalytic polynomials $p$ and $q$. In particular, for $j = 1, \ldots, n$, attaching to $\lambda_j$ the mass $m_j = |(\hat{q}_0, q_j)|^2$ yields a discrete measure on the spectrum of $N$. 
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According to the proof of Theorem 3.1, the nonzero

\begin{equation}
    p_{0,0}(z) = 1,
\end{equation}

\begin{equation}
    p_{0,1}(z) = \frac{1}{\alpha_1^2} z p_{0,0}(z) - \frac{\alpha_0}{\alpha_1} p_{0,0}(z),
\end{equation}

\begin{equation}
    p_{1,0}(z) = \frac{1}{\beta_2^0} z p_{0,0}(z) - \frac{\beta_0^0}{\beta_2^0} p_{0,1}(z) - \frac{\beta_0^0}{\beta_2^0} p_{0,0}(z),
\end{equation}

\begin{equation}
    p_{0,2}(z) = \frac{1}{\alpha_3^2} z p_{0,1}(z) - \frac{\alpha_1^2}{\alpha_3} p_{1,0}(z) - \frac{\alpha_1^2}{\alpha_3} p_{0,1}(z) - \frac{\alpha_0^0}{\alpha_3^0} p_{0,0}(z),
\end{equation}

\begin{equation}
    p_{1,1}(z) = \frac{1}{\beta_4^0} z p_{0,1}(z) - \frac{\beta_2^0}{\beta_4^0} p_{0,2}(z) - \frac{\beta_2^0}{\beta_4^0} p_{1,0}(z) - \frac{\beta_0^0}{\beta_4^0} p_{1,0}(z) - \frac{\beta_0^0}{\beta_4^0} p_{0,1}(z) - \frac{\beta_0^0}{\beta_4^0} p_{0,0}(z),
\end{equation}

and so on. If the denominator is zero, i.e., if the corresponding vector \( \hat{q}_j \) generated with Algorithm 1 equals zero, then the arising polyanalytic polynomial is set identically zero. As in the previous section, the sum \( k = j + l \) of the sub-indices of \( p_{j,l} \) refers to the degree of the (nonzero) polyanalytic polynomials.

The length of the recurrence for computing these elements has a very modest growth, being, according to Theorem 3.8, at most \( 2k \) during the \( k \)th cycle. Already for \( k \geq 3 \) the recurrence will be shorter than the number of the computed orthogonal polyanalytic polynomials.

**Theorem 4.1.** Assume \( N \in \mathbb{N} \subset \mathbb{C}^{n \times n} \) has \( n \) distinct eigenvalues and \( \hat{q}_0 \in \mathbb{C}^n \) is generic for \( N \). Then Algorithm 1 produces \( n \) orthonormal polyanalytic polynomials on \( \sigma(N) \) with respect to the inner product \( \langle \cdot, \cdot \rangle \).

**Proof.** According to the proof of Theorem 3.1 the nonzero \( p_{k,k-1} \) are orthogonal with respect to the inner product \( \langle \cdot, \cdot \rangle \).

To see that Algorithm 1 yields \( n \) mutually orthogonal polyanalytic polynomials, consider \( 3.13 \). Then

\[ K_k(N; \hat{q}_0) = \text{span}\{q_0, Nq_0, \ldots, N^{k-1}q_0\} \subset \text{span}_{p \in \mathbb{P}_{k-1}} \{p(N)q_0\} \]

and \( K_k(N; \hat{q}_0) = \mathbb{C}^n \) by the genericity assumption. Thus the process \( 3.3 \) yields a basis of \( \mathbb{C}^n \), and the claim follows because to each nonzero \( \hat{q}_j \) there corresponds a nonzero polyanalytic polynomial.

This orthonormal set of polyanalytic polynomials is obtained without resorting to the polyanalytic monomial basis \( \text{span}\{z^j\}_{j \in \mathbb{N}_0} \) at any point. This is a significant feature of the approach, as, for well-known reasons \( 13 \), starting from the monomial basis can be numerically very unstable.

Obviously, since the spectrum of \( N \) is finite, the orthonormal polyanalytic polynomials of Theorem 4.1 could be converted into orthonormal polynomials by replacing \( \mathbb{T} \) with a polynomial in \( z \). If we considered the analogous problem on a continuum, then this would no longer be possible.

**Corollary 4.2.** Denote by \( p_1, \ldots, p_n \) the orthonormal polyanalytic polynomials of Theorem 4.1 and by \( \mathbb{P}_p \sigma(N) \) those \( p \in \mathbb{P} \setminus \{0\} \) that vanish on \( \sigma(N) \). Then \( \text{span}\{p_k\} \cap \mathbb{P}_p \sigma(N) = \emptyset \).
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Proof. Assume \( p \in \mathcal{P}_n \setminus \{0\} \) vanishes on \( \sigma(N) \). Then, if \( p = \sum_{j=1}^{k} \alpha_j p_j \), for \( \alpha_j \in \mathbb{C} \) with \( 1 \leq j \leq k \leq n \), we would have \( \| \sum_{j=1}^{k} \alpha_j p_j(N) \hat{q}_0 \| = 0 \). Due to the linear independence of \( p_j \)'s, this forces \( \alpha_j = 0 \) for \( 1 \leq j \leq k \), and the claim follows.

Corollary 4.3. Under the assumptions of Theorem 4.1, if \( N \) is Hermitian, then Algorithm 1 produces \( n \) Lanczos polynomials.

Proof. According to Corollary 4.2 only the vectors \( \hat{q}_0, \hat{q}_1, \hat{q}_3, \hat{q}_6, \hat{q}_{10} \ldots \) are nonzero. These correspond to the Lanczos polynomials, and the claim follows.

Remark 4. Under the assumptions of Corollary 4.3 the highest degree polyanalytic polynomial among the computed orthonormal (polyanalytic) polynomials is of degree \( n - 1 \). Since the dimension of \( \mathcal{P}_n \) is \( \frac{n(n+1)}{2} \), the obtained set of orthonormal functions clearly spans only a small subspace of \( \mathcal{P}_n \). This is always the case if the minimal polyanalytic polynomial of \( N \) is of low degree. Let us illustrate this with another example.

Example 4.4. Let \( N = \text{diag}(1, -1, i, -i, e^{i\frac{\pi}{4}}, e^{-i\frac{\pi}{4}}, e^{i\frac{3\pi}{4}}, e^{-i\frac{3\pi}{4}}) \in \mathbb{C}^{8 \times 8} \) and \( \hat{q}_0 = \frac{1}{2\sqrt{2}}(1, \ldots, 1) \), i.e., the starting vector has equal weights at the eigenvalues. Since \( N \) is unitary, the unit circle is an algebraic curve of degree 2 containing the spectrum of \( N \). For this \( N \) and \( \hat{q}_0 \) Algorithm 1 produces zero vectors \( \hat{q}_4 = \hat{q}_7 = \hat{q}_8 = 0 \), so that \( \mathcal{C}_8 = \{ \hat{q}_0, \hat{q}_1, \hat{q}_2, \hat{q}_3, \hat{q}_5, \hat{q}_6, \hat{q}_9, \hat{q}_{10} \} \). The corresponding polyanalytic polynomials are \( p_{0,0}(z) = 1 \), \( p_{0,1}(z) = z \), \( p_{0,2}(z) = z^2 \), \( p_{0,3}(z) = z^3 \) and \( p_{0,4}(z) = z^4 \), which span only a small portion of \( \mathcal{P}_4 \).

Orthogonal polynomials satisfying a 3-term recurrence with respect to a measure on \( \mathbb{R} \) give rise to Jacobi matrices; see, e.g., [11]. In the same way a discrete measure on \( \mathbb{C} \) gives rise to a unique matrix with the sparsity pattern \( (3,2,0) \).

5. Least squares approximation and bivariate Lagrange interpolation

Vandermonde-like systems arise when polynomials (of one complex variable) are used to approximate analytic functions on subsets of the complex plane; see, e.g., [13, 22]. However, in numerous problems the function \( f : \mathbb{C} \rightarrow \mathbb{C} \), with \( f(x, y) = f_1(x, y) + i f_2(x, y) \), being approximated is not analytic. Real problems belong to this category, that is, when \( g : \mathbb{R}^2 \rightarrow \mathbb{R} \) is identified with a function \( f : \mathbb{C} \rightarrow \mathbb{C} \) by setting \( f(x, y) = g(x, y) \). For these types of problems, using (analytic) polynomials is obviously not the most natural choice. On the other hand, it is well-known that bivariate least squares approximation and interpolation cannot be handled with a straightforward extension of the univariate techniques; see, e.g., [21, 8, 4, 25].

Denote by \( \mathcal{P}_k(\mathbb{R}^2) \) the set of bivariate polynomials of degree \( k \) at most. Regarding the uniqueness of multivariate Lagrange interpolation, there arise the following problems. First, \( \mathcal{P}_k(\mathbb{R}^2) \) is \( \frac{k+2(k+1)}{2} \) dimensional, so that exactly \( \frac{k+2(k+1)}{2} \) interpolation nodes seem to be needed. However, even if this was the case, the uniqueness does not follow. Namely, if the interpolation nodes belong to an algebraic curve of degree less than \( k \), then the solution is not unique, as the equation defining the algebraic curve can be added to an interpolant without affecting the interpolation. To avoid these problems, different ways of constructing polynomial
subspaces (depending on the number and the location of the nodes) have been suggested; see [45] and references therein. Some of these construction are quite elaborate and somewhat difficult to follow.

By using orthogonal polyanalytic polynomials we can compute least squares approximations as well as Lagrange interpolants, due to the fact that Algorithm 1 generates a set of orthogonal polyanalytic polynomials regardless of how the interpolation nodes are located. If the nodes do lie on a low dimensional algebraic curve, then the corresponding vanishing elements of $\mathcal{P}P$ are discarded by the process. Also, through attaining zero with (5.3), the algebraic curve the nodes belong to can be readily detected. In particular, since in this manner the original problem is completely converted into a problem of numerical linear algebra, a large variety of numerically stable techniques become available.

To this end, let $X_n$ be a given ordered set of interpolation nodes of $\mathbb{R}^2$ of cardinality $n$ and let $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n$ (or $\mathbb{C}^n$). We identify the elements of $X_n$ with points of $\mathbb{C}$ in the standard manner, and set $N \in \mathbb{C}^{n \times n}$ to be a diagonal matrix having the points of $X_n$ on the diagonal. Let $q_0 \in \mathbb{C}^n$ be a “weight” vector of unit length with nonzero elements. With this notation, $p \in \mathcal{P}P$ is called an interpolating polyanalytic polynomial for the pair $(X_n, \alpha)$ if it solves the corresponding interpolation problem.

**Theorem 5.1.** Assume $X_n \subset \mathbb{C}$, $\alpha \in \mathbb{R}^n$, and let $N \in \mathbb{C}^{n \times n}$ be a diagonal matrix corresponding to $X_n$. If $q_0 \in \mathbb{C}^n$ is of unit length with nonzero elements and $p_1, \ldots, p_n$ are the orthogonal polyanalytic polynomials of Theorem 4.1 then there exists $(c_1, \ldots, c_n) \in \mathbb{C}^n$ such that $\sum_{j=1}^n c_j p_j$ is an interpolating polyanalytic polynomial for the pair $(X_n, \alpha)$.

**Proof.** This follows directly from the fact that $p_1, \ldots, p_n$ correspond to an orthonormal basis of $\mathbb{C}^n$ with respect to the inner product (4.1). Thus, representing $\alpha$ in this basis yields $(c_1, \ldots, c_n) \in \mathbb{C}^n$.

With this solution we can readily find an interpolating bivariate polynomial.

**Corollary 5.2.** The real part of $\sum_{j=1}^n c_j p_j$ solves the corresponding real interpolation problem.

**Proof.** Since $\alpha \in \mathbb{R}^n$, the interpolant $\sum_{j=1}^n c_j p_j$ attains real values at the nodes $X_n$. Consequently, removing its imaginary part does not change the interpolation.

We denote by $\mathcal{P}P(X_n)$ the subspace of $\mathcal{P}P$ obtained from the span of the orthogonal polyanalytic polynomials of Theorem 4.1. Let us now consider an example.

**Example 5.3.** We want to find a bivariate polynomial attaining at the nodes
\begin{equation}
X_8 = \{(x_j, y_j) \in \mathbb{R}^2 : (x_j, y_j) = (\cos(2\pi j/8), \sin(2\pi j/8)), \text{ for } j = 0, \ldots, 7\}
\end{equation}
the values $(-1)^j$. If we choose to use equal weights at every node $(x_j, y_j)$, then we have computed all the necessary quantities in Example 4.3. The corresponding “Vandermonde-like” linear system is
\begin{equation}
\begin{bmatrix}
p_{0,0}(x_0, y_0) & \cdots & p_{0,4}(x_0, y_0) \\
p_{0,0}(x_7, y_7) & \cdots & p_{0,4}(x_7, y_7)
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_8
\end{bmatrix}
= \begin{bmatrix} 1 \\
-1 \end{bmatrix},
\end{equation}
giving \( c = (0, \ldots, 0, 1) \). Thus, the interpolating polyanalytic polynomial equals
\[
p_{0.4}(z) = \tau^4 = x^4 - 6x^2 y^2 + y^4 - 4xy(x^2 - y^2)i \in \mathcal{P}(\mathcal{X}_5).
\]
Taking its real part yields an interpolating bivariate \( p(x, y) = x^4 - 6x^2 y^2 + y^4 \in \mathcal{P}_4(\mathbb{R}^2) \).

**Remark 5.** The computation of the interpolant is, of course, not realized by writing the linear system as was done in (5.2). This would mean saving all the computed orthogonal polyanalytic polynomials, which is not necessary because of the slowly growing length of the recurrence. Instead, the interpolant is found by computing the Fourier coefficients of \((\alpha_1, \ldots, \alpha_n)\) with respect to the generated basis while the iteration proceeds.

**Remark 6.** In practice the interpolation nodes often do lie on an algebraic curve of low degree. To give a trivial example, \( \mathbb{R} \) is an algebraic curve of degree 1 in \( \mathbb{R}^2 \), and then, by Corollary 4.3, the proposed interpolation scheme reduces to the Hermitian Lanczos method. More interesting examples arise in FEM problems in 2 dimensions or when solving problems in 3-dimensional domains by the boundary integral equation method. Then the nodes can be located, for example, on the edges of triangles. The edges of a single triangle belong to a union of 3 lines, which is an algebraic curve of degree 3. Thus, for a single triangle the length of the recurrence for computing the interpolant is 6, regardless of the number of interpolation nodes on the edges.

**Remark 7.** This process yields least squares approximants (with respect to the norm (4.1)) during the iteration. This is of interest if the number of interpolation nodes is very large and if sufficient accuracy is attained before obtaining the exact interpolant. Bivariate approximants are obtained by taking the real part of the computed best approximation with respect to the norm (4.1). Obviously this is always an error-decreasing operation. It is not linear, as we are mapping from a complex subspace to the set of bivariate polynomials.

**Example 5.4.** We illustrate how taking the real part decreases the error. Assume we are interpolating the function \( f(x, y) = 2x \) at the nodes given in (5.1). Let the weights again be equal. We know that the solution is the real part yielded by the Fourier coefficients \( c = (0, 1, 1, 0, 0, 0, 0, 0) \). The approximations are \( \tilde{p}^0(z) = 0 \), \( \tilde{p}^1(z) = \tau \) and \( \tilde{p}^2(z) = \tau + z \), so that the real parts of these are \( \hat{p}^0(z) = 0 \), \( \hat{p}^1(z) = x \) and \( \hat{p}^2(z) = 2x \).

In addition to the orthogonality of the computed functions and the slowly growing length of the recurrence, the proposed scheme has all the further properties that the Lagrange interpolation is desired to have; see [3, 25]. We state these for \( \mathcal{P}(\mathcal{X}_n) \).

**Proposition 5.5.** The Lagrange interpolation problem is uniquely solvable with respect to \( \mathcal{X}_n \) in \( \mathcal{P}(\mathcal{X}_n) \).

For the definition of a minimal degree interpolation space, see [3, 4].

**Proposition 5.6.** The subspace \( \mathcal{P}(\mathcal{X}_n) \) is of minimal degree with respect to \( \mathcal{X}_n \).

Since in practice least squares approximation and interpolation are realized in finite precision, two issues need to be addressed. First, if the number of nodes \( \mathcal{X}_n \) is very large, then saving a small, although increasing, portion of vectors will likely result in a loss of orthogonality. However, since we have transformed our
problem into a problem of linear algebra, this can be remedied, at least partially, by employing either full or selective orthogonalization methods with Algorithm 1. These tools are now standard in numerical linear algebra and therefore quite well understood; see, e.g., [8] and references therein. Of course, even if this can improve approximations dramatically, the work and storage will increase accordingly.

An equally problematic issue in finite precision multivariate interpolation arises when there is a need to decide whether the nodes lie on a low dimensional algebraic curve or not. In our approach this can be done by monitoring the size of (3.2). More precisely, if (3.2) is tiny, then one needs to judge whether to set the corresponding vector identically zero and, thus, discard the corresponding polyanalytic polynomial from the basis.

As a final comment, in practical implementation there arises the question whether it is always reasonable to strive for minimal degree interpolation. If the nodes $x_n$ lie almost on a low degree algebraic curve, then large coefficients will be introduced into the interpolation process. For obvious reasons this is not desirable. One option is to discard the associated vector and the corresponding polyanalytic polynomial and continue to expand the basis from the step that follows. A drawback of this is that then the inner products in (3.16) will be nonzero and, as a result, a linear growth of the length of the recurrence and storage must be accepted.

6. Conclusions

In this paper we have considered an iterative method for normal matrices that partially preserves the properties of the Hermitian Lanczos method for generating discrete orthogonal polynomials. This is based on employing both $N$ and $N^*$ in a particular order during the iteration. With the algorithm a sequence of orthogonal polyanalytic polynomials can be computed such that the length of the recurrence to this end is bounded by $\sqrt{8d}$, where $d$ denotes the number of elements computed so far. The scheme extends the standard Hermitian Lanczos method, as for a Hermitian matrix $N$ the method yields orthogonal polynomials satisfying a 3-term recurrence. We have applied the algorithm to least squares approximation and bivariate interpolation.
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