REGULARITY ESTIMATES
FOR ELLIPTIC BOUNDARY VALUE PROBLEMS
IN BESOV SPACES

CONSTANTIN BACUTA, JAMES H. BRAMBLE, AND JINCHAO XU

Abstract. We consider the Dirichlet problem for Poisson’s equation on a nonconvex plane polygonal domain $\Omega$. New regularity estimates for its solution in terms of Besov and Sobolev norms of fractional order are proved. The analysis is based on new interpolation results and multilevel representations of norms on Sobolev and Besov spaces. The results can be extended to a large class of elliptic boundary value problems. Some new sharp finite element error estimates are deduced.

1. Introduction

Regularity estimates for the solutions of elliptic boundary value problems in terms of Sobolev norms of fractional order are known as shift theorems or shift estimates. The shift estimates for the Laplace operator with Dirichlet boundary conditions on nonsmooth domains are well known (see, e.g., [18], [20], [24]). The classical regularity estimate for the case when $\Omega$ is a nonconvex polygonal domain in $\mathbb{R}^2$, with boundary $\partial \Omega$, and the largest re-entrant corner of measure $\omega$ is as follows:

If $u$ is the variational solution of

$\begin{cases}
-\Delta u = f & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}$

then, for $0 < s < s_0 = \pi/\omega$, we have

$\|u\|_{1+s} \leq C(s)\|f\|_{-1+s}, \quad \text{for all } f \in H^{-1+s}(\Omega).$

Here the norms involved are the standard Sobolev fractional norms.

We will prove that, for the critical case $s = s_0$, the following estimate holds:

$\|u\|_{B^{1+s_0}(\Omega)} \leq c\|f\|_{B^{-1+s_0}_{01}(\Omega)}, \quad \text{for all } f \in B^{-1+s_0}_{01}(\Omega),$

where $B^{1+s_0}(\Omega)$ is a standard Besov space and $B^{-1+s_0}_{01}(\Omega)$, defined in Section 3, is also a Besov type space of order $-1+s_0$ which contains all the Hilbert spaces $H^{-1+s}$ with $s > s_0$. The new shift result leads to new finite element convergence estimates.
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The method presented here can be extended to other boundary conditions such as Neumann or mixed Neumann-Dirichlet conditions.

In this paper, the technique involved in proving shift results is the real method of interpolation of Lions and Peetre ([3], [21] and [22]), the cases \( p = 2 \) and \( p = \infty \) (where \( p \) is the second Besov index), combined with the subspace interpolation theory. We are led to the following type of interpolation problem. If \( X \) and \( Y \) are Sobolev spaces of integer order and \( X_K \) is a subspace of codimension one of \( X \), then how can one characterize the interpolation spaces between \( X_K \) and \( Y \) for \( p = 1 \)? The problem was studied in [18], [17] and [2] for \( p = 2 \) and particular spaces \( X \) and \( X_K \). In those papers the intermediate spaces are the standard Sobolev (Hilbert) spaces, while in this paper, we will focus on the non-Hilbert space case \( p = \infty \) and the critical value \( s = s_0 \).

The interpolation results presented in Section 2 give a natural formula connecting the norms on the intermediate subspaces \( [X_K, Y]_{s,\infty} \) and \( [X, Y]_{s,\infty} \) when \( X_K \) is of codimension one. Our approach in proving subspace interpolation problems is to use multilevel representations of the norms for the Sobolev spaces of integer order. The Besov norms obtained by interpolation (the case \( p = \infty \)) between Sobolev spaces of integer order have good multilevel representations. (For multilevel representations of norms see, e.g., [8], [10] and [25].) In Section 3 the main result concerning the codimension-one subspace interpolation problem is presented. Shift theorems for the Poisson equation on polygonal domains are considered in Section 4. In the last section, a straightforward application of the above interpolation results is shown to lead to some new estimates for finite element approximations.

2. INTERPOLATION RESULTS

In this section we give some basic definitions and results concerning Besov spaces and Hilbert spaces as interpolation between Hilbert spaces, using the real method of interpolation of Lions and Peetre (see [3], [4], [21]).

2.1. Interpolation between Hilbert spaces. Let \( X, Y \) be separable Hilbert spaces with inner products \( (\cdot, \cdot)_X \) and \( (\cdot, \cdot)_Y \) respectively, and satisfying, for some positive constant \( c \),

\[
\begin{align*}
\text{(2.1) } & X \text{ is a dense subset of } Y \text{ and } \\
& \|u\|_Y \leq c\|u\|_X \quad \text{for all } u \in X,
\end{align*}
\]

where \( \|u\|_X^2 = (u, u)_X \) and \( \|u\|_Y^2 = (u, u)_Y \).

Let \( D(S) \) denote the subset of \( X \) consisting of all elements \( u \) such that the map

\[
\begin{align*}
\text{(2.2) } & v \rightarrow (u, v)_X, \; v \in X,
\end{align*}
\]

is continuous in the topology induced by \( Y \).

For any \( u \) in \( D(S) \) the anti-linear form (2.2) can be uniquely extended to a continuous anti-linear form on \( Y \). Then, by the Riesz representation theorem, there exists an element \( Su \) in \( Y \) such that

\[
\begin{align*}
\text{(2.3) } & (u, v)_X = (Su, v)_Y \quad \text{for all } v \in X.
\end{align*}
\]

In this way \( S \) is a well defined operator with domain \( D(S) \) in \( Y \). The next result illustrates the properties of \( S \) (see [21]).
Proposition 2.1. The domain $D(S)$ of the operator $S$ is dense in $X$, and consequently $D(S)$ is dense in $Y$. The operator $S : D(S) \subset Y \to Y$ is a bijective, self-adjoint and positive definite operator. The inverse operator $S^{-1} : Y \to D(S) \subset Y$ is a bounded symmetric positive definite operator and

$$(S^{-1}z,u)_X = (z,u)_Y \quad \text{for all } z \in Y, u \in X.$$  

The interpolation spaces $[X,Y]_{s,2}$ and $[X,Y]_{s,\infty}$ for $s \in (0,1)$ are defined using the function $K$, where for $u \in Y$ and $t > 0$,

$$K(t,u) := \inf_{u_0 \in X} \left( \|u_0\|_X^2 + t^2 \|u - u_0\|_Y^2 \right)^{1/2}.$$  

Then the space $[X,Y]_{s,\infty}$ consists of all $u \in Y$ such that

$$\sup_{t > 0} t^{-2s} K(t,u)^2 < \infty,$$

and $[X,Y]_{s,2}$ consists of all $u \in Y$ such that

$$\int_0^\infty t^{-(2s+1)} K(t,u)^2 \, dt < \infty.$$  

The norm on $[X,Y]_{s,2}$ is defined by

$$\|u\|_{[X,Y]_{s,2}} := c_s \int_0^\infty t^{-(2s+1)} K(t,u)^2 \, dt,$$

where

$$c_s := \left( \int_0^\infty \frac{t^{1-2s}}{t^2 + 1} \, dt \right)^{-1/2} = \sqrt{\frac{2}{\pi}} \sin(\pi s).$$

Similarly, the norm on $[X,Y]_{s,\infty}$ is defined by

$$\|u\|_{[X,Y]_{s,\infty}} := \sup_{t > 0} t^{-s} K(t,u).$$

By definition we take

$$[X,Y]_{0,2} := X, \quad [X,Y]_{1,2} := Y,$$

and

$$[X,Y]_{0,\infty} := X, \quad [X,Y]_{1,\infty} := Y.$$  

The next lemma provides the relation between $K(t,u)$ and the connecting operator $S$.

Lemma 2.1. For all $u \in Y$ and $t > 0$,

$$K(t,u)^2 = t^2 \left( (I + t^2 S^{-1})^{-1}u, u \right)_Y.$$  

Proof. Using the density of $D(S)$ in $X$, we have

$$K(t,u)^2 = \inf_{u_0 \in D(S)} \left( \|u_0\|_X^2 + t^2 \|u - u_0\|_Y^2 \right).$$

Let $v = Su_0$. Then

$$K(t,u)^2 = \inf_{v \in Y} \left( (S^{-1}v,v)_Y + t^2 \|u - S^{-1}v\|_Y^2 \right).$$

Solving the minimization problem (2.6), we obtain that the element $v$ which gives the optimum satisfies

$$(I + t^2 S^{-1})v = t^2 u,$$
and
\[
(S^{-1}v, v)_Y + t^2\|u - S^{-1}v\|_Y^2 = t^2 \left( (I + t^2S^{-1})^{-1}u, u \right)_Y.
\]

\[\square\]

**Remark 2.1.** Lemma 2.1 yields other expressions for the norms on \([X, Y]_{s,2}\) and \([X, Y]_{s,\infty}\). Namely,
\[
\|u\|^2_{[X, Y]_{s,2}} = c_s^2 \int_0^\infty t^{-2s+1} \left( (I + t^2S^{-1})^{-1}u, u \right)_Y dt,
\]
and
\[
\|u\|^2_{[X, Y]_{s,\infty}} = \sup_{t>0} t^{2(1-s)} \left( (I + t^2S^{-1})^{-1}u, u \right)_Y.
\]

### 2.2. Interpolation between subspaces of a Hilbert space.

Let \(K = \text{span}\{\varphi\}\) be a one-dimensional subspace of \(X\) and let \(X_K\) be the orthogonal complement of \(K\) in \(X\) in the \((\cdot, \cdot)_X\) inner product. We are interested in determining the Besov interpolation spaces of \(X_K\) and \(Y\), where on \(X_K\) we consider again the \((\cdot, \cdot)_X\) inner product. To apply the interpolation results from the previous section, we need to check that the density part of the condition (2.1) is satisfied for the pair \((X_K, Y)\).

For \(\varphi \in K\), define the linear functional \(\Lambda_\varphi : X \to C\), by
\[
\Lambda_\varphi u := (u, \varphi)_X, \quad u \in X.
\]

The following result is an extension of Kellogg’s lemma [18]. The proof can be found in [2]. For completeness we include the proof also.

**Lemma 2.2.** Let \(K\) be a closed subspace of \(X\) and let \(X_K\) be the orthogonal complement of \(K\) in \(X\) in the \((\cdot, \cdot)_X\) inner product. The space \(X_K\) is dense in \(Y\) if and only if the following condition is satisfied:
\[
\tag{2.9}
\left\{
\begin{array}{l}
\Lambda_\varphi \text{ is not bounded in the topology of } Y \\
\text{for all } \varphi \in K, \varphi \neq 0.
\end{array}
\right.
\]

**Proof.** First let us assume that the condition (2.9) does not hold. Then for some nonzero \(\varphi \in K\) the functional \(\Lambda_\varphi\) is a bounded functional in the topology induced by \(Y\). Thus, the kernel of \(\Lambda_\varphi\) is a closed subspace of \(X\) in the topology induced by \(Y\). Since \(X_K\) is contained in \(\text{Ker}(\Lambda_\varphi)\) it follows that
\[
\overline{X_K}_Y \subset \overline{\text{Ker}(\Lambda_\varphi)}_Y = \text{Ker}(\Lambda_\varphi).
\]

Hence \(X_K\) fails to be dense in \(Y\).

Conversely, assume that \(X_K\) is not dense in \(Y\); then \(Y_0 = \overline{X_K}_Y\) is a proper closed subspace of \(Y\). Let \(y_0 \in Y\) be in the orthogonal complement of \(Y_0\), and define the linear functional \(\Psi : Y \to C\) by
\[
\Psi u := (u, y_0)_Y, \quad u \in Y.
\]

\(\Psi\) is a continuous functional on \(Y\). Let \(\psi\) be the restriction of \(\Psi\) to the space \(X\). Then \(\psi\) is a continuous functional on \(X\). By the Riesz representation theorem, there is \(v_0 \in X\) such that
\[
\tag{2.10}
(u, v_0)_X = (u, y_0)_Y, \quad \text{for all } u \in X.
\]

Let \(P_K\) be the \(X\) orthogonal projection onto \(K\) and take \(u = (I - P_K)v_0\) in (2.10).

Since \((I - P_K)v_0 \in X_K\), we have \((I - P_K)v_0, y_0)_Y = 0\) and
\[
0 = ((I - P_K)v_0, v_0)_X = ((I - P_K)v_0, (I - P_K)v_0)_X.
\]
It follows that \( v_0 = P_K v_0 \in K \) and, via (2.10), that \( \psi = \Lambda v_0 \) is continuous in the topology of \( Y \). This is exactly the opposite of (2.11), and the proof is complete. \( \square \)

For the remaining part of this section we assume that \( \Lambda \varphi \) is not bounded in the topology of \( Y \), so the condition (2.1) is satisfied for the pair \((X_K, Y)\). We denote \( X_K \) by \( X_\varphi \). It follows from the previous section that the operator \( S_\varphi : D(S_\varphi) \subset Y \to Y \) defined by

\[
(2.11) \quad (u, v)_X = (S_\varphi u, v)_Y \quad \text{for all } v \in X_\varphi
\]

has the same properties as \( S \). Consequently, the norm on the intermediate space \( [X_\varphi, Y]_{s, \infty} \) is given by

\[
(2.12) \quad \|u\|_{[X_\varphi, Y]_{s, \infty}}^2 = \sup_{t > 0} t^{2(1-s)} (I + t^2 S_\varphi^{-1})^{-1} u, u)_Y^2.
\]

Our aim in this section is to determine sufficient conditions for \( \varphi \) such that the norm \( [X_\varphi, Y]_{s, \infty} \) can be compared with more familiar intermediate norms. First, we note that the operators \( S_\varphi \) and \( S \) are related by the following identity:

\[
(2.13) \quad S_\varphi^{-1} = (I - Q_\varphi) S^{-1},
\]

where \( Q_\varphi : X \to K \) is the orthogonal projection onto \( K = \text{span}\{\varphi\} \). The proof of (2.13) follows easily from the definitions of the operators involved.

Next, (2.13) leads to a formula relating the norms on \( [X_\varphi, Y]_{s, \infty} \) and \( [X, Y]_{s, \infty} \).

**Theorem 2.1.** For any \( u \in X \) we have

\[
(2.14) \quad \|u\|_{[X_\varphi, Y]_{s, \infty}}^2 = \sup_{t > 0} \left( t^{2-2s} (u, u)_{Y,t} + t^{4-2s} \frac{|(u, \varphi)_{X,t}|^2}{(\varphi, \varphi)_{X,t}} \right).
\]

In particular, for \( u \in X_\varphi \) we have

\[
(2.15) \quad \|u\|_{[X_\varphi, Y]_{s, \infty}}^2 = \sup_{t > 0} \left( t^{2-2s} (u, u)_{Y,t} + t^{4-2s} \frac{|(u, \varphi)_{X,t}|^2}{(\varphi, \varphi)_{X,t}} \right),
\]

where

\[
(2.16) \quad (u, v)_{X,t} := ((I + t^2 S^{-1})^{-1} u, v)_X \quad \text{for all } u, v \in X,
\]

and

\[
(2.17) \quad (u, v)_{Y,t} := ((I + t^2 S^{-1})^{-1} u, v)_Y \quad \text{for all } u, v \in Y.
\]

**Proof.** Let \( u \) be fixed in \( X \), and set

\[
(2.18) \quad w := (I + t^2 S^{-1})^{-1} u \quad \text{and} \quad w_\varphi := (I + t^2 S_\varphi^{-1})^{-1} u.
\]

Then the norms on \( [X, Y]_{s, \infty} \) and \( [X_\varphi, Y]_{s, \infty} \) are given by

\[
(2.19) \quad \|u\|_{[X, Y]_{s, \infty}} = \sup_{t > 0} t^{1-s} (w, u)_Y^{1/2}
\]

and

\[
(2.20) \quad \|u\|_{[X_\varphi, Y]_{s, \infty}} = \sup_{t > 0} t^{1-s} (w_\varphi, u)_Y^{1/2}
\]

respectively.

From (2.18) it follows that

\[
(2.21) \quad (I + t^2 S_\varphi^{-1}) w_\varphi = u.
\]
Combining (2.13) and (2.21), we obtain
\[(I + t^2 S^{-1})w_\varphi = u + t^2 \alpha \varphi,\]
where \(\alpha\) is a constant determined by \(Q_\varphi S^{-1}w_\varphi = \alpha \varphi\). Equivalently, applying \((I + t^2 S^{-1})^{-1}\) to both sides, we have
\[w_\varphi = w + t^2 \alpha (I + t^2 S^{-1})^{-1} \varphi.\]
We calculate the coefficient \(\alpha\) by taking the \((\cdot, \cdot)_X\) inner product with \(\varphi\) on both sides of (2.22); i.e.,
\[(w_\varphi, \varphi)_X = (w, \varphi)_X + t^2 \alpha (\varphi, (I + t^2 S^{-1})^{-1} \varphi)_X.\]
From (2.21), since \(S_\varphi^{-1}w_\varphi \in X_\varphi\), one sees that \((w_\varphi, \varphi)_X = (u, \varphi)_X\). With the notation adopted in (2.16) and (2.18) we obtain
\[t^2 \alpha = \frac{(u, \varphi)_X - (u, \varphi)_X, \bar{t}}{(\varphi, (I + t^2 S^{-1})^{-1} \varphi)_X}.
\]
Using (2.4) and a simple manipulation of the operator \(S\), we get
\[t^2 (u, \varphi)_{Y, t} = (u, \varphi)_X - (u, \varphi)_X, \bar{t}.
\]
Thus
\[\alpha = \frac{(u, \varphi)_{Y, t}}{(\varphi, (I + t^2 S^{-1})^{-1} \varphi)_X}.\]
Now, going back to (2.22), we get
\[(w_\varphi, u)_Y = (w, u)_Y + t^2 \frac{|(u, \varphi)_{Y, t}|^2}{(\varphi, (I + t^2 S^{-1})^{-1} \varphi)_X}.\]
Combining (2.19), (2.20) and (2.24) completes the proof of (2.13). Then, (2.15) follows from (2.14) and (2.23). \(\square\)

Theorem 2.1 can be easily extended to the case in which the dimension of \(K\) is finite (see [2]). Such an extension would be needed, for example, to treat the case of mixed Neumann-Dirichlet conditions.

3. Subspace interpolation by multilevel norms

Let \(\Omega\) be a domain in \(\mathbb{R}^2\) with boundary \(\partial \Omega\). Let \(H^1_0(\Omega)\) denote the space of all functions in \(H^1(\Omega)\) which vanish on \(\partial \Omega\). Assume that
\[M_1 \subset M_2 \subset \cdots \subset M_k \subset \cdots\]
is a sequence of finite dimensional subspaces of \(H^1_0(\Omega)\) whose union is dense in \(H^1_0(\Omega)\), and assume that an equivalent norm on \(H^1_0(\Omega)\) is given by
\[\|u\| := \left( \sum_{k=1}^{\infty} \lambda_k \|Q_k - Q_{k-1}\| u \|^2 \right)^{1/2},\]
where \(Q_k\) denotes the \(L^2(\Omega)\) orthogonal projection onto \(M_k\), \(\| \cdot \| = \| \cdot \|_{L^2(\Omega)}\), \(Q_0 = 0\), and \(\lambda_k = 4^{k-1}\). Proofs for the multilevel representation of the norm on \(H^1\) for specific choices of the spaces \(M_k\) can be found in [2], [10], [25] and [27].
3.1. Scales of multilevel norms. On \( H^1_0(\Omega) \) we consider the norm given by (3.1) and define \( H^{-1}(\Omega) \) to be the dual of \( H^1_0(\Omega) \). The elements of \( L^2(\Omega) \) can be viewed as continuous linear functionals on \( H^1_0(\Omega) \), and we have the natural continuous and dense embeddings
\[
H^1_0(\Omega) \subset L^2(\Omega) \subset H^{-1}(\Omega).
\]
One can easily check that
\[
\|u\|^2_{H^{-1}(\Omega)} := \sum_{k=1}^{\infty} \frac{1}{\lambda_k^2} \| (Q_k - Q_{k-1}) u \|^2, \quad \text{for all } u \in L^2(\Omega).
\]
Further, the inner product on \( H^{-1}(\Omega) \) is
\[
(u, v)_{-1} := \sum_{k=1}^{\infty} \frac{1}{\lambda_k^2} \| (Q_k - Q_{k-1}) u, v \|, \quad \text{for all } u, v \in L^2(\Omega).
\]
Then the pairs \((H^1_0(\Omega), L^2(\Omega))\) and \((L^2(\Omega), H^{-1}(\Omega))\) satisfy the condition (2.1), and the operator \( S \) associated with each of these pairs is given (in both cases) by
\[
Su = \sum_{k=1}^{\infty} \lambda_k (Q_k - Q_{k-1}) u, \quad \text{for all } u \in D(S).
\]
For example, for \( X = L^2(\Omega) \) and \( Y = H^{-1}(\Omega) \), we have
\[
(u, v)_{Y,t} := \sum_{k=1}^{\infty} \frac{1}{\lambda_k + t^2} \| (Q_k - Q_{k-1}) u, v \|, \quad u, v \in Y.
\]
and
\[
(u, v)_{X,t} := \sum_{k=1}^{\infty} \frac{\lambda_k}{\lambda_k + t^2} \| (Q_k - Q_{k-1}) u, v \|, \quad u, v \in X.
\]
For any \( s \in [0, 1] \), let
\[
H^s_0(\Omega) := [H^1_0(\Omega), L^2(\Omega)]_{1-s,2}, \quad H^{-s}(\Omega) := [L^2(\Omega), H^{-1}(\Omega)]_{s,2},
\]
and
\[
B^{-s}(\Omega) := [L^2(\Omega), H^{-1}(\Omega)]_{s,\infty}.
\]
Note that, with this notation, \( H^{1/2}_0(\Omega) \) is in fact the space \( H^{1/2}_{00}(\Omega) \) in the notation of Lions and Magenes [21]. By using (2.7) and (2.8), one can easily check that
\[
\|u\|^2_{H^s_0(\Omega)} = \sum_{k=1}^{\infty} \lambda_k^s \| (Q_k - Q_{k-1}) u \|^2, \quad \text{for all } u \in H^s_0(\Omega),
\]
(3.5)
\[
\|u\|^2_{H^{-s}(\Omega)} = \sum_{k=1}^{\infty} \lambda_k^{-s} \| (Q_k - Q_{k-1}) u \|^2, \quad \text{for all } u \in L^2(\Omega),
\]
and
\[
\|u\|^2_{B^{-s}(\Omega)} = \sup_{t > 0} \left( t^{2(1-s)} \sum_{k=1}^{\infty} \frac{1}{\lambda_k + t^2} \| (Q_k - Q_{k-1}) u \|^2 \right), \quad \text{for all } u \in L^2(\Omega).
\]
One can verify using the above formula that \( B^0(\Omega) = L^2(\Omega) \) and \( B^{-1}(\Omega) = H^{-1}(\Omega) \), which is consistent with the definition (2.3). In addition we have
\[
\sup_{t > 0} \frac{t^{2(1-s)}}{\lambda_k + t^2} = s^2 (1-s)^{1-s} \lambda_k^{-s},
\]
which leads to
\begin{equation}
\|u\|_{H^{-s}(\Omega)}^2 \leq s^t (1-s)^{1-t} \|u\|_{H^{-s}(\Omega)}^2 \quad \text{for all } u \in H^{-s}(\Omega),
\end{equation}
a well known embedding property.

**Lemma 3.1.** For \( s \in (0, 1] \) an equivalent norm on \( H^s_0(\Omega) \) is given by
\[
\|u\|_s^2 := \|u\|^2 + \sum_{k=1}^{\infty} \lambda_k^s \| (I - Q_k) u \|^2.
\]

**Proof.** Since \( H^1_0(\Omega) \) is dense in \( L^2(\Omega) \), the union of the spaces \( M_k \) is also dense in \( L^2(\Omega) \). Therefore \( \lim_{J \to \infty} Q_J u = u \) in \( L^2(\Omega) \). Thus
\[
\|u\|^2 = \sum_{k=1}^{\infty} \| (Q_k - Q_{k-1}) u \|^2.
\]

Let \( u \in H^s_0(\Omega) \). Then
\[
\lambda_j^s \| (I - Q_J) u \|^2 = \lambda_j^s \sum_{k=J+1}^{\infty} \| (Q_k - Q_{k-1}) u \|^2 \leq \sum_{k=J+1}^{\infty} \lambda_k^s \| (Q_k - Q_{k-1}) u \|^2.
\]
Hence, since the the norm on \( H^s_0(\Omega) \) is given by (3.4), given \( \epsilon > 0 \) there exists \( J_0 \) such that, for \( J \geq J_0 \), \( \lambda_j^s \| (I - Q_J) u \|^2 < \epsilon \); that is, \( \lim_{J \to \infty} \lambda_j^s \| (I - Q_J) u \|^2 = 0 \).

On the other hand,
\[
\sum_{k=1}^{J} \lambda_k^s \| (Q_k - Q_{k-1}) u \|^2 = \| u \|^2 + \sum_{k=1}^{J} \lambda_k^s \| (I - Q_k) u \|^2 - \lambda_j^s \| (I - Q_J) u \|^2,
\]
which proves the lemma.

\[\square\]

### 3.2. Subspace interpolation results

Next, we focus our attention on a specific case of subspace interpolation associated with the pair \( X = L^2(\Omega) \) and \( Y = H^{-1}(\Omega) \). For a fixed \( \theta_0 \) in the interval \((0, 1)\), let \( \varphi \in L^2(\Omega) \) satisfy the following condition:

(C) There exist two positive constants \( c_1, c_2 \) such that
\[
c_1 \lambda_k^{-\theta_0} \leq \| (I - Q_{k-1}) \varphi \|^2 \leq c_2 \lambda_k^{-\theta_0}, \quad k = 1, 2, \ldots
\]

**Lemma 3.2.** let \( \varphi \in L^2(\Omega) \) satisfy (C). Then the following conditions are also satisfied.

(C.0) \( \varphi \notin H^\theta_0(\Omega) \).

(C.1) There exist two positive constants \( c_1, c_2 \) such that
\[
c_1 t^{-2\theta_0} \leq \varphi, (\varphi)_{X,t} = \sum_{k=1}^{\infty} \lambda_k \left \| (Q_k - Q_{k-1}) \varphi \right \|^2 \leq c_2 t^{-2\theta_0}, \quad \text{for } t > 1.
\]

(C.2) There exist \( c_3 > 0 \) such that
\[
\| (Q_k - Q_{k-1}) \varphi \|^2 \leq c_3 \lambda_k^{-\theta_0}, \quad k = 1, 2, \ldots
\]
Then, we have
\begin{align}
\| (Q_k - Q_{k-1}) u \|^2 &= \| (I - Q_{k-1}) u \|^2 - \| (I - Q_k) u \|^2, \quad u \in L^2(\Omega), \\
\langle \varphi, \varphi \rangle_{X,t} &= \frac{\lambda_1 \| \varphi \|^2}{\lambda_1 + t^2} + t^2 \sum_{k=1}^{\infty} \frac{\lambda_{k+1} - \lambda_k}{(\lambda_{k+1} + t^2)(\lambda_k + t^2)} \| (I - Q_k) \varphi \|^2 \\
& \geq \frac{3}{4} c_1 t^2 \sum_{k=1}^{\infty} \frac{(4^k)^{1-\theta_0}}{(4^k + t^2)^2} - \frac{3}{4} c_1 t^{-2\theta_0} \sum_{k=1}^{\infty} \frac{(4^k/t^2)^{1-\theta_0}}{(4^k/t^2 + 1)^2}.
\end{align}

The last sum can be bounded below by a positive constant independent of \( t \) as follows. Let us fix \( t > 1 \) and let \( k_0 \) be the positive integer such that \( 4^{k_0-1} \leq t^2 < 4^{k_0} \). Then
\begin{align}
\sum_{k=1}^{\infty} \frac{(4^k)^{1-\theta_0}}{(4^k + t^2)^2} &> \frac{(4^{k_0})^{1-\theta_0}}{(4^{k_0} + t^2)^2} \geq \inf_{x \in [1,4]} \frac{x^{1-\theta_0}}{(x + 1)^2} > 0.
\end{align}

The upper inequality of \( (C) \) and \( (3.8) \) give
\begin{align}
\sum_{k=1}^{\infty} \frac{\lambda_k}{\lambda_k + t^2} \| (Q_k - Q_{k-1}) \varphi \|^2 &
\leq c_2 \sum_{k=1}^{\infty} \frac{\lambda_k^{1-\theta_0}}{\lambda_k + t^2} \leq c_2 t^{-2\theta_0} \sum_{k=1}^{\infty} \frac{(4^k/t^2)^{1-\theta_0}}{(4^k/t^2 + 1)} \\
& \leq c \ t^{-2\theta_0} \int_1^{\infty} \frac{(4x/t^2)^{1-\theta_0}}{(4x/t^2 + 1)} \ dx \leq c \ t^{-2\theta_0} \int_0^{\infty} \frac{y^{-\theta_0}}{y + 1} \ dy.
\end{align}

The last inequality is obtained by making the change of variable \( 4^x/t^2 = y \). Finally, \( (C.2) \) follows from \( (3.8) \) and the upper inequality of \( (C) \).

**Lemma 3.3.** The space \( L^2(\Omega, \varphi) \) is dense in \( H^{-\theta_0}(\Omega) \). Thus, the spaces
\begin{align}
[L^2(\Omega, \varphi), H^{-1}(\Omega)]_{s,\infty} \quad \text{and} \quad [L^2(\Omega, \varphi), H^{-1}(\Omega)]_{s,2}
\end{align}
are well defined.

**Proof.** According to Lemma 2.2 we have to prove that the functional
\begin{align}
\langle u, \varphi \rangle_{X,t} = \sum_{k=1}^{n} \lambda_k^{\theta_0} q_k \varphi, \quad \text{where} \quad q_k = Q_k - Q_{k-1}, \ Q_0 = 0.
\end{align}

is not continuous in the topology induced by \( H^{-\theta_0}(\Omega) \). Let \( \{ u_n \} \) be the sequence in \( L^2(\Omega) \) defined by
\begin{align}
u_n := \sum_{k=1}^{n} \lambda_k^{\theta_0} q_k \varphi,
\end{align}

Then,
\begin{align}
\langle u_n, \varphi \rangle = \sum_{k=1}^{n} \lambda_k^{\theta_0} \| q_k \varphi \|^2.
\end{align}
On the other hand,
\[ \|u_n\|_{H^{-\theta_0}} = \left( \sum_{k=1}^{n} \lambda_k^{\theta_0/2} \|q_k \varphi\|^2 \right)^{1/2}. \]

From (C.0) we have that
\[ \frac{(u_n, \varphi)}{\|u_n\|_{H^{-\theta_0}}} \rightarrow \infty \quad \text{as} \quad n \rightarrow \infty. \]

Therefore, the functional defined in (3.9) is not continuous in the topology induced by \( H^{-\theta_0}(\Omega) \), and the lemma is proved.

For \( u \in L^2(\Omega) \) we introduce two other norms, namely
\[ \|u\|_{B^{-\theta_0}_1} := \sum_{k=1}^{\infty} \lambda_k^{\theta_0/2} \|Q_k - Q_{k-1}\| u \|, \]
and
\[ \|u\|^2_{B^{-\theta_0}_1} := \|u\|^2_{B^{-\theta_0}_1} + \|u\|^2_{B^{-\theta_0}_1}. \]
The space \( B^{0}_{01} \) is defined as completion of \( L^2(\Omega) \) with respect to the norm \( \cdot \|_{B^{-\theta_0}_1}. \)

**Theorem 3.1.** Let \( \varphi \in L^2(\Omega) \) satisfy (C). Then, there exists a positive constant \( c \) such that
\[ \|u\|_{[L^2(\Omega), H^{-1}(\Omega)]_{\theta_0}} \leq c \|u\|_{B^{-\theta_0}_1} \quad \text{for all} \quad u \in B^{0}_{01}. \]

**Proof.** Recall that \( L^2(\Omega) = X \) and \( H^{-1}(\Omega) = Y \). Since \( L^2(\Omega) \) is dense in \( B^{0}_{01} \), it is enough to prove (3.11) on \( L^2(\Omega) \). Let us further note here that by proving (3.11) on \( L^2(\Omega) \) we have in particular the inclusion \( L^2(\Omega) \subset [L^2(\Omega), H^{-1}(\Omega)]_{\theta_0} \).

For \( u \in X \) and \( w, \varphi \) as defined in the proof of Theorem 2.1,
\[(w, \varphi, u)_Y = ((I + t^2S^{-1}_\varphi)^{-1}u, u)_Y = (u, u)_Y - t^2(S^{-1}_\varphi(I + t^2S^{-1}_\varphi)^{-1}u, u)_Y \leq (u, u)_Y \leq c(\theta_0)\|u\|^2_{B^{-\theta_0}_1}. \]

Then, using (2.20), (2.24) and the above estimate, we have that
\[ \|u\|^2_{X, Y} \leq \sup_{0 < t \leq 1} t^{2(1-\theta_0)}(w, u)_Y + \sup_{t > 1} t^{2(1-\theta_0)}(w, u)_Y \]
\[ \leq c(\theta_0) \sup_{0 < t \leq 1} t^{2(1-\theta_0)}\|u\|^2_{B^{-\theta_0}_1} + \sup_{t > 1} t^{2(1-\theta_0)}(w, u)_Y \]
\[ \leq c(\theta_0)\|u\|^2_{B^{-\theta_0}_1} + \sup_{t > 1} t^{2(1-\theta_0)}(w, u)_Y + \sup_{t > 1} t^{4-2\theta_0} \frac{\|u, \varphi\|_{X, t}^2}{(\varphi, \varphi)_{X, t}}. \]

Note that
\[ \sup_{t > 1} t^{2(1-\theta_0)}(w, u)_Y \leq \sup_{t > 0} t^{2(1-\theta_0)}(w, u)_Y = \|w\|^2_{B^{-\theta_0}_1}. \]

Hence, the inequality (3.11) is satisfied if one can find a positive constant \( c = c(\theta_0, c_1, c_2) \) such that
\[ \sup_{t > 1} t^{4-2\theta_0} \frac{\|u, \varphi\|_{X, t}^2}{(\varphi, \varphi)_{X, t}} \leq c \|u\|^2_{B^{-\theta_0}_1}, \quad \text{for all} \quad u \in X. \]

In the view of condition (C.1) this reduces to
\[ \sup_{t > 1} t^4(u, \varphi, Y, t)^2 \leq c \|u\|^2_{B^{-\theta_0}_1}, \quad \text{for all} \quad u \in X. \]
Here $(\cdot, \cdot)_X$ and $\|\cdot\|_X$ are simply the $L^2(\Omega)$ inner product $(\cdot, \cdot)$ and the $L^2(\Omega)$ norm $\|\cdot\|$. We denote $Q_k - Q_{k-1}$ by $q_k$, with $Q_0 = 0$.

For $u \in X$, we have

$$(u, \varphi)_{Y, t} = \sum_{k=1}^{\infty} \frac{1}{\lambda_k + t^2} (q_k u, q_k \varphi).$$

By using condition (C.2), we obtain the estimate

$$(3.14) \quad |(u, \varphi)_{Y, t}| \leq c_2 \sum_{k=1}^{\infty} \frac{\lambda_k^{-\theta_0/2}}{\lambda_k + t^2} \|q_k u\|.$$  

The function

$$t \mapsto t^2 \sum_{k=1}^{\infty} \frac{\lambda_k^{-\theta_0/2}}{\lambda_k + t^2} \|q_k u\|$$

is an increasing function of $t$. As $t \to \infty$, the limit of the above function is exactly $\|u\|_{B^{-\theta_0}_{1}},$. Therefore (3.13) holds, and the proof is complete. 

Following the proof of the above theorem (and using the upper part of (C.2)), we can characterize the norm of the intermediate space $[L^2(\Omega), H^{-1}(\Omega)]_{\theta_0, \infty}$.

**Corollary 3.1.** An equivalent norm on the space $[L^2(\Omega), H^{-1}(\Omega)]_{\theta_0, \infty}$ is given by

$$\sup_{t > 1} t^2 |(u, \varphi)_{Y, t}| + \|u\|_{B^{-\theta_0}_{1}} = \sup_{x > 1} \sum_{k=1}^{\infty} \frac{x}{\lambda_k + x} (q_k u, \varphi) + \|u\|_{B^{-\theta_0}_{1}}.$$  

**Remark 3.1.** It is not difficult to see that the embedding stated in Theorem 3.1 still holds if we replace $\|u\|_{B^{-\theta_0}_{1}}$ in the definition of $\|u\|_{B^{-\theta_0}_{01}}$ with the following semi-norm:

$$|u|_{\varphi} := \sum_{k=1}^{\infty} |(q_k u, \varphi)|.$$  

In either case one can immediately check that

$$|u|_{\varphi} \leq \|u\|_{B^{-\theta_0}_{1}} \leq \|u\|_{B^{-\theta_0}_{01}} \leq c \|u\|_{H^{-\theta_0}_{1}}, \quad \text{for all } u \in L^2(\Omega),$$

where $a = \{a_k\}_{k \geq 1}$ is any sequence of positive real numbers such that

$$\sum_{k=1}^{\infty} \frac{1}{a_k^2} < \infty$$

and

$$\|u\|_{H^{-\theta_0}_{1}}^2 := \sum_{k=1}^{\infty} \lambda_k^{-\theta_0} a_k^2 \|q_k u\|^2, \quad u \in L^2(\Omega).$$

For example, we can take $a_k = k, a_k = k^{1/2} \ln(k + 1)$ or $\lambda_k^{\epsilon/2}$. In particular, taking $a_k = \lambda_k^{\epsilon/2}$, with $\epsilon \leq 1 + \theta_0$, we have

$$(3.15) \quad \|u\|_{B^{-\theta_0}_{01}} \leq ce^{-1/2} \|u\|_{H^{-\theta_0}_{1}}, \quad \text{for all } u \in H^{-\theta_0}_{1},$$

where $c$ is a constant independent of $\epsilon$. 
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One consequence of the above remark is that the norm $[L^2(\Omega) \varphi, H^{-1}(\Omega)]_{\theta_0, \infty}$ in (3.11) can be replaced by $\|\cdot\|_{H^{-\theta_0}}$.

It is known (see [2]) that if (C.0)-(C.2) are satisfied, for $\theta_0 < \theta \leq 1$, then

\[ [L^2(\Omega) \varphi, H^{-1}(\Omega)]_{\theta, 2} = [L^2(\Omega), H^{-1}(\Omega)]_{\theta, 2} := H^{-\theta}(\Omega). \]

Using Lemma 3.3 we see that $L^2(\Omega) \varphi$ is dense in $H^{-\theta}(\Omega)$ if and only if $\theta_0 \leq \theta < 1$. Thus one might expect that (3.16) holds for the critical value $\theta = \theta_0$. A weaker result, but in some sense a better result, compared with Theorem 3.1, would be:

There exists a positive constant $c$ such that

\[ \|u\|_{[L^2(\Omega) \varphi, H^{-1}(\Omega)]_{\theta_0, \infty}} \leq c\|u\|_{H^{-\theta_0}(\Omega)} \quad \text{for all } u \in H^{-\theta_0}(\Omega). \]

The next theorem proves that this is not true, and consequently that (3.16) cannot hold for the critical value $\theta = \theta_0$. In addition, Theorem 3.1 cannot be “essentially” improved.

**Theorem 3.2.** The space $H^{-\theta_0}(\Omega)$ is not continuously embedded in $[L^2(\Omega) \varphi, H^{-1}(\Omega)]_{\theta_0, \infty}$.

**Proof.** Consider the sequence $\{u_n\}$ defined by

\[ u_n := \sum_{k=1}^{n} \frac{\lambda_{k}^{\theta_0}}{k} q_k \varphi \in L^2(\Omega). \]

First, note that $u_n$ is in both $H^{-\theta_0}(\Omega)$ and $[L^2(\Omega) \varphi, H^{-1}(\Omega)]_{\theta_0, \infty}$. We have $q_k u_n = \frac{\lambda_{k}^{\theta_0}}{k} q_k \varphi$, for $k = 1, \ldots, n$, and $q_k u_n = 0$, for $k > n$. By (C.2), we see that the sequence

\[ \|u_n\|_{H^{-\theta_0}}^2 = \sum_{k=1}^{n} \frac{\lambda_{k}^{\theta_0}}{k^2} \|q_k \varphi\|^2, \quad n = 1, 2, \ldots \]

is bounded. Let $k_0$ be the smallest nonnegative integer so that $\frac{\lambda_{k_0}^{\theta_0}}{k_0 + 1} - \frac{1}{k_0} > 0$, and choose $n$ such that $n > n_0$. According to Corollary 3.1 and (C), for a positive constant $c$

\[ c \|u_n\|_{[L^2(\Omega) \varphi, H^{-1}(\Omega)]_{\theta_0, \infty}} \geq \sup_{x > 1} \left| \sum_{k=1}^{\infty} \frac{x}{\lambda_{k} + x} (q_k u_n, \varphi) \right| \]

\[ = \sup_{x > 1} \sum_{k=1}^{n} \left( \frac{x}{\lambda_{k} + x} \right) \frac{\lambda_{k}^{\theta_0}}{k} \|q_k \varphi\|^2 = \sum_{k=1}^{n} \frac{\lambda_{k}^{\theta_0}}{k} \|q_k \varphi\|^2 \]

\[ = \sum_{k=1}^{n} \frac{\lambda_{k}^{\theta_0}}{k} (\|I - Q_{k-1}\| \varphi\|^2 - \|I - Q_k\| \varphi\|^2) \]

\[ \geq \sum_{k=1}^{n-1} \|I - Q_k\| \varphi\|^2 \left( \frac{\lambda_{k+1}^{\theta_0}}{k + 1} - \frac{\lambda_{k}^{\theta_0}}{k} \right) - \frac{\lambda_{n}^{\theta_0}}{n} \|I - Q_n\| \varphi\|^2 \]

\[ \geq \frac{c_1}{\lambda_{k_0}^{\theta_0}} \sum_{k=k_0}^{n-1} \left( \frac{\lambda_{k}^{\theta_0}}{k + 1} - \frac{1}{k} \right) + c_2 \frac{\lambda_{k_0}^{\theta_0}}{k + 1} \sum_{k=k_0}^{k_0-1} \left( \frac{\lambda_{k}^{\theta_0}}{k + 1} - \frac{1}{k} \right) - \frac{c_2}{n}, \]

which proves that $\|u_n\|_{[L^2(\Omega) \varphi, H^{-1}(\Omega)]_{\theta_0, \infty}} \to \infty$ as $n \to \infty$, and contradicts (3.17).
4. Applications to shift theorem
for the Laplace operator on polygonal domains

In this section we will prove that the estimate (1.2) holds for the case $s = s_0$ provided the fractional Sobolev norms in (1.2) are appropriately replaced.

4.1. Shift estimate for the critical value. Let $\Omega$ be a nonconvex polygonal domain in $\mathbb{R}^2$, with boundary $\partial \Omega$, and with only one re-entrant corner of measure $\omega$ and let $s_0 = \pi/\omega$. In the general case when $\partial \Omega$ has more than one re-entrant corner the result of this section can be reduced by a partition of unity argument to this case. Given $f \in L^2(\Omega)$, we consider the Dirichlet problem (1.1). The variational formulation of (1.1) is: Find $u \in H^1_0(\Omega)$ such that

$$
\int_{\Omega} \nabla u \cdot \nabla v \, dx = \int_{\Omega} fv \, dx \text{ for all } v \in H^1_0(\Omega).
$$

(4.1)

It is well known that for $f \in L^2(\Omega)$ the variational problem has a unique solution $u \in H^1_0(\Omega)$, and

$$
\|u\|_{H^1(\Omega)} \leq c\|f\|_{H^{-1}(\Omega)} \text{ for all } f \in L^2(\Omega),
$$

(4.2)

where $H^{-1}(\Omega)$ is the dual of $H^1_0(\Omega)$. By taking $v$ in $D(\Omega)$, the space of all infinitely differentiable functions with compact support in $\Omega$, one has that the solution $u$ of (4.1) satisfies $-\Delta u = f$ in the sense of distributions in $\Omega$, so the equality is satisfied pointwise, almost everywhere in $\Omega$. Also, since $u$ belongs to $H^1_0(\Omega)$ the boundary conditions of (1.1) is automatically fulfilled.

Let $V^2(\Omega) := H^2(\Omega) \cap H^1_0(\Omega)$. Then (see, e.g., Theorem 2.2.3 in [10]) the Laplace operator $\Delta : V^2(\Omega) \to L^2(\Omega)$ is a Fredholm operator. In fact we have that

$$
\|u\|_{H^2(\Omega)} \leq c\|\Delta u\|_{L^2(\Omega)} \text{ for all } u \in V^2(\Omega),
$$

(4.3)

and the range of the operator has codimension one. Grisvard characterized the orthogonal complement $\mathcal{N}$ of the range of the Laplace operator for the case of a polygonal domain (see [15], [16]). If $\zeta \in D(\Omega)$ is a cut-off function, which depends only on the distance $r$ to the re-entrant corner, is identically equal to one in a neighborhood of the re-entrant corner and is identically equal to zero close to the part of $\partial \Omega$ which does not contain the sides of the re-entrant corner, then $\mathcal{N} = \text{span}\{\psi\}$, where $\psi = \varphi + u^R$, $\varphi(r, \theta) = \zeta r^{-s_0} \sin(s_0 \theta)$ and $u^R \in H^1_0(\Omega)$ is the variational solution of (1.1) with $f = \Delta \varphi$.

If we define $T : H^{-1}(\Omega) \to H^1_0(\Omega)$ by $Tf := u$, where $u$ is the solution of (1.1), then $T$ is a bounded operator. Moreover, $T$ is a bounded operator from $L^2(\Omega)_{\psi}$ to $H^2(\Omega) \cap H^1_0(\Omega)$. Thus, by interpolation, we have

$$
\|u\|_{[H^2(\Omega) \cap H^1_0(\Omega)]_{1-s_0,\infty}} \leq c\|f\|_{[L^2(\Omega)_{\psi}, H^{-1}(\Omega)]_{1-s_0,\infty}},
$$

(4.4)

for all $f \in [L^2(\Omega)_{\psi}, H^{-1}(\Omega)]_{1-s_0,\infty}$.

Let $B^{1+s_0}(\Omega)$ denote the Besov space $[H^2(\Omega), H^1(\Omega)]_{1-s_0,\infty}$. Then, we have the following theorem.

**Theorem 4.1.** Let $u$ be the variational solution of (1.1). Then there exist positive constant $c_1$ and $c_2$ such that

$$
\|u\|_{B^{1+s_0}(\Omega)} \leq c_1\|u\|_{[H^2(\Omega) \cap H^1_0(\Omega)]_{1-s_0,\infty}} \leq c_1\|f\|_{[L^2(\Omega)_{\psi}, H^{-1}(\Omega)]_{1-s_0,\infty}},
$$

(4.5)

$$
\|u\|_{B^{1+s_0}(\Omega)} \leq c_2\|f\|_{B^{-1+s_0}_0(\Omega)}, \text{ for all } f \in B^{-1+s_0}_0(\Omega).
$$
Proof. Use (4.4) and apply Theorem 3.1 with $s_0 = 1 - s_0$ and $\varphi = \psi$. The proof that (C) is satisfied is given later. The lower part of (4.5) follows by comparing the $K$ functions associated with the two intermediate spaces. \hfill \Box

4.2. Proving condition (C). Let $\Omega$ be a polygonal-sector domain (Figure 1).

$$\overline{\Omega} = \bigcup_{i=1}^{n} \tau_i,$$

where, for $i = 1, \ldots, n$, $\tau_i$ is a triangular domain with vertices $S_i$, $O$, $S_{i+1}$, and $O$ is taken to be the origin of a Cartesian system of coordinates in the plane.

For $i = 1, \ldots, n + 1$, let $\Gamma_i$ denote the segment $[O, S_i]$. We assume, without loss of generality, that $S_1$ lies on the positive semi-axis and the length of $[O, S_i]$ is not greater than one.

Let $T_1 = \{\tau_1, \ldots, \tau_n\}$ be the initial triangulation of $\Omega$. We define multilevel triangulations recursively. For $k > 1$, the triangulation $T_k$ is obtained from $T_{k-1}$ by splitting each triangle in $T_{k-1}$ into four triangles by connecting the midpoints of the edges. The space $M_k$ is defined to be the space of all functions which are piecewise linear with respect to $T_k$, vanish on $\partial \Omega$ and are continuous on $\Omega$. Let $Q_k$ denote the $L^2(\Omega)$ orthogonal projection onto $M_k$.

Let $\psi = \varphi + u^R$, where $\varphi(r, \theta) = \zeta r^{-s_0} \sin(s_0 \theta)$ and $u^R \in H^1_0(\Omega)$. We verify that the function $\psi$ satisfies the condition (C) with $\theta_0 = 1 - s_0$.

To begin with, we will prove that the function $\varphi$ satisfies (C). Let $\overline{M}_k$ be the space of piecewise linear (possibly discontinuous) functions with respect to $T_k$ defined on $\Omega$, and let $\overline{Q}_k$ be the $L^2(\Omega)$ orthogonal projection onto $\overline{M}_k$. The first step is to prove that there exists a positive constant $c$ such that

$$\| (I - \overline{Q}_k) \varphi \| \geq c \lambda_k^{-\theta_0}, \quad k = 1, 2, \ldots.$$

We define $\tau^k_1$ to be the triangle in $T_k$ which is the image of $\tau_1 \in T_1$ via the map $\hat{x} \rightarrow h_k \hat{x}$. Here, without loss of generality, we assume that $h^2_k = \lambda_k^{-1} = 4^{-k+1}$. Then

$$\| (I - \overline{Q}_k) \varphi \|_{L^2(\Omega)} \geq \| (I - \overline{Q}_k) \varphi \|^2_{L^2(\tau^k_1)} = \| \varphi \|^2_{L^2(\tau^k_1)} - \| \overline{Q}_k \varphi \|^2_{L^2(\tau^k_1)}.$$

The projection $\overline{Q}_k \varphi$ can be estimated on $\tau^k_1$ in terms of the three nodal functions $\varphi_1^k, \varphi_2^k, \varphi_3^k$ associated with the three vertices of $\tau^k_1$. If $M^k$ is the $3 \times 3$ Gram matrix

**Figure 1.** Polygonal domain
associated with the set \( \{ \varphi_1^k, \varphi_2^k, \varphi_3^k \} \), and \( S^k := (S^k_{ij}) \), \( i, j = 1, 2, 3 \), is the inverse of \( M^k \), then

\[
\|\varphi\|^2_{L^2(\mathbb{T})} - \|\mathcal{Q}_k \varphi\|^2_{L^2(\mathbb{T})} = \int_{\mathbb{T}} \varphi^2 \, dx - \sum_{i,j=1}^3 S^k_{ij} \int_{\mathbb{T}} \varphi \varphi_i^k \, dx \int_{\mathbb{T}} \varphi \varphi_j^k \, dx.
\]

Further, by making the change of variable \( x = h_k \hat{x} \) in the above integrals, a simple computation shows that

\[
\|\varphi\|^2_{L^2(\mathbb{T})} - \|\mathcal{Q}_k \varphi\|^2_{L^2(\mathbb{T})} = h_k^{2-2\alpha_0} \left( \int_{\tau_1} \varphi^2 \, d\hat{x} - \sum_{i,j=1}^3 S^k_{ij} \int_{\tau_1} \varphi \varphi_i^1 \, d\hat{x} \int_{\tau_1} \varphi \varphi_j^1 \, d\hat{x} \right)
= \lambda_k^{-\theta_0} \left( \|\varphi\|^2_{L^2(\tau_1)} - \|\mathcal{Q}_1 \varphi\|^2_{L^2(\tau_1)} \right).
\]

Since \( \varphi \) is not linear on \( \tau_1 \), the constant \( \|\varphi\|^2_{L^2(\tau_1)} - \|\mathcal{Q}_1 \varphi\|^2_{L^2(\tau_1)} \) is strictly positive. Combining the above estimates, we have proven that (4.6) holds.

The second step is to use (4.6) and the fact that \( M_k \) is a subspace of \( \overline{M_k} \), in order to obtain

\[
(I - Q_k) \varphi \geq c \lambda_k^{-\theta_0}, \quad k = 1, 2, \ldots.
\]

Next, we prove that there exists a positive constant \( c \) such that

\[
(I - Q_k) \varphi \geq c \lambda_k^{-\theta_0}, \quad k = 1, 2, \ldots.
\]

Let \( \eta_k \) be a cutoff function which depends only on \( r \) and satisfies

\[
\eta_k(r) = 0 \text{ for } r \leq h_k, \quad \eta_k(r) = 1 \text{ for } r \geq 2h_k,
\]

\[
|\eta_k'(r)| \leq c/h_k, \quad |\eta_k''(r)| \leq c/h_k^2 \quad \text{for all } h_k \leq r \leq 2h_k, \quad k = 1, 2, \ldots,
\]

for some positive constant \( c \). For example, we can take

\[
\eta_k(r) = \frac{1}{2} + \frac{1}{2} \sin \left( \frac{\pi r}{h_k} - \frac{3\pi}{2} \right) \quad \text{on } [h_k, 2h_k].
\]

Then, \( \varphi = (1 - \eta_k) \varphi + \eta_k \varphi \) and \( \eta_k \varphi \in H^2(\Omega) \). Let \( \Pi_k : H^2(\Omega) \rightarrow M_k \) be the interpolant associated with \( T_k \). By applying standard approximation properties and (4.3) we obtain

\[
\|I - Q_k \varphi\| \leq \|(1 - \eta_k)(I - Q_k) \varphi\| + \|(I - Q_k) \eta_k \varphi\|
\leq \|(1 - \eta_k) \varphi\| + \|(I - \Pi_k) \eta_k \varphi\|
\leq \|(1 - \eta_k) \varphi\| + c h_k^2 \|\eta_k \varphi\|_{H^2(\Omega)}
\leq \|1 - \eta_k \varphi\| + c h_k^2 \|\Delta(\eta_k \varphi)\|_{L^2(\Omega)}.
\]

Using a simple computation in polar coordinates, and the estimates for the derivative of \( \eta_k \), we get

\[
\|1 - \eta_k \varphi\|^2 \leq c h_k^{2\theta_0}, \quad \text{for all } k = 1, 2, \ldots
\]

and

\[
h_k^2 \|\Delta(\eta_k \varphi)\|_{L^2(\Omega)} \leq c h_k^{\theta_0} \quad \text{for all } k = 1, 2, \ldots.
\]

Combining the above inequalities, we conclude that (4.8) is valid. Thus, (C) holds for the function \( \varphi \). Since the function \( u_R \) belongs to \( H^1_0(\Omega) \), we have

\[
\|(I - Q_k) u_R\|^2 \leq c \lambda_k^{-1}, \quad k = 1, 2, \ldots
\]

Therefore, the function \( \psi \) satisfies condition (C).
5. Applications to finite element convergence estimates

Let \( \Omega \) be a nonconvex polygonal domain in \( \mathbb{R}^2 \), with boundary \( \partial \Omega \), and with only one re-entrant corner of measure \( \omega \), and let \( s_0 = \pi/\omega \), \( \theta_0 = 1 - s_0 \). Let \( u \in H^1_0(\Omega) \) be the variational solution of (4.1) with \( f \in B_0^{-1+s_0}(\Omega) \), and let \( V_h \) be a finite dimensional approximation subspace of \( H^1_0(\Omega) \). We consider the discrete problem:

Find \( u_h \in V_h \) such that

\[
\int_\Omega \nabla u_h \cdot \nabla v \, dx = \int_\Omega f \, v \, dx \quad \text{for all } v \in V_h.
\]

Further, let us assume that

\[
\| u - u_h \|_{H^1(\Omega)} \leq c \| u \|_{H^1(\Omega)}, \quad \text{for all } u \in H^1_0(\Omega),
\]

and

\[
\| u - u_h \|_{H^1(\Omega)} \leq ch \| u \|_{H^2(\Omega)}, \quad \text{for all } u \in H^2(\Omega) \cap H^1_0(\Omega).
\]

By interpolation with \( p = \infty \) and \( s = 1 - s_0 \), from (5.2) and (5.3), we obtain that

\[
\| u - u_h \|_{H^1(\Omega)} \leq ch^{s_0} \| u \|_{H^2(\Omega) \cap H^1_0(\Omega), H^1_0(\Omega)} - s_0, \infty,
\]

for all \( u \in [H^2(\Omega) \cap H^1_0(\Omega), H^1_0(\Omega)]_{1-s_0, \infty} \), where \( c \) is a constant independent of \( h \).

We thus have the following result.

**Theorem 5.1.** Let \( u, u_h \) be the variational solutions of problems (4.1) and (5.1), respectively. Then, there exists a constant \( c \) independent of \( h \) such that

\[
\| u - u_h \|_{H^1(\Omega)} \leq ch^{s_0} \| f \|_{B_0^{-1+s_0}(\Omega)}, \quad \text{for all } f \in B_0^{-1+s_0}(\Omega).
\]

Consequently, for \( s_0 < s \leq 1 + s_0 \) there exists a constant \( c \), independent of \( h \) and \( s \), such that

\[
\| u - u_h \|_{H^1(\Omega)} \leq c(s - s_0)^{-1/2}h^{s_0} \| f \|_{H^{-1+s}(\Omega)}, \quad \text{for all } f \in H^{-1+s}(\Omega).
\]

and

\[
\| u - u_h \|_{H^{-1+s}(\Omega)} \leq c(s - s_0)^{-1}h^{2s_0} \| f \|_{H^{-1+s}(\Omega)}, \quad \text{for all } f \in H^{-1+s}(\Omega).
\]

**Proof.** Inequality (5.5) follows from (5.4) and Theorem 4.1 By (3.15) with \( \theta_0 = 1 - s_0 \) and \( \epsilon = s - s_0 \), (5.6) follows from (5.3). Inequality (5.7) is obtained using a standard duality argument. \( \square \)

Let us note that according to Theorem 4.1, the estimate (5.5) holds for \( f \) in the space \([L^2(\Omega)\psi, H^{-1}(\Omega)]_{1-s_0, \infty}\), where \( \psi \) is the function defined in the previous section.

It was proved in [14] that \( \| u - u_h \|_{H^1(\Omega)} \geq ch^{s_0} \), and \( \| u - u_h \|_{L^2(\Omega)} \geq ch^{2s_0} \), unless \( u \in H^{1+s_0}(\Omega) \). Further, in [26], for \( s \geq 1 \), it is shown that \( \| u - u_h \|_{H^{-1+s}(\Omega)} \geq ch^{2s_0} \), under the same condition. In general, we know that \( u \notin H^{1+s_0}(\Omega) \) even if \( f \) is regular. For example, this is the case if \( f \) is in \( L^2(\Omega) \) but not in \( L^2(\Omega)\psi \). Using Theorem 5.1, this means that

\[
\| u - u_h \|_{H^1(\Omega)} \approx ch^{s_0},
\]

and, for \( s > s_0 \),

\[
\| u - u_h \|_{H^{-1+s}(\Omega)} \approx c h^{2s_0}.
\]
In view of Theorem 5.2 does not hold with \( s = s_0 \). Nevertheless, by choosing an appropriate \( s \) (as a function of \( h \)) we can use (5.6) to deduce a similar estimate for \( f \in H^{-1+s_0}(\Omega) \).

**Theorem 5.2.** Let \( u, u_h \) be the variational solutions of problems (5.1) and (5.1), respectively. Then, there exists a constant \( c \), independent of \( h \), with \( h \leq e^{-1/2} \), such that

\[
\|u - u_h\|_{H^1(\Omega)} \leq c h^{s_0} (\log 1/h)^{1/2} \|f\|_{H^{-1+s_0}(\Omega)} \quad \text{for all } f \in H^{-1+s_0}(\Omega)
\]

and

\[
\|u - u_h\|_{H^{-1+s_0}(\Omega)} \leq c h^{2s_0} (\log 1/h) \|f\|_{H^{-1+s_0}(\Omega)} \quad \text{for all } f \in H^{-1+s_0}(\Omega).
\]

**Proof.** Let \( f \in H^{-1+s_0}(\Omega) \) and write \( f = f - Q_h f + Q_h f \). Next, we denote by \( u^h \) the solution of

\[
\int_{\Omega} \nabla u^h \cdot \nabla v \, dx = \int_{\Omega} Q_h f v \, dx \quad \text{for all } v \in H^1_0(\Omega).
\]

Since \( u - u^h \) is the solution of (5.1) with \( f = Q_h f \) instead of \( f \), we have

\[
\|u - u^h\|_{H^1(\Omega)} \leq c \|f - Q_h f\|_{H^{-1}(\Omega)},
\]

and from standard approximation properties we get

\[
\|f - Q_h f\|_{H^{-1}(\Omega)} \leq c h^{s_0} \|f\|_{H^{-1+s_0}(\Omega)}.
\]

Combining the two inequalities, we have

\[
(5.10) \quad \|u - u^h\|_{H^1(\Omega)} \leq c h^{s_0} \|f\|_{H^{-1+s_0}(\Omega)}.
\]

Next, using the estimate (5.6) of Theorem 5.1, a negative norms inverse inequality and the stability of the \( L^2 \) projection in \( H^{-1+s_0}(\Omega) \), we get

\[
\|u^h - u_h\|_{H^1(\Omega)} \leq c (s-s_0)^{-1/2} h^{s_0} \|Q_h f\|_{H^{-1+s_0}(\Omega)}
\]

\[
\leq c h^{s_0} (s-s_0)^{-1/2} h^{s_0-s} \|Q_h f\|_{H^{-1+s_0}(\Omega)}
\]

\[
\leq c h^{s_0} (s-s_0)^{-1/2} h^{s_0-s} \|f\|_{H^{-1+s_0}(\Omega)},
\]

where \( c \) is a constant independent of \( h \) and \( s \). The minimum of the function \( s \to (s-s_0)^{-1/2} h^{s_0-s} \) on the interval \( [s_0, 1+s_0] \) is \( (2 \log 1/h)^{1/2} \) and is attained for \( s = s_0 + (2 \log 1/h)^{-1} \), with \( h \leq e^{-1/2} \). Thus,

\[
(5.11) \quad \|u^h - u_h\|_{H^1(\Omega)} \leq c h^{s_0} (\log 1/h)^{1/2} \|f\|_{H^{-1+s_0}(\Omega)}.
\]

Finally, (5.8) follows from (5.10) and (6.11).

The estimate (5.9) follows from a duality argument. \( \square \)
References