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ABSTRACT. In this paper, we discuss the properties of curves of the form
$y^3 = f(x)$ over a given field $K$ of characteristic different from 3. If $f(x)$
satisfies certain properties, then the Jacobian of such a curve is isomorphic
to the ideal class group of the maximal order in the corresponding function
field. We seek to make this connection concrete and then use it to develop an
explicit arithmetic for the Jacobian of such curves. From a purely mathemat-
cal perspective, this provides explicit and efficient techniques for performing
arithmetic in certain ideal class groups which are of fundamental interest in
algebraic number theory. At the same time, it provides another source of
groups which are suitable for Diffie-Hellman type protocols in cryptographic
applications.

INTRODUCTION

Elliptic curves provide a beautiful introduction to the concept of the Jacobian
of a curve. In this, the most simple case, it is possible to show that the Jacobian is
isomorphic to the curve itself. Furthermore, the group structure can be described
in terms of the standard chord-secant, chord-tangent construction. This straight-
forward geometric description of the group law makes it possible to write down
explicit formulas for addition and inversion without using the more obscure and
difficult definition of the Jacobian. For higher genus curves, however, the Jacobian
is a variety of dimension equal to the genus, so this simpler geometric description
for the group law is missing. In the case of hyperelliptic curves, Cantor developed
an explicit arithmetic for the Jacobian using algebraic techniques (see [C]).

In both cases, the underlying group and the efficiency of the arithmetic have
made these objects practical for industrial implementation of cryptographic pro-
tocols in Diffie-Hellman type systems. This provides motivation for developing
analogous results in other algebraic settings, with such applications in mind.

The main purpose of this paper will be to make explicit the arithmetic of the
Jacobian for another class of curves and to establish connections to certain ideal
class groups. Such objects are of interest in both algebraic geometry and algebraic
number theory.

The focal point of this paper is to develop an arithmetic for the Jacobian of
these curves which is efficient enough for cryptographic applications. The work of
Galbraith, Paulus and Smart in [GPS] provides an explicit arithmetic in a more
general setting than what is presented here, but the generality of the context leads
to certain unavoidable inefficiencies. By handling a narrower class of curves and exploiting the underlying structure, it is possible to construct a better arithmetic.

In the next two sections of this paper, we will lay the foundation upon which the rest of this paper is based. The first defines the Jacobian of a curve and proposes various definitions that will be used herein. In the second section, an explicit isomorphism between the Jacobian of a curve and the ideal class group of its ring of regular functions (provided the curve is of a certain form) is constructed. It is from this equivalence that the arithmetic for our restricted class of curves will be derived.

Starting in Section 3, we will only consider curves of the form \( y^3 = f(x) \) defined over \( K \), a field of characteristic different from three, where \( f(x) \) is a monic polynomial with simple roots and degree not divisible by three. The next two sections of the paper will discuss invariants of the curve related to the ring of regular functions and the corresponding function field. The main interest in these sections lies in showing that the ring of regular functions has no units of infinite order and that there is a way to represent ideals uniquely.

In the fifth section of the paper, we will discuss the consequence of considering our restricted class of curves and what this allows us to deduce about the structure of their Jacobians. The results in this section rely heavily on the connection between the Jacobian and the ideal class group of the ring of regular functions. In particular, by exploiting the explicit isomorphism between these two objects, we will reduce the problem of performing arithmetic in the Jacobian of the curve to a matter of performing arithmetic in the ideal class group.

The remaining sections of the paper will focus on developing the various operations that are necessary for performing computations in the ideal class group, i.e., multiplication, inversion and reduction. In these sections we will present both lemmata and algorithms concerning computations with integral ideals. Algorithms will only be presented in support of the lemmata when there is some question as to how one would compute the necessary information.

1. Jacobians

We will restrict our attention to affine planar curves, i.e., to curves whose points may be described as the solution set to an equation of the form \( F(x, y) = 0 \) over some algebraically closed field \( \overline{K} \). If we have \( F(x, y) \in K[x, y] \), and there is a solution in \( K \times K \) to the equation \( F(x, y) = 0 \), then we say that the curve is defined over \( K \).

We will further suppose that our curve has a smooth affine planar model. This condition is equivalent to requiring the defining polynomial \( F(x, y) \) to have the property that there is no affine point in \( \overline{K} \times \overline{K} \) that simultaneously satisfies

\[
F(x, y) = 0, \quad \frac{\partial F(x, y)}{\partial y} = 0, \quad \text{and} \quad \frac{\partial F(x, y)}{\partial x} = 0.
\]

Finally, we will suppose that the smooth projective closure of the curve contains only one point that is not contained in the smooth affine planar model, and this point is defined over \( K \). This unique point will be called the point at infinity.

Inherently when we are speaking of a curve, we will start by fixing a model which satisfies the above criteria, since the criteria do not guarantee uniqueness of the model. Let \( C \) represent the fixed model of the curve that we have chosen, and consider the following definitions.
The ring of regular functions of \( C \) are maps from \( C \) to \( K \) that are quotients of polynomials on \( C \) with coefficients in \( \overline{K} \) and that are well defined for all points of \( C \). Since the model for our curve is smooth, this ring is isomorphic to \( \overline{K}[x, y]/(F(x, y)) \). We denote this ring by \( \overline{K}[C] \). If we wish to restrict our attention to those functions defined over \( K \), in which case we write \( K[C] \), then this ring is isomorphic to \( K[x, y]/(F(x, y)) \). Notice that this second definition only makes sense if \( C \) is defined over \( K \). The function field of \( C \) is the field of fractions of \( \overline{K}[C] \), which we denote by \( \overline{K}(C) \). A similar definition applies for \( K(C) \).

The Jacobian of a curve is a \( g \)-dimensional abelian variety, where \( g \) is the genus of the curve. For our purposes, we are only interested in the set of points on this variety which form an abelian group, and in particular, only those points defined over \( K \). It thus suffices to use the definition of the Jacobian given in [St].

A place \( P \) in \( K(C) \) corresponds to a discrete valuation ring \( \mathcal{O}_P \) such that \( \text{Frac}(\mathcal{O}_P) = K(C) \). We associate the maximal ideal in \( \mathcal{O}_P \) to \( P \) and denote it by \( m_P \). We define the valuation at \( P \), \( v_P \), as follows. For \( \alpha \in K(C)^* \cap \mathcal{O}_P \), we take \( v_P(\alpha) = n \), where \( n \) is the largest integer such that \( \alpha \in m_P^n \), and for \( \alpha \in K(C)^* \setminus \mathcal{O}_P \), we set \( v_P(\alpha) = -v_P(1/\alpha) \). The degree of a place is defined to be \( [\mathcal{O}_P/m_P : K] \). If \( P \) is a place of degree 1, then we may associate a point on the curve defined over \( K \) to \( P \) by examining the images of \( x \) and \( y \) in the residue map to \( K \); in this case, \( \mathcal{O}_P \) is the ring of functions which are regular at \( P \), i.e., do not have a pole at \( P \).

To each place, we may also associate a prime ideal of \( K[C] \) to \( P \) by defining \( \mathfrak{p} = m_P \cap K[C] \). Since the smooth projective closure only contains one point at infinity, there is a unique place in \( K(C) \) such that \( \mathfrak{p} \) is \( (0) \), and we will call this the place at infinity. It corresponds to the unique point in the projective closure at infinity, and has degree one by assumption. We will say that all other places are finite. Conversely, every nonzero prime ideal gives rise to a valuation on \( K[C] \), and hence corresponds to a unique place in \( K(C) \). We will frequently rely on this one-to-one correspondence between finite places and nonzero prime ideals of \( K[C] \).

**Definition 1.1.** The divisor group of \( C \), \( \text{Div}_K(C) \), is defined to be the free abelian group on the places in \( K(C) \). A divisor \( D \in \text{Div}_K(C) \) is a formal sum \( D = \sum_P m_P(P) \), where \( P \) ranges over all places in \( K(C) \). For all \( P \) we have \( m_P \in \mathbb{Z} \), and \( m_P = 0 \) for all but finitely many places. The degree \( \deg(D) \) of a divisor is equal to \( \sum_P m_P \deg P \).

It is easy to see from this definition that the divisors of degree zero over \( K \) form a subgroup. This gives rise to the following definition.

**Definition 1.2.** The divisor group of degree zero of \( C \), \( \text{Div}^0_K(C) \), is the subgroup of \( \text{Div}_K(C) \) containing all the divisors of degree zero.

Given an element \( \alpha \in K[C]^* \), we may assign a divisor to \( \alpha \) by taking \( m_P = v_P(\alpha) \) and setting \( \text{div}(\alpha) = \sum_P m_P(P) \). Since \( C \) is a smooth projective curve, we note that the degree of such a divisor is always zero.

**Definition 1.3.** A divisor \( D \) is called principal if \( D = \text{div}(\alpha) \) for some \( \alpha \in K(C)^* \).

The properties of valuation imply that the principal divisors form a subgroup of \( \text{Div}^0_K(C) \), denoted \( \text{Prin}_K(C) \). Using these two definitions, we can now define the Jacobian of a curve.
Definition 1.4. The points on the Jacobian of a curve $C$ over $K$ are
\[ J_C(K) \cong \text{Div}^0_K(C)/\text{Prin}_K(C). \]
We will say two divisors are equivalent if their difference is principal, and we will write $D_1 \sim D_2$.

Definition 1.5. Let $D \in \text{Div}^0_K(C)$. We will call $D$ finitely effective if, for all finite places $P$ in $K(C)$, $m_P \geq 0$.

Lemma 1.6. Every divisor $D \in \text{Div}^0_K(C)$ is equivalent to a finitely effective divisor.

Proof. Let $D \in \text{Div}^0_K(C)$ be a divisor such that $D$ is not finitely effective. Hence, there exists a finite place $P$ such that $m_P < 0$. Since $P$ is finite, the corresponding prime ideal $\mathfrak{P}$ is a nonzero ideal in $K[C]$ and hence there exists $\alpha \in \mathfrak{P}^{-m_P}$ with $\alpha \neq 0$. Therefore, $v_P(\alpha) \geq -m_P$. Furthermore, for any other finite place $P'$ we have $v_{P'}(\alpha) \geq 0$, since $K[C] \subseteq \mathcal{O}_{P'}$. Consider $D' = D + \text{div}(\alpha)$, which is also a divisor in $\text{Div}^0_K(C)$, but has the additional property that for all finite places $P'$, $m'_{P'} \geq m_{P'}$ and $m'_{P'} \geq 0$. Furthermore, $D'$ is equivalent to $D$ since $D' - D = \text{div}(\alpha)$. Since $D$ has only finitely many nonzero coefficients, by repeating this process we can find a finitely effective divisor equivalent to $D$. \qed

For the definitions that follow, we will assume that we have fixed a model for our curve. To this fixed model, we will associate a projection onto $\mathbb{A}^1$, the affine line. The ring of regular functions on $\mathbb{A}^1$ is $K[x]$, and its corresponding function field is $K(x)$. Its projective closure is called the projective line, and is denoted by $\mathbb{P}^1$. For our purposes, the projection will come from the canonical injection of $K[x]$ into $K[C]$, which induces a map $\Psi$ from $\text{Div}^0_K(\mathbb{P}^1)$ to $\text{Div}^0_K(C)$. For a divisor $D \in \text{Div}^0_K(\mathbb{P}^1)$, we will let $\overline{D} = \Psi(D) \in \text{Div}^0_K(C)$. The definitions given below are motivated by the common definitions used for hyperelliptic curves. We have generalized these notions to make sense in our broader setting.

Definition 1.7. Let $D$ be a finitely effective divisor in $\text{Div}^0_K(C)$. We will call $D$ semi-reduced if, for any divisor $D_1$ also of degree zero which is a nonempty subsum of $D$, $D_1$ is not equal to $\overline{D_2}$ for some $D_2 \in \text{Div}^0_K(\mathbb{P}^1)$.

Given a divisor $D$ in $\text{Div}_K(C)$, we will let $D^+$ denote the effective part of $D$, that is,
\[ D^+ = \sum_{\{P|m_P \geq 0\}} m_PP. \]

Lemma 1.8. Every divisor $D$ in $\text{Div}^0_K(C)$ is equivalent to a semi-reduced divisor.

Proof. By Lemma 1.6, it is sufficient to prove the result for finitely effective divisors. Let $D$ be a finitely effective divisor in $\text{Div}^0_K(C)$. Assume there exists a divisor $D_1$ also of degree zero which is a nonempty sub-sum of $D$, such that $D_1$ is equal to $\overline{D_2}$ for some $D_2 \in \text{Div}^0_K(\mathbb{P}^1)$. However, the Jacobian of the projective line is trivial, so $D_2 \sim 0$ and hence $\overline{D_2} \sim 0$. Therefore, $D - D_1 \sim D$ is also finitely effective, and $\deg(D - D_1)^+ < \deg D^+$. After finitely many iterations, we will arrive at a finitely effective divisor equivalent to $D$ which is semi-reduced. \qed

The impetus for the previous definition is to eliminate some of the useless information from a divisor. Our goal will be to find a unique representative in each divisor class, and hence yield a way of describing elements in the Jacobian uniquely. To that end, we will use the following definition.
Definition 1.9. If $D$ is a finitely effective divisor, then we call $D$ reduced if deg $D^+ \leq g$ and $D$ is semi-reduced.

Lemma 1.10. Every divisor class contains a reduced divisor.

Proof. Applying Lemma 1.6 again, we note that it suffices to prove the result for finitely effective divisors. Let $D_1$ be a finitely effective divisor and $d = \text{deg } D_1^+$. If $d > g$, then, by the Riemann-Roch Theorem,
\begin{align*}
L(D_1^+ - (d-g)\infty) &= \text{deg}(D_1^+ - (d-g)\infty) - g + 1 \\
&= L(W - (D^+ - (d-g)\infty)) \geq g - g + 1 \geq 1
\end{align*}
(where $W$ is a canonical divisor for the curve). Therefore, there exists an $\alpha \in L(D_1^+ - (d-g)\infty)$ with $\alpha \notin K$. If $d \leq g$, we may take $\alpha \in K^*$. Hence, $D_2 = D_1 + \text{div}(\alpha)$ is also a finitely effective divisor, and $d_2 = \text{deg } D_2^+ \leq g$. Following the proof of Lemma 1.8, we may find a semi-reduced divisor $D_3 \sim D_2$ which has the property that deg $D_3^+ \leq d_2$. $D_3$ is therefore a reduced divisor which is equivalent to $D$.

From a geometric perspective, this merely shows that the $g$-fold symmetric product of the curve maps onto the Jacobian. For hyperelliptic curves, this is all that needs to be said. That is, if $D$ is a reduced divisor in a given class, then it is the unique reduced divisor in that class. However, for cubic function fields of genus larger than 2, this is not always the case. We will demonstrate that there can exist two reduced divisors in a given class in this more general situation (see Example 5.6). Hence, we need to be more restrictive if we want to represent divisor classes uniquely.

Definition 1.11. Let $D$ be a finitely effective divisor in $\text{Div}^0_K(C)$. We will call $D$ distinguished if, for all other finitely effective divisors $D_1$, $D \sim D_1$ and deg $D_1^+ \leq$ deg $D^+$ imply $D = D_1$.

Naturally, this definition is not ideal, because there is no way of knowing a priori if such a divisor exists in a given class, nor does it give an easy way to verify if a divisor is distinguished. Since every divisor class contains a reduced divisor, however, we can make the following observation.

Lemma 1.12. If $D$ is a distinguished divisor, then $D$ is reduced.

Thus, we have established a hierarchy for divisors. Distinguished divisors are the most restricted type of divisors, and from Lemma 1.12 we know that distinguished implies reduced. We have also shown that every divisor class contains a reduced divisor (Lemma 1.10), and from the definitions, it follows that a reduced divisor is semi-reduced. Finally, semi-reduced divisors are, by definition, finitely effective.

2. The Jacobian as an ideal class group

Using the above construction for performing computations in the Jacobian of a curve can prove to be cumbersome. Fortunately, we are able to circumvent this difficulty by exploiting the relationship between the Jacobian and the ideal class group of $K[C]$.

Let $\mathcal{I}(K[C])$ represent the group of fractional ideals of $K[C]$, and $\mathcal{P}(K[C])$ represent the subgroup of principal fractional ideals. The ideal class group of $K[C]$ is $\mathcal{I}(K[C])/\mathcal{P}(K[C])$.
Definition 2.1. Let $I$ be a fractional ideal in $\mathcal{I}(K[C])$. $I$ is said to be integral if $I$ is also an ideal in $K[C]$.

We have already fixed an embedding $K[x] \hookrightarrow K[C]$. If $J \subseteq K[x]$ is an ideal, we will let $J^c$ denote the ideal that comes from extending $J$ to an ideal in $K[C]$ induced by the natural inclusion of rings.

Definition 2.2. We will call a nonzero ideal $I$ of $K[C]$ primitive if the only ideal $J$ of $K[x]$ having the property that $I \subseteq J^c$ is $K[x]$.

Given a nonzero prime ideal in $K[C]$, we may define the degree of $\mathfrak{P}$ to be $[K[C]/\mathfrak{P} : K]$. Since we have fixed a smooth model for our curve, $K[C]$ is a Dedekind domain and every integral ideal may be factored uniquely into a product of prime ideals. Hence we may extend this definition of degree to any nonzero ideal by first factoring the ideal into a product of primes, and then taking the summation of the corresponding degrees, counting with appropriate multiplicity.

Definition 2.3. Let $I$ be an integral ideal of $K[C]$. We will say that $I$ is reduced if $\deg I \leq g$.

It will turn out that every ideal class contains at least one reduced ideal, and may in fact contain more than one. Hence, we will need the following definition.

Definition 2.4. Let $I$ be an integral ideal of $K[C]$. We will say that $I$ is distinguished if for any other integral ideal $J$ equivalent to $I$, $\deg J \leq \deg I$ implies $J = I$.

As with divisors, we now have a hierarchy of ideals. Distinguished implies reduced, reduced implies primitive, and all primitive ideals are, by definition, integral. In what follows, we will solidify the correspondence between ideals and divisors, and prove that the hierarchy outlined here is the same as the one constructed for divisors.

Theorem 2.5. Let $C$ be a smooth affine planar curve whose smooth projective closure contains only one point at infinity, and it is defined over $K$. Then $J_K(C)$ is isomorphic to the ideal class group of $K[C]$.

Proof. Assume $C$ is a smooth affine planar curve with the model $f(x, y) = 0$, and let $\bar{C}$ denote the smooth projective closure of $C$. The Jacobian of $C$ is the degree 0 part of the Weil class group of $\bar{C}$. We note that $C$ is an open subvariety of $\bar{C}$, since $\bar{C} \setminus \infty = C$. We thus have the following short exact sequence:

$$0 \rightarrow \mathbb{Z} \rightarrow \text{Cl}(\bar{C}) \rightarrow \text{Cl}(C) \rightarrow 0.$$ 

The map from $\text{Cl}(\bar{C})$ to $\text{Cl}(C)$ is induced by the inclusion of $C \rightarrow \bar{C}$, so it is necessarily surjective. The kernel of the map consists of exactly those divisors with support outside $C$. Hence, the map on the left is defined by $1 \rightarrow I(\infty)$. This map is injective because $\bar{C}$ is a smooth projective curve, whereby all principal divisors have degree 0. But, now we note that $\text{Cl}(\bar{C})/\langle \infty \rangle \cong J_K(C)$, whence we have an isomorphism of $J_K(C) \cong \text{Cl}(C)$. $C$ is a smooth affine curve, so as a variety it is isomorphic to $\text{Spec} K[x, y]/(f(x, y))$, and furthermore, $K[x, y]/(f(x, y))$ is a Dedekind domain. However, for Dedekind domains, we know that the Weil class group is isomorphic to the ideal class group of the ring. □
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In fact, the proof gives us a way to construct an explicit map between the Jacobian and the ideal class group. As mentioned in the previous section, the finite places of $K(C)$ are in one-to-one correspondence with the nonzero prime ideals of $K[C]$ via the association $\mathfrak{P} = m_P \cap K[C]$. If we take $D = \sum P m_P P$ to be a divisor of degree zero, then we define the map

$$\Psi : \bigoplus_{P \text{ finite}} m_P \mathfrak{P} \mapsto \prod_{P \text{ finite}} \mathfrak{P}^m P.$$

The ideal associated to $D$ will be denoted by $I_D$, and is defined by this map. This map is an isomorphism between $\text{Div}^0_{K}(C)$ and $\mathcal{I}(K[x])$, which induces the isomorphism described in the previous theorem. Exploiting this relationship, we can equate the definitions for divisors to those given above for ideals.

For example, it is now easy to see that $D$ is a finitely effective divisor if and only if the ideal $I_D$ is integral. Furthermore, since the ring $K[C]$ is a Dedekind domain, divides and contains are equivalent notions for ideals. Therefore any nonprimitive ideal may be written as the product of a primitive ideal and a principal ideal, where the principal ideal is generated by an element in $K[x]$. This gives us an equivalence between semi-reduced divisors and primitive ideals.

**Lemma 2.6.** If $D$ is a finitely effective divisor, then $D$ is semi-reduced if and only if $I_D$ is primitive.

**Proof.** By Theorem 2.5, we also obtain an isomorphism between $J_K(P^1)$ and the ideal class group of $K[x]$. The lemma follows from the following commutative diagram and the above definitions.

$$\begin{array}{ccc}
\text{Div}^0_{K}(C) & \xrightarrow{\cong} & \mathcal{I}(K[C]) \\
\uparrow & & \uparrow \\
\text{Div}^0_{K}(P^1) & \cong & \mathcal{I}(K[x]) \quad \Box
\end{array}$$

**Lemma 2.7.** Let $D$ be a finitely effective divisor. Then $\deg(D^+) = \deg I_D$.

**Proof.** Let $P$ be a finite place of $K[C]$. The degree of $P$ is defined as $[\mathcal{O}_P/m_P : K]$, and for the corresponding prime $\mathfrak{P}$, it is defined as $[K[C]/\mathfrak{P} : K]$. We merely note that $\mathcal{O}_P/m_P \cong K[C]/\mathfrak{P}$, and hence the corresponding degrees are equal. \qed

Combining the previous two lemmata, we may deduce the following results.

**Lemma 2.8.** Let $D$ be a divisor and $I_D$ its corresponding ideal. Then $D$ is reduced if and only if $I_D$ is reduced.

**Lemma 2.9.** Let $D$ be a divisor and $I_D$ its corresponding ideal. Then $D$ is distinguished if and only if $I_D$ is distinguished.

3. THE FUNCTION FIELD OF A PURELY CUBIC CURVE

We will consider $K$ to be a field of characteristic different from 3, and let $\overline{K}$ be its algebraic closure. Define a purely cubic curve $C$ over $K$ to be a curve which admits a model of the form

$$y^3 = f(x), \quad \text{with } f(x) \in K[x]\backslash K.$$

If $f(x)$ has no repeated roots, then $C$ is a smooth affine curve. From here on, we will restrict our attention to curves of this form, with the added constraint that
$f(x)$ must be monic. Since our curve is nonsingular, the ring of regular functions is isomorphic to $K[x,y]/(y^3 - f(x))$; we will let $K(C)$ denote its field of fractions.

When working with the function field $K(C)$, it helps to exploit the analogy between function fields and number fields. We will implicitly take advantage of this relationship, and the reader should keep this in mind when looking for motivation of the techniques employed. The function field $K(C)$ may be considered as a cubic extension $K(x, y)$ over $K(x)$ with $y^3 - f = 0$. If $K$ contains a primitive cube root of unity, which we will call $\zeta_3$, then there are two natural nontrivial automorphisms of the curve, given by

$$\sigma : x \mapsto x, \quad y \mapsto \zeta_3 y,$$

$$\sigma^2 : x \mapsto x, \quad y \mapsto \zeta_3^2 y.$$ These automorphisms correspond to the nontrivial elements of a Galois group $G$ of $K(C)$ over $K(x)$. Regardless of whether the primitive cube root of unity is in the ground field, the norm map $N : K(C) \to K(x)$ is well defined. For an ideal $I$, a suitable notion for norm is the unique monic polynomial in $K[x]$ that generates the ideal $\left( \prod_{\sigma \in G} \sigma(I) \right) \cap K[x]$. The norm of an element $\alpha \in K[C]$ is defined to be $\prod_{\sigma \in G} \sigma(\alpha)$. Since every element of $K(C)$ may be written as $ay^2 + by + c$, with $a, b, c \in K(x)$, the norm of such an element is

$$N(ay^2 + by + c) = a^3 f^2 + (b^3 - 3abc)f + c^3.$$  

Although not immediately obvious, the fact that the norm has this shape means that the function field, or more precisely the ring of regular functions, has two very nice properties. They both follow from the following proposition.

**Proposition 3.1.** Let $\alpha = ay^2 + by + c \in K[C]$, where $C$ is defined by the nonsingular equation $y^3 = f(x)$. If 3 does not divide the degree of $f(x)$, then

$$\deg N(\alpha) = \max\{\deg a^3 f^2, \deg b^3 f, \deg c^3\}.$$  

**Proof.** We note the following congruences:

$$\deg a^3 f^2 \equiv 2 \deg f, \quad \deg b^3 f \equiv \deg f, \quad \deg c^3 \equiv 0 \pmod{3}.$$  

Since $\deg f \not\equiv 0 \pmod{3}$, the degrees of $a^3 f^2$, $b^3 f$ and $c^3$ must all lie in distinct residue classes modulo 3. This reduces the proof of the proposition to showing that $\deg(3abc f) < \max\{\deg a^3 f^2, \deg b^3 f, \deg c^3\}$. If this inequality were not true, then one of three conditions must occur.

Assume $\deg a^3 f^2 = \max\{\deg a^3 f^2, \deg b^3 f, \deg c^3\}$ and $\deg 3abc f \geq \deg a^3 f^2$. Using the additive property of degrees and cancelling the like terms on both sides of the inequality, we have that $2 \deg a + \deg f \leq \deg b + \deg c$. Hence, either $\deg b \geq \deg a + \frac{1}{3} \deg f$ or $\deg c \geq \deg a + \frac{2}{3} \deg f$. If the former is true, then $\deg b^3 f \geq \deg a^3 f^2$, and if the latter, is true then $\deg c^3 \geq \deg a^3 f^2$. Either way, we have contradicted the maximality of $\deg a^3 f^2$ with respect to the other two terms.

A similar argument holds for the remaining two cases.  \hfill $\square$

Using the above proposition, one can deduce that there are no units of infinite order in $K[C]$. Combining this with the Riemann-Hurwitz formula, it then becomes possible to calculate the genus of the curve. These results also follow from Theorem 2.1 of [SchSt].
Corollary 3.2. Let \( C \) be a purely cubic curve with a smooth affine model of the form \( y^3 = f(x) \) with \( f(x) \) a monic polynomial in \( K[x] \). Set \( n \) equal to the degree of \( f(x) \). If 3 does not divide \( n \), then \( K(C) \) is a rank 0 cubic function field. Moreover, \( K[C]^* = K^* \) and \( C \) has genus equal to \( n - 1 \).

Another interesting consequence of Lemma 3.1 is that assigning a weight of 3 to \( x \) and a weight of \( \deg f \) to \( y \) yields an ordering of the monomials in \( K[C] \). This, in fact, allows for Gröbner basis computations and may be used to prove the existence of a unique element of minimal norm (up to multiplication by elements in \( K^* \)) in a given ideal. We will discuss this in more detail later when it becomes relevant. However, for the application in which we are interested, using this approach would lead to rather slow computations, so we will develop explicit techniques for doing calculations in this ring using other methods.

4. Ideals of \( K[C] \)

Since we will derive our arithmetic by exploiting the connection between the ideal class group of \( K[C] \) and the Jacobian, it is necessary to discuss how ideals in this ring may be represented. Although this ring is a Dedekind domain and we could represent ideals with two generators, it will be easier and more convenient to use a canonical basis representation. That is, our representations will be with respect to \( K[x] \), since all ideals are rank 3 free modules over this ring. For further details on this subject, in the case of cubic function fields, we refer the reader to [Sch].

Any primitive ideal \( I \) in \( K[C] \) has a basis as a free \( K[x] \)-module of the form \([s, s'(u+y), v+wy+y^2]\), where \( s, s', u, v \) and \( v \) are polynomials in \( K[x] \) (see Corollary 4.4 [Sch]). In general, the square bracket notation \([ [ \ ]]\) will denote a \( K[x] \) basis for an ideal, while the angled bracket notation \(( ⟨ ⟩ \)) will denote a \( K[C] \) generating set for an ideal. There are various conditions that need to be satisfied for a canonical basis to form a proper ideal in \( K[C] \). We omit a comprehensive treatment of them, instead directing the reader to [Sch]. Here is a list of the properties we will find most useful:

\[
\begin{align*}
  s' | s, & \quad u^3 \equiv -f \pmod{s/s'}, \\
  v - uw + u^2 & \equiv 0 \pmod{s/s'}, \\
  uv - uw^2 & \equiv f - vw \pmod{s}.
\end{align*}
\]

If we restrict our attention to ideals with a canonical basis of the form \([s, s'(u+y), v+wy+y^2]\), i.e., \( s' = 1 \), it is easy to deduce that \([s, u+y, v+wy+y^2] = \langle s, u+y \rangle \) using the congruences stated above. Furthermore, if we consider an ideal of the form \([s, sy, v+wy+y^2]\), it is also straightforward that \([s, sy, v+wy+y^2] = \langle s, v+wy+y^2 \rangle \).

The canonical representation can be used to uniquely represent an ideal provided we place certain restrictions on these polynomials. In particular, by Corollary 4.2 of [Sch], it is clear that the polynomials \( s, s', u, v \), and \( w \) as defined in a minimal canonical basis below are unique.

Definition 4.1. Let \( I \) be a primitive ideal in \( K[C] \), with a canonical basis

\([s, s'(u+y), v+wy+y^2]\).
This basis will be called a minimal canonical basis if it satisfies the following properties:

- $s$ and $s'$ are monic,
- the degrees of $s'u$ and $v$ are less than the degree of $s$,
- the degree of $w$ is less than the degree of $s'$.

The norm of an ideal, given by $[s, s'(u + y), v + wy + y^2]$ with $s$ and $s'$ monic, is $ss'$ (again, see [Sch]). Considering the action of the Galois group, we also have the following correlation between the degree of an ideal and the degree of the norm.

**Lemma 4.2.** If $I$ is an integral ideal, then $\deg I = \deg N(I)$.

It will also be to our benefit to discuss what the prime ideals in $K[C]$ look like. Since $f$ was chosen to be square-free, we have 4 types of prime ideals, under the classifications given in [Sch]. We will use a different nomenclature here for convenience.

**Ramiﬁed** primes correspond to ideals in $K[C]$ such that $\mathfrak{p}^3 = (p)$ where $p = p(x)$ is an irreducible polynomial in $K[x]$.

**Partially split** primes correspond to ideals in $K[C]$ such that there exist two distinct prime ideals $\mathfrak{p}$ and $\mathfrak{p'}$ with $\mathfrak{p}\mathfrak{p'} = (p)$ for some irreducible polynomial $p = p(x)$ in $K[x]$.

**Completely split** primes correspond to ideals in $K[C]$ for which there exist three distinct prime ideals $\mathfrak{p}$, $\mathfrak{p'}$ and $\mathfrak{p''}$ such that $\mathfrak{p}\mathfrak{p'}\mathfrak{p''} = (p)$ for some irreducible polynomial $p = p(x)$ in $K[x]$.

**Inert** primes are prime ideals generated by an irreducible polynomial in $K[x]$.

This classiﬁcation becomes much more intuitive if we assume that $K$ does contain a primitive cube root of unity. Then, partially split primes do not occur. For completely split primes, we may take $\mathfrak{p'}$ to be $\sigma(\mathfrak{p})$ and $\mathfrak{p''}$ to be $\sigma^2(\mathfrak{p})$. In some sense, the choice given for completely split primes should be made to agree with this choice, i.e., we may extend $K$ to include a primitive cube root of unity, and then deﬁne $\mathfrak{p'} = \sigma(\mathfrak{p}) \cap K[C]$.

We will find it beneﬁcial to be able to write an arbitrary primitive ideal as the product of two ideals with a very speciﬁc form. In [Sch], a complete description is given for the canonical basis of products of prime ideals lying above the same irreducible in $K[x]$. Using this description, we may deduce that

\[(4.2) \quad [s, s'(u + y), v + wy + y^2] = \left[\frac{s}{s'}, u + y, v + wy + y^2\right][s', s'y, v + wy + y^2],\]

and, by previous arguments, this is equal to

\[(4.3) \quad \left\langle \frac{s}{s'}, u + y \right\rangle \left\langle s', v + wy + y^2 \right\rangle.\]

5. The ideal class group of $K[C]$  

Our goal in this section will be to glean what information we can about the Jacobian of $C$ by using the analogy with the ideal class group. Of primary importance will be determining if two elements lie in the same class. We have shown that we only need to examine distinguished and reduced ideals. In this section, we will give necessary and sufﬁcient conditions for an ideal to be distinguished.

Our ﬁrst goal is to determine whether or not a distinguished element exists in every class. Fortunately, we have placed sufﬁcient limitations on our curve that will force such elements to exist, as was true for hyperelliptic curves.
Theorem 5.1. Every nonzero ideal contains a nonzero element of minimal norm which is unique up to multiplication by an element in $K^*$.

Proof. Let $I$ be a nonzero integral ideal in $K[C]$. Assigning a weight of 3 to $x$ and a weight of $\deg f$ to $y$, we obtain a strict ordering of the monomials in $K[C]$ written in the standard form. If $\alpha_1 = a_1y^2 + b_1y + c_1$ and $\alpha_2 = a_2y^2 + b_2y + c_2$ are two elements in a given ideal whose norms have the same degree but are not constant multiples of each other, then, applying Lemma 3.1, we see that one of the following three conditions must hold. The first possibility is $\deg a_1 = \deg a_2$ and $\deg N(\alpha_1) = \deg a_2^1f^2$, in which case we let $k \in K^*$ be the quotient of the leading term in the polynomial $\alpha_1$ by the leading term in the polynomial $\alpha_2$. Then $\alpha_3 = \alpha_1 - ka_2$ is also a nonzero element of the ideal, and the degree of $N(\alpha_3)$ is less than the degree of $N(\alpha_1)$. The other two cases occur when both $\deg b_1 = \deg b_2$ and $\deg N(\alpha_1) = \deg b^1_2f$, and when both $\deg c_1 = \deg c_2$ and $\deg N(\alpha_1) = \deg c^1_2$. Arguing in a similar fashion, we may find a nonzero element of the ideal whose norm has smaller degree. This completes the proof of the theorem. □

Corollary 5.2. Every ideal class contains a (unique) distinguished ideal.

Proof. Let $I$ be a nonzero integral ideal in $K[C]$. By the previous theorem, we may find a nonzero element $\alpha$ of minimal norm. We then note that the ideal $I' = \langle \alpha \rangle I^{-1}$ is also integral and primitive. If $I_1$ is an ideal equivalent to $I'$ with $\deg N(I_1) \leq \deg N(I')$, then $I_1I = \langle \alpha' \rangle$, with $\alpha' \in I$. But $\deg N(I') = \deg N(\alpha) - \deg N(I) \geq \deg N(I_1) = \deg N(\alpha') - \deg N(I)$, which implies that $\deg N(\alpha) \geq \deg N(\alpha')$. Combining this with the fact that $\alpha$ is unique up to multiplication by an element in $K^*$, we have that $\alpha' = k\alpha$ for some $k \in K^*$, and hence $I' = I_1$. This proves that every inverse class contains a unique distinguished ideal. □

Combining this result with Lemma 2.3, we may conclude the following (in a more general context, we refer the reader to [CPS]).

Corollary 5.3. Every divisor class contains a (unique) distinguished divisor.

Now that we know that distinguished elements exist, we would like to consider their size. By Lemma 1.12, a necessary condition for a semi-reduced divisor $D$ to be distinguished is $\deg D^+ \leq g$. We will now attempt to derive a sufficient condition for a semi-reduced divisor to be distinguished.

Proposition 5.4. Let $I$ be a primitive ideal such that $\deg N(I) < \frac{2}{3}g + 1$. Then $I$ is distinguished.

Proof. Assume that $I_1$ is a primitive ideal such that $\deg N(I_1) < \frac{2}{3}g + 1$ and $I_1$ is not distinguished. Then there exists a primitive ideal $I_2$ which is distinguished and equivalent to $I_1$. Furthermore, since $I_2$ is distinguished, we must have $\deg N(I_1) > \deg N(I_2)$. For an ideal $I$, let $I' = \sigma(I)\sigma^2(I) \cap K[C]$, which is a proper ideal in $K[C]$. Since $I_1$ and $I_2$ are equivalent, $I_1I_2$ and $I_1I_2$ are both principal. Neither of these two ideals can have a generator in $K[x]$, or else $I_1 = I_2$, since they are both primitive. Instead, we must have $I_1I_2 = \langle d(ay^2 + by + c) \rangle$ and $I_1I_2 = \langle d'(a'y^2 + b'y + c') \rangle$, where $a, b, c, d, a', b', c', d' \in K[x]$, with $GCD(a, b, c) = GCD(a', b', c') = 1$, $a = 0 \Rightarrow b \neq 0$ and $a' = 0 \Rightarrow b' \neq 0$. Now we know that $I_1I_2I_1I_2 = \langle u \rangle$ for some $u \in K[x]$, because it is the ideal generated by $N(I_1I_2)$. Therefore,

$$d(ay^2 + by + c)d'(a'y^2 + b'y + c') = ku,$$
where \( k \in K[C]^* = K^* \). If both \( a, a' \) are 0 (so that \( b \) and \( b' \) are not), this simplifies to \( dd'(bb'y^2 + (bc' + b')y + cc') = ku \). Since this is a basis representation, \( bb' \) must also be zero, implying that \( b \) or \( b' \) is zero, a contradiction. Hence either \( a \) or \( a' \) is nonzero. We note that the norm of an element \( ay^2 + by + c \) with \( a \) nonzero is at least \( 2g + 2 \). Thus, we have that either
\[
\deg N(I_1) + 2(\deg N(I_1 - 1) \geq \deg N(I_1) + 2 \deg N(I_2) = \deg N(I_1 I_2)
\]
\[
= \deg N(d(ay^2 + by + c)) \geq 2g + 2
\]
or
\[
2 \deg N(I_1) + (\deg N(I_1 - 1) \geq \deg N(I_1^2) + \deg N(I_2) = \deg N(I_1 I_2)
\]
\[
= \deg N(d'(a'y^2 + b'y + c')) \geq 2g + 2.
\]
\[\square\]
Using Lemma 2.7, we derive the following corollary.

**Corollary 5.5.** Let \( D \) be a semi-reduced divisor such that \( \deg D^+ < \frac{2}{3}g + 1 \). Then \( D \) is distinguished.

Hence, we now know that a sufficient condition for a semi-reduced divisor \( D \) to be distinguished is \( \deg D^+ < \frac{2}{3}g + 1 \). Comparing this with our necessary condition, we see that there is a gap between these conditions when the genus is larger than 2. We note that this is in contrast to the situation that arises with hyperelliptic curves, where \( D \) is reduced if and only if \( D \) is distinguished. At first glance, one might hope to close this gap and show that for cubic function fields, all reduced divisors are distinguished. However, this is not possible. We give an example to demonstrate where the problem may arise.

**Example 5.6.** We start by considering the curve
\[
C : y^3 = x^4 - 1 \quad \text{over} \quad K,
\]
where \( K \) is a field of characteristic different from 2 or 3 (note that this curve is nonsingular under these restrictions). We consider the following two primitive ideals:
\[
I_1 = [x - 1, (x - 1)y, y^2] \quad \text{and} \quad I_2 = [x^3 + x^2 + x + 1, y, y^2].
\]
It is relatively easy to see that \( I_1 = (x - 1, y^2) \) and \( I_2 = (x^3 + x^2 + x + 1, y) \). The ideals therefore have degree 2 and 3 respectively, and, since the curve has genus 3, this implies they are both reduced ideals. However, we also note that
\[
I_1[x - 1, y, y^2] = (x - 1) \quad \text{and} \quad I_2[x - 1, y, y^2] = (y),
\]
since \( \langle x - 1, y \rangle^3 = \langle x - 1 \rangle \) and \( \langle x - 1, y \rangle\langle x^3 + x^2 + x + 1, y \rangle = \langle y \rangle \). This implies that \( I_1 \) and \( I_2 \) lie in the same equivalence class, and \( I_1 \) has smaller degree than \( I_2 \), so \( I_2 \) is not distinguished. In fact, by Corollary 5.5, we see that \( I_1 \) must be the unique distinguished ideal in this class. In terms of the Jacobian, if we set
\[
P_1 = (1, 0), \quad P_2 = (-1, 0), \quad P_3 = (i, 0), \quad \text{and} \quad P_4 = (-i, 0),
\]
where \( i^2 = -1 \), then
\[
3P_1 - 3(\infty) \sim 0 \quad \text{and} \quad P_1 + P_2 + P_3 + P_4 - 4(\infty) \sim 0.
\]
Therefore,
\[
2P_1 - 2(\infty) \sim P_2 + P_3 + P_4 - 3(\infty),
\]
which gives us the analogous example for reduced divisors.
Unfortunately, a combinatorial argument also shows that there must exist primitive ideals whose norms have degree equal to the genus, which are distinguished since the Jacobian has size roughly \( q^2 \). A consequence of this is that there is no hope of pushing the bound for the degree in the necessary condition down to meet the bound for the degree in the sufficient condition. The proof for the sufficient condition also indicates a method for constructing ideals whose degrees are just above \( \frac{2}{3} q + 1 \) and are not distinguished. The example given above was constructed using precisely this method; i.e., we search for a polynomial \( f \) such that \( f + a^3 \) has two factors, one with degree less than or equal to one third the genus and the remaining factor having degree less than or equal to the genus. Computationally, this is not a serious concern, since we will present an algorithm for determining the distinguished element in a given class. Now that we know the size of reduced ideals/divisors, it is possible to quantify the amount of storage space required to uniquely represent such an element.

**Corollary 5.7.** The minimal canonical basis of a distinguished ideal may be represented with at most \( 3g \) elements in the finite field.

**Proof.** By Definition 4.1 the total space required is
\[
\deg s + \deg s' + (\deg u + 1) + (\deg v + 1) + (\deg w + 1)
\leq \deg s + \deg s' + (\deg s - \deg s') + \deg s + \deg s'
= 3 \deg s + \deg s'.
\]
Since the ideal is reduced, the norm of the ideal has degree less than or equal to the genus. The norm of the ideal is \( ss' \), and hence we achieve the desired result. \( \square \)

We will show later on that we can do slightly better than this using a different representation. The cost of using the alternate representation will be a small precomputation to determine the canonical basis of the ideal.

6. **Ideal inversion and division in \( K[C] \)**

For the remainder of the paper, we will assume that all ideals under consideration are represented by a minimal canonical basis. If this is not the case, we will still obtain a proper canonical basis, but not necessarily the minimal one.

Strictly speaking, we will not be computing the inverse of an ideal, since we only want to work with integral ideals. Instead, we compute a primitive ideal in the class of the inverse of a given ideal.

**Lemma 6.1.** If \( I_1 = [s_1, s'_1(u_1 + y), v_1 + w_1 y + y^2] \), then \( I_2 = \langle s_1 \rangle I_1^{-1} \) is given by \( I_2 = [S, S'(U + y), V + Wy + y^2] \), where
\[
S = s_1, \quad S' = s_1/s'_1, \quad U = -w_1, \\
W = -u_1, \quad \text{and} \quad V = w_1 u_1 - v_1.
\]

**Proof.** Since \( s_1 \in I_1 \), it is clear that \( \langle s_1 \rangle I_1^{-1} \) is an integral ideal. We only need to show that the above choices provide a correct \( k[x] \) basis for \( I_2 \). One easily verifies that the basis constructed above satisfies the criteria for a minimal canonical basis. We use the fact that \( I_1 I_2 = \langle s_1 \rangle \) to deduce information about the basis. We first note that \( s_1 \in I_2 \) and therefore \( |s_1|S \). Furthermore, \( S(v_1 + w_1 y + y^2) \in \langle s_1 \rangle \), which implies that \( s_1 |S \) and hence \( S = s_1 \). Examining norms, we see that
\[
s_1^3 = N(\langle s_1 \rangle) = N(I_1 I_2) = s_1 s'_1 SS'.
\]
Since \( S = s_1 \), this implies that \( S' = s_1/s'_1 \). We also know that
\[
S'(U + y)(v_1 + w_1 y + y^2) \in \langle s_1 \rangle \Rightarrow s_1|S'(U + w_1) \Rightarrow s'_1(U + w_1).
\]

Since we are looking for the minimal canonical basis of \( I_2 \), \( \deg(SU) < \deg s_1 \). This forces \( \deg U < \deg s'_1 \), and it must satisfy the relation \( U \equiv -w_1 \pmod{s'_1} \). But, \( \deg w_1 < \deg s'_1 \), so \( U \) must be equal to \(-w_1\). Now consider the product \( s'_1(u_1 + y)(V + Wy + y^2) \in \langle s_1 \rangle \). Examining the coefficient of \( y^2 \), we deduce that \( s_1|s'_1(u_1 + W) \Rightarrow W \equiv -u_1 \pmod{s_1} \). However, we have already shown that \( s_1|s'_1 = S' \), and \( \deg u_1 < \deg(s_1/s'_1) \), whereby \( W = -u_1 \). Finally, we consider \((V + Wy + y^2)(v_1 + w_1 y + y^2) \in \langle s_1 \rangle \Rightarrow s_1|w_1W + V + v_1 \). This implies \( V \equiv -w_1W - v_1 \pmod{s_1} \). Since \( V \) is uniquely determined mod \( S \) and \( S = s_1 \), a comparison of degrees shows that \( V = -w_1W - v_1 = w_1 u_1 - v_1 \).

We can use this lemma to show that, in fact, we don’t need quite as much information as previously stated to uniquely determine an ideal.

**Corollary 6.2.** If \( I \) is a distinguished ideal, then we can uniquely represent \( I \) with at most \( 2g \) elements of the field \( K \).

**Proof.** Let \( I \) be a distinguished ideal with minimal canonical basis
\[
[s, s'(u + y), v + wy + y^2].
\]

Consider the two ideals
\[
I_1 = [s/s', u + y, v + wy + y^2] \quad \text{and} \quad I_2 = [s', s'y, v + wy + y^2].
\]

As mentioned previously, we can show that \( I = I_1 I_2 \). Since \( I_1 \) is uniquely determined by \( \frac{s'}{s} \) and \( u \), it requires at most \( 2 \deg \frac{s'}{s} \) elements of \( K \) to represent it. From \( I_2 = \langle s' \rangle I_1^{-1} \) and \( I_1^{-1} = [s', -w + y, v' + w'y + y^2] = \langle s', -w + y \rangle \), we deduce that \( I_1^{-1} \) is uniquely determined by \( s' \) and \( -w \). This also uniquely determines \( I_2 \) and requires at most \( 2 \deg s' \) elements of \( K \). Therefore, we simply need \( 2 \deg \left( \frac{s'}{s} \right) + 2 \deg(s') = 2 \deg(s) \) elements of \( K \) to determine \( I_1 \) and \( I_2 \), and hence \( I \), uniquely. Since \( I \) is distinguished, \( I \) is also reduced, so \( \deg s \leq \deg ss' = \deg N(I) \leq g \).

We next consider the quotient of two integral ideals, which, in general, will not be integral. Again, since we are working in the ideal class group, it is sufficient to find an integral ideal equivalent to this fractional ideal. In this setting, we may obviously use the inversion Lemma 6.1 and then use the multiplication Lemma 7.1 to determine a canonical basis for an integral ideal equivalent to the quotient of two primitive ideals. However, in certain situations, particularly those that will arise in our context, there is often a shortcut. We will first prove a lemma which will help to simplify the proof of the more general case.

**Lemma 6.3.** Let \( I_2 = [s, sy, v_2 + w_2y + y^2] \) and \( I_1 = [s, u_1 + y, v_1 + w_1y + y^2] \) be two ideals such that \( I_1 \supseteq I_2 \). Then \( I = I_2 I_1^{-1} = [s, w_2 - u_1 + y, v_2 + w_2y + y^2] \).

**Proof.** Let \( I = I_2 I_1^{-1} \). By Lemma 6.1 \( I_2 = \langle s \rangle [s, -w_2 + y, -v_2 + y^2]^{-1} = \langle s \rangle (s, -w_2 + y)^{-1}. \) Hence,
\[
I \langle s, -w_2 + y \rangle \langle s, u_1 + y \rangle = \langle s \rangle.
\]

Therefore, \( I = \langle s, U + y \rangle \), where we just need to determine \( U \). We note that
\[
(U + y)(u_1 + y)(-w_2 + y) \in \langle s \rangle.
\]
Upon multiplying the terms out, we see that the coefficient of \( y^2 \) is \( U + u_1 - w_2 \). Therefore, \( s(U + u_1 \pm w_2) \); that is to say, \( U \equiv w_2 - u_1 \pmod{s} \). \( U \) is only unique modulo \( s \), so \( U = w_2 - u_1 \).

\[ \Box \]

**Lemma 6.4.** Let \( I_1 = [s_1, s_1'(u_i + y), v_i + w_i y + y^2] \) for \( i = 1, 2 \) be such that \( I_1 \supseteq I_2 \). Then \( I = I_2I_1^{-1} = [S, S'(U + y), V + Wy + y^2] \), where

\[
S = \frac{s_2}{s_1'}, \quad W = w_2 - qS', \\
S' = \frac{s_2'd_1}{s_1}, \quad V \equiv v_2 - qS'U \pmod{S},
\]

\( U \equiv u_3 - k\frac{s_1s_2}{s_2's_1'dd_1} \pmod{S/S'} \) of minimal degree, where the values for \( d, d_1, k \) and \( u_3 \) are given as follows, and \( q \) is chosen to make the degree of \( W \) minimal.

\[
d = \text{GCD} \left( \frac{s_2}{s_1'}, \frac{s_1}{s_1'} \right), \\
d_1 = \text{GCD}(d, u_1 - u_2), \\
u_3 \equiv \begin{cases} u_2 \pmod{\frac{d}{d_1}}, \\ u_2 - u_1 \pmod{\frac{d}{d_1}}, \end{cases}
\]

and \( k \) is such that

\[
d \left| \frac{(u_3^2 + f)s_1's_2'dd_1}{s_1s_2} - 3u_3^2k. \right.
\]

**Proof.** As we will see with multiplication in Section 7, the primary complication is in determining \( U \). We perform the division in two stages by noting that

\[
[s_2', s_2'y, v_2 + w_2 y + y^2] \subseteq [s_1', s_1'y, v_1 + w_1 y + y^2],
\]

and hence

\[
[s_2', s_2'y, v_2 + w_2 y + y^2][s_1', s_1'y, v_1 + w_1 y + y^2]^{-1} = \left[ \frac{s_2'}{s_1'}, \frac{s_2}{s_1}y, v_2 + w_2 y + y^2 \right].
\]

Therefore, we deduce that

\[
[s_2, s_2'(u_2 + y), v_2 + w_2 y + y^2][s_1', s_1'y, v_1 + w_1 y + y^2]^{-1} = \left[ \frac{s_2}{s_1}, \frac{s_2'}{s_1'}(u_2 + y), v_2 + w_2 y + y^2 \right].
\]

All that remains is to calculate

\[
\left[ \frac{s_2}{s_1}, \frac{s_2'}{s_1'}(u_2 + y), v_2 + w_2 y + y^2 \right]^{-1} \left[ \frac{s_1}{s_1'}, (u_1 + y), v_1 + w_1 y + y^2 \right].
\]

We factor the ideal on the left as

\[
\left[ \frac{s_2}{s_2}, u_2 + y, v_2 + w_2 y + y^2 \right] \left[ \frac{s_2'}{s_1}, \frac{s_2}{s_1'}y, v_2 + w_2 y + y^2 \right].
\]

We then calculate the greatest common divisor of the two ideals

\[
[s_1/s_1', u_1 + y, v_1 + w_1 y + y^2] \quad \text{and} \quad [s_2/s_2', u_2 + y, v_2 + w_2 y + y^2],
\]

which we will call \( I' \). It is easy to see that \( d \in I' \). We also know that \( u_1 + y - (u_2 + y) = u_1 - u_2 \in I' \), so in fact, \( d_1 = \text{GCD}(d, u_1 - u_2) \in I' \), and it divides all other polynomials in \( K[x] \) that are in \( I' \). Hence, \( I' = [d_1, u_1 + y, v_1 + w_1 y + y^2] = [d_1, u_2 + y, v_2 + w_2 y + y^2] \). We break up our quotient into two pieces,

\[
[s_2/s_2', u_2 + y, v_2 + w_2 y + y^2][d_1, u_1 + y, v_1 + w_1 y + y^2]^{-1},
\]
which is easily seen to be equal to
\[ \frac{s_2}{(s'_2 d_1)}, u_2 + y, v_2 + w_2 y + y^2, \]
and
\[ \frac{s'_2}{s'_1}, \frac{s'_2 y}{s'_1}, v_2 + w_2 y + y^2 \left[ \frac{s'_1}{(s'_1 d_1)}, u_1 + y, v_1 + w_1 y + y^2 \right]^{-1} = \frac{s'_2}{s'_1}, \frac{s'_2 d_1}{s_1} (w_2 - u_1 + y), v_2 + w_2 y + y^2, \]
which follows from Lemma 6.3. Hence, all that remains is to calculate
\[ (6.1) \left[ \frac{s_2}{(s'_2 d_1)}, u_2 + y, v_2 + w_2 y + y^2 \right] \left[ \frac{s'_2}{s'_1}, \frac{s'_2 d_1}{s_1} (w_2 - u_1 + y), v_2 + w_2 y + y^2 \right]. \]
The result must be of the form
\[ \left[ S, S' (U + y), v_2 + w_2 y + y^2 \right], \]
where the third element in the basis follows trivially from the fact that the ideal contains \( I_2 \). Considering how the two ideals were constructed as factors of \( I_2 \), we can deduce that \( S = \frac{s_2}{s'_1} \) and \( S' = \frac{s'_2 d_1}{s_1} \). All that remains is to determine \( U \) modulo \( \frac{s_2}{s'_2 d_1} \). From equation (6.1) we know \( U \) satisfies
\[ U \equiv u_2 \pmod{\frac{s_2}{s'_2 d_1}} \quad \text{and} \quad U \equiv w_2 - u_2 \pmod{\frac{s_1}{s'_1 d_1}}. \]
This uniquely determine \( U \) modulo \( \text{LCM} \left( \frac{s_2}{s'_2 d_1}, \frac{s_1}{s'_1 d_1} \right) = \frac{s d_1}{S d} \). Let \( u_3 \) be a polynomial satisfying these two congruences. Hence, \( U \equiv u_3 \pmod{\frac{s d_1}{S d}} \) and \( U \equiv u_3 \pmod{\frac{s d_1}{S d}} \). We also know that \( \frac{s}{S d} | N(U + y) \), so, writing \( U = u_3 - k \frac{s d_1}{S d} \), we have
\[ N \left( u_3 - k \frac{s d_1}{S d} + y \right) = u_3^3 + f - 3u_3^2 k \frac{S d_1}{S d} + 3u_3 k^2 \left( \frac{S d_1}{S d} \right)^2 - k^3 \left( \frac{S d_1}{S d} \right)^3. \]
It is easy to see that whatever we choose \( k \) to be, the last two terms of this expression will be divisible by \( \frac{s}{S d} \). Since \( N(u_3 + y) = u_3^3 + f \), this means that \( \frac{s d_1}{S d} \) divides the first two terms as well. Therefore, we have to find a \( k \) such that
\[ \frac{d}{d_1} \left( u_3^3 + f \right) \frac{s d_1}{S d} = 3u_3 k, \]
and we are guaranteed that such a \( k \) exists. We simply take \( U \) to be the polynomial of minimal degree satisfying \( U \equiv u_3 - k \frac{s d_1}{S d} \pmod{\frac{s}{S d}} \). The final step is modifying \( v_2 + w_2 y + y^2 \) so that the constructed basis satisfies the criteria of a minimal canonical basis.

Since calculating \( U \) in the above lemma is nontrivial, we present the following algorithm.

**Algorithm 6.5.** Ideal Division. Input: \( I_i = [s_i, s'_i (u_i + y), v_i + w_i y + y^2] \) for \( i = 1, 2 \) such that \( I_1 \supseteq I_2 \).

**Step 1.** Compute, using the half-extended Euclidean algorithm, \( r_1 \) and \( d \) such that
\[ \text{GCD} \left( \frac{s_2}{s_2}, \frac{s_1}{s_1} \right) = d = r_1 \frac{s_2}{s_2} + r_2 \frac{s_1}{s_1}. \]

**Step 2.** Compute
\[ d_1 = \text{GCD}(d, u_1 - u_2). \]
Step 3. Set

\[ S = \frac{s_2}{s'_1d_1}, \quad S' = \frac{s'_1d_1}{s_2}. \]

Step 4. Set

\[ u = u_2 + (w_2 - u_1 - u_2) \left( r_1 \frac{s_2}{s_2d} \right). \]

Step 5. Compute, using the half-extended Euclidean algorithm, \( d_2 \) and \( r_3 \) such that

\[ \text{GCD} \left( \frac{d}{d_1}, 3u^2 \right) = d_2 = 3r_3u^2 + r_4 \frac{d}{d_1}. \]

Step 6. Set

\[ U' = u - r_3 \left( \frac{u^3 + f}{d_2} \right). \]

Step 7. Calculate \( U \equiv U' \pmod{S/S'} \) such that \( \deg U < \deg S/S' \).

Step 8. Compute \( q \) and \( W \) such that \( W = w_2 - qS' \) and \( \deg W < \deg S' \).

Step 9. Calculate \( V \equiv v_2 - qS'U \pmod{S} \) such that \( \deg V < \deg S \).

**Output:** \([S, S'(U + y), V + Wy + y^2]\).

While most parts of the algorithm are justified in a straightforward manner from Lemma 6.4, perhaps a little explanation is needed as to why \( U' \) is indeed going to give us an element that satisfies the requirements of the lemma. We note that \( u \) is chosen so that \( u \equiv u_2 \pmod{\frac{s_2}{s_2d_1}} \) and \( u \equiv w_2 - u_1 \pmod{\frac{s_1}{s_1d_1}} \). According to Lemma 6.4, all that remains is to find a \( k \) such that

\[ \frac{d}{d_1} \left( \frac{u^3 + f}{S'd} \right) - 3u^2k. \]

Since such a \( k \) exists, \( d_2 = \text{GCD} \left( \frac{d}{d_1}, 3u^2 \right) \), \( d_2 \) divides \( \frac{d}{d_1} \) and \( 3u^2 \) implies that \( d_2 \) divides \( \frac{(u^3 + f)S'd}{S'd_1} \), i.e., \( \frac{u^3 + f}{d_2} \) is a multiple of \( \frac{S'd}{S'd_1} \). Choosing

\[ k = r_3 \frac{(u^3 + f)S'd}{S'd_1}, \]

we see that

\[ \frac{(u^3 + f)S'd}{S'd_1} - 3u^2k = \frac{(u^3 + f)S'd}{S'd_1} - \left( 1 - r_4 \frac{d}{d_1d_2} \right) \frac{(u^3 + f)S'd}{S'd_1} = \frac{d}{d_1d_2} \frac{(u^3 + f)S'd}{S'd_1} \]

But \( d_2 \) divides the second term and hence this is a multiple of \( \frac{d}{d_1} \), as desired. Therefore, we may take

\[ U' = u - r_3 \frac{(u^3 + f)S'd}{S'd_1d_2} \left( \frac{S'd_1}{S'd} \right) = u - r_3 \left( \frac{u^3 + f}{d_2} \right). \]

\( U \) is just chosen to be congruent to \( U' \) modulo \( \frac{S}{S'} \), but with minimal degree. The justification for the rest of the algorithm follows from Lemma 6.4.

In terms of the arithmetic that we will be performing, it may be the case that we will wish to take the quotient of a nonprimitive ideal by a primitive ideal. A slight modification to the previous lemma will yield the desired result.
Lemma 6.6. Let $I_2 = d[s_2, s'_2(u_2 + y), v_2 + w_2y + y^2]$ and $I_1 = [s_1, s'_1(u_1 + y), v_1 + w_1y + y^2]$ be such that $I_1 \supseteq I_2$. Then $I = I_2I_1^{-1} = (D_4)I_dI_m$, where
\[ I_d = [S_d, S'_d(U_d + y), V_d + W_dy + y^2] \]
and
\[ I_m = [S_m, S'_m(U_m + y), V_m + W_my + y^2] \]
are given by
\[ I_m = [D_1D_2, D_1(u_1 + y), v_1 + w_1y + y^2] \]
and
\[ I_d = [s_2, s'_2(u_2 + y), v_2 + w_2y + y^2]/([s_1/(D_1D_2), s'_1/D_1(u_1 + y), v_1 + w_1y + y^2])^{-1}, \]
where
\[ D_1 = \text{GCD}(s'_1, d) \quad D_2 = \text{GCD}(s'_1, d/D_1) \quad D_3 = \frac{d}{D_1D_2} \]
and the quotient for $I_d$ is given by Lemma 6.4.

Proof. We merely note that $\bar{I}_m \subseteq \langle d \rangle$ and $\bar{I}_m/[s_1/(D_1D_2), s'_1/D_1(u_1 + y), v_1 + w_1y + y^2] = I_1$. Therefore, $\langle d \rangle I_m^{-1} = I_m$ and $[s_2, s'_2(u_2 + y), v_2 + w_2y + y^2] \supseteq [s_1/(D_1D_2), s'_1/D_1(u_1 + y), v_1 + w_1y + y^2]$, whereby $I_d$ may be computed from the previous lemma.

\[ \square \]

7. IDEAL MULTIPLICATION IN $K[C]$

In this section, we focus on constructing a canonical basis for the product of two primitive ideals. It is important to note that one expects two reduced ideals to have norms which are relatively prime. In such situations, the formulas presented in [Sch] are sufficient. However, this may not always be the case. Of particular difficulty is the case when their product is no longer primitive. We will first handle the case when this is not an issue.

Lemma 7.1. Let $I_1 = [s_1, s'_1(u_1 + y), v_1 + w_1y + y^2]$ and $I_2 = [s_2, s'_2(u_2 + y), v_2 + w_2y + y^2]$ be such that $I_1I_2 = I_3$ is a primitive ideal. Then $I_3 = [S, S'(U + y), V + W_y + y^2]$, where
\[ S = s_1s_2d_1d_2, \quad W = w_3 - QS'; \]
\[ S' = s'_1s'_2d_1d_2, \quad V = v_3 - QS'U \pmod{S}, \]
\[ U \equiv u_3 - k\frac{s_1s_2d_1}{s'_1s'_2d^2} \pmod{S/S'} \]
where the values of $d, d_1, k, u_3, w_3$ and $v_3$ are defined as follows, and $q$ may be chosen to make the degree of $W$ minimal:
\[ d = \text{GCD}(s_1/s'_1, s_2/s'_2), \quad d_1 = \frac{\text{GCD}(d, s_1 - u_2)}{\text{GCD}(d, s_2)}, \quad u_3 \equiv \begin{cases} u_1 \pmod{\frac{u_1}{s_1}}, \\ u_2 \pmod{\frac{s_2d}{s_2}}, \end{cases} \]
$k$ is such that
\[ d_1 \left\lfloor \frac{(u_3^3 + f)s'_1s'_2d^2}{s_1s_2d_1} \right\rfloor = 3u_3^2k, \]
\[ w_3 = a_1s_1u_2 + a_2s'_1s'_2(u_1 + u_2) + a_3s'_1(u_1u_2 + v_2) + a_4s_2u_1 + a_5s'_2(u_2u_1 + v_1) + a_6(u_1v_2 + v_1w_2) \]
Proof. We will rely heavily on the fact that in a Dedekind domain, divides and contains are equivalent notions for ideals. Assume \( I_1 I_2 = I_3 \) is primitive, and hence has a canonical basis of the form \( I_3 = [S, S'(U + y), V + W y + y^2] \). We begin by dividing each ideal up into factors using equation (4.2), and calculating their respective products. The easiest part to handle is the product

\[
[S_1', S_2', v_1 + w_1 y + y^2] [S_3', S_4', v_2 + w_2 y + y^2] = [S_1' S_2', S_3' S_4', V + W y + y^2].
\]

Here, we still need to determine \( V \) and \( W \), and show that they may in fact be chosen as stated in the lemma. The difficult part of determining the product, as was the case with division, corresponds to the term

\[
(7.1) \left[ \frac{s_1}{s_1'}, u_1 + y, v_1 + w_1 y + y^2 \right] \left[ \frac{s_2}{s_2'}, u_2 + y, v_2 + w_2 y + y^2 \right].
\]

Set \( d' = \text{GCD}(d, f) \). Computing the greatest common divisor of these two ideals, we get \( [d'd_1, u_1 + y, v_1 + w_1 y + y^2] = [d'd_1, u_2 + y, v_2 + w_2 y + y^2] \). Thus, the factors \([d/(d_1 d'), u_1 + y, v_1 + w_1 y + y^2]\) and \([d/(d_1 d'), u_2 + y, v_2 + w_2 y + y^2]\) are relatively prime, but both contain \([d/(d_1 d')]\). Their product must therefore be \([d/(d_1 d'), d/(d_1 d') y, v_3 + w_3 y + y^2]\). The only complication that can arise in calculating the rest of the product is the ramified primes in \([d_1 d', u_1 + y, v_1 + w_1 y + y^2]\). However, the ramified primes in this ideal are precisely \([d', y, v_1 + w_1 y + y^2]\). Squaring yields \([d', d'y, V + W y + y^2]\). Hence, the product in equation (7.1) is equal to

\[
\left[ \frac{S}{S'}, U + y, v_3 + w_3 y + y^2 \right] \left[ \frac{d}{d_1} \frac{d'}{d_1}, y, v_3 + w_3 y + y^2 \right].
\]

Therefore, \( S' = \frac{s_1 s_1' d}{d_1} \), and upon equating norms, \( S = \frac{s_2 s_2' d}{d_1} \). Now for any irreducible polynomial \( p \in K[x] \) dividing \( S'/S' \), the value of \( U \) determines which of the primes lying above \( p \) contain \([S/S', U + y, V + W y + y^2]\) and satisfies \( v_p(S/S') \leq v_p(N(U + y)) \). From the above argument, we see that the ideal \([S/S', U + y, v_3 + w_3 y + y^2]\) is equal to

\[
\left[ \frac{s_1 d_1}{s_1' d'}, u_1 + y, v_1 + w_1 y + y^2 \right] \left[ \frac{s_2 d_1}{s_2' d'}, u_2 + y, v_2 + w_2 y + y^2 \right].
\]

Therefore, \( U + y \) is an element of both ideals, and hence

\[
U \equiv u_1 \pmod{\frac{s_1 d_1}{s_1' d'}} \quad \text{and} \quad U \equiv u_2 \pmod{\frac{s_2 d_1}{s_2' d'}}.
\]

This determines \( U \) up to the least common multiple of \( s_1 d_1/(s_1' d) \) and \( s_2 d_1/(s_2' d) \), which is \( s_1 s_2 d_1/(s_1' s_2' d^2) \). We choose \( u_3 \) to be any polynomial satisfying the above two congruences. In order to determine \( U \) modulo \( S'/S' \), we note that \( U = u_3 - k \frac{S}{S' d_1} \) and \( S'/S'[N(U + y)] \). Using arguments similar to those presented in Lemma 6.4, this reduces to finding any polynomial \( k \) such that

\[
d_1 \left( \frac{u_3^2 + f}{s_1 s_2 d_1} s_1' s_2' d^2 \right) - 3 u_3^2 k.
\]
This determines the value of $U$ uniquely modulo $S/S'$, which is what was needed. All that remains is to determine $V$ and $W$. Given the information we have already calculated, it is quickest to merely find any element $v_3 + w_3 y + y^2 \in I_3$. Since the ideal is primitive, the greatest common divisor of all of the $y^2$ terms given by the product of the canonical bases must be 1, and so we compute the element $v_3 + w_3 y + y^2 \in I_3$ corresponding to this combination of elements. Finally, we subtract off $K[x]$ multiples of the two basis elements previously found to construct the third element in the minimal canonical basis. 

Although the last step involving $v_3$ and $w_3$ looks quite complicated, in general, $s_1$ and $s_2$ are relatively prime, so the expression becomes quite simple. As with division, some difficulty may arise in computing $U$, so we present the corresponding algorithm for clarification.

**Algorithm 7.2.** Ideal Multiplication. Input: $I_1 = [s_1, s'_1(u_1 + y), v_1 + w_1 y + y^2]$ and $I_2 = [s_2, s'_2(u_2 + y), v_2 + w_2 y + y^2]$.

**Step 1.** Compute, using the half-extended Euclidean algorithm, $d$ and $r_1$ such that

$$d = \text{GCD}(s_1/s'_1, s_2/s'_2) = r_1 s_1/s'_1 + r_2 s_2/s'_2.$$

**Step 2.** Compute, using the Euclidean algorithm,

$$d_1 = \frac{\text{GCD}(d, u_1 - u_2)}{\text{GCD}(d, f)}.$$

**Step 3.** Set

$$s_3 = s_1 s_2 d_1/d, \quad s'_3 = s'_1 s'_2 d/d_1, \quad \text{and} \quad u = u_1 - (u_1 - u_2) \left( r_1 s_1/s'_1 d \right).$$

**Step 4.** Compute, using the half-extended Euclidean algorithm, $d_2$ and $r_3$ such that

$$\text{GCD} \left( d_1, 3u^2 \right) = d_2 = 3r_3 u^2 + r_4 d_1.$$

**Step 5.** Set

$$U' = u - r_3 \left( \frac{u^3 + f}{d_2} \right).$$

**Step 6.** Compute $U \equiv U' \pmod{S/S'}$ such that $\deg U < \deg (S/S')$.

**Step 7.** Compute, using the extended Euclidean algorithm,

$$1 = \text{GCD}(s_1, s'_1 s'_2, s'_1(u_1 + w_2), s_2, s'_2(u_2 + w_1), v_1 + v_2 + w_1 w_2)$$

$$= a_1 s_1 + a_2 s'_1 s'_2 + a_3 s'_1(u_1 + w_2) + a_4 s_2 + a_5 s'_2(u_2 + w_1) + a_6(v_1 + v_2 + w_1 w_2).$$

**Step 8.** Set

$$V' = a_1 s_1 v_2 + a_2 s'_1 s'_2 u_1 v_2 + a_3 s'_1(u_1 v_2 + f) + a_4 s_2 v_1$$

$$+ a_5 s'_2(u_2 v_1 + f) + a_6(v_1 v_2 + w_1 f + w_2 f).$$

**Step 9.** Set

$$W' = a_1 s_1 w_2 + a_2 s'_1 s'_2(u_1 + u_2) + a_3 s'_1(u_1 w_2 + v_2) + a_4 s_2 w_1$$

$$+ a_5 s'_2(u_2 w_1 + v_1) + a_6(w_1 v_2 + v_1 w_2).$$

**Step 10.** Compute $W = W' + qS'$ such that $\deg W < \deg S'$.

**Step 11.** Compute $V \equiv V' + qS'U \pmod{S}$ such that $\deg V < \deg S$.

**Output:** $[S, S'(U + y), V + W y + y^2]$. 

---
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The justification for this algorithm is analogous to the one given for Algorithm (6.5). On first glance, steps 7, 8, and 9 seem computationally rather inefficient. However, as stated before, in almost all cases, we expect $s_1$ and $s_2$ to be relatively prime, which reduces those steps to a very simple operation. Even if this is not the case, it is reasonable to assume that we will reach a greatest common divisor of 1 without performing an undue number of operations.

If the product of the ideals is not primitive, we must determine where this nonprimitive part arises. The following lemma allows one to find the product of two ideals whose product is not primitive by removing this nonprimitive part.

**Lemma 7.3.** Let $I_1$ and $I_2$ be as above with a given canonical basis. Then $I_1I_2 = (D)I_3$, where $I_3 = I_1' I_2'$ is given by Lemma [7.1]. $D = D_1 D_2 D_3$, and $I_1', I_2'$ and $I$ are given as follows:

$$I_1' = \left[ \frac{s_1}{D_1 D_2 D_3}, \frac{s_1'}{D_2 D_3} (u_1 + y), v_1 + w_1 y + y^2 \right],$$

$$I_2' = \left[ \frac{s_2}{D_1 D_2 D_3}, \frac{s_2'}{D_1 D_3} (u_2 + y), v_2 + w_2 y + y^2 \right],$$

and

$$I = [D_3, w_1 + w_2 + y, -(w_1 + w_2)^2 + y^2];$$

$D_1$, $D_2$ and $D_3$ are defined as follows:

$$D_1 = \text{GCD}(s_1/s_1', s_2', u_1 + w_2), \quad D_2 = \text{GCD}(s_2/s_2', s_1', u_2 + w_1)$$

and

$$D_3 = \frac{\text{GCD}(s_2'/D_1, s_1'/D_2) \cdot \text{GCD}(s_2'/D_1, s_1'/D_2, f)}{\text{GCD}(s_2'/D_1, s_1'/D_2, w_1 - w_2)}.$$

**Proof.** We begin as before by splitting the problem into smaller (and hopefully simpler) parts. We decompose $I_1$ and $I_2$ into four ideals using equation (6.2):

$$I_{1,1} = \left[ \frac{s_1}{s_1'}, u_1 + y, v_1 + w_1 y + y^2 \right], \quad I_{1,2} = \left[ \frac{s_1'}{s_1}, s_1' y, v_1 + w_1 y + y^2 \right],$$

$$I_{2,1} = \left[ \frac{s_2}{s_2'}, u_2 + y, v_2 + w_2 y + y^2 \right], \quad \text{and} \quad I_{2,2} = \left[ \frac{s_2'}{s_2}, s_2' y, v_2 + w_2 y + y^2 \right],$$

The product $I_{1,1} I_{2,1}$ is primitive, so the nonprimitive part of $I_1 I_2$ must arise from a different combination of the factors. This leaves us with the three other products to check. If $I_{1,1} I_{2,2}$ (or $I_{2,1} I_{1,2}$) has a nonprimitive divisor, call it $D_1$ (or $D_2$, respectively). A $K[x]$ basis for this ideal is generated by the pairwise product of the elements in the respective canonical bases. Considering these terms, the coefficients of $y^2$ are $s_2', s_1/s_1', u_1 + w_2$ (respectively $s_1', s_2/s_2', u_2 + w_1$). As mentioned previously, this ideal may be written as the product of an element in $K[x]$ and a primitive ideal in $K[C]$, where the latter has a canonical basis. Therefore, $D_1$ ($D_2$) must be the greatest common divisor of $s_2', s_1/s_1', u_1 + w_2$ (respectively $s_1', s_2/s_2', u_2 + w_1$). We remove this factor from the ideals to derive

$$I_{1,1}' = \left[ \frac{s_1}{s_1 D_1}, u_1 + y, v_1 + w_1 y + y^2 \right], \quad I_{1,2}' = \left[ \frac{s_1'}{D_1}, \frac{s_1'}{D_2} y, v_1 + w_1 y + y^2 \right],$$

$$I_{2,1}' = \left[ \frac{s_2}{s_2 D_2'}, u_2 + y, v_2 + w_2 y + y^2 \right], \quad \text{and} \quad I_{2,2}' = \left[ \frac{s_2'}{D_1}, \frac{s_2'}{D_2} y, v_2 + w_2 y + y^2 \right],$$
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with \( I_1I_2 = I_{1,1}'I_{1,2}'I_{2,1}'I_{2,2}'(D_1D_2) \). Any remaining nonprimitive factor must be a divisor of the product \( I_{1,2}'I_{2,2}' \).

Consider
\[
I_{1,3} = \left[ D_3, D_3y, v_1 + w_1y + y^2 \right]
\]
and
\[
I_{2,3} = \left[ D_3, D_3y, v_2 + w_2y + y^2 \right],
\]
where \( D_3 \) is defined as above. By Lemma [7.1],
\[
[D_3, -w_1 + y, -w_1^2 + y^2][D_3, -w_1 + y, -w_1^2 + y^2] = [D_3, D_3y, w_1w_2 - (w_1 + w_2)y + y^2]
\]
which is to say that \( \overline{I_{1,3}} \overline{I_{2,3}} \subseteq \langle D_3 \rangle \). Therefore,
\[
I_{1,3}I_{2,3} = I_{1,3}I_{2,3}I_{1,3}I_{2,3} \left( \overline{I_{1,3}} \overline{I_{2,3}} \right)^{-1}
\]
\[
= \langle D_3 \rangle^2 \left( \overline{I_{1,3}} \overline{I_{2,3}} \right)^{-1}
\]
\[
= \langle D_3 \rangle \left( \langle D_3 \rangle/ \left( \overline{I_{1,3}} \overline{I_{2,3}} \right)^{-1} \right)
\]
\[
= \langle D_4 \rangle \left[ D_3, w_1 + w_2 + y, -(w_1 + w_2)^2 + y^2 \right].
\]
The primitive ideal on the right is the ideal \( I \) given in the statement of the lemma. Removing \( I_{1,3} \) from \( I_{1,2}' \), and \( I_{2,3} \) from \( I_{2,2}' \), we are left with
\[
\left[ \frac{s_1'}{D_2D_3}, \frac{s_1'}{D_2D_3}y, v_1 + w_1y + y^2 \right]
\]
and
\[
\left[ \frac{s_2'}{D_1D_3}, \frac{s_2'}{D_1D_3}y, v_1 + w_1y + y^2 \right].
\]
Finally, recombining the remaining pieces, we are left to compute the (primitive) product
\[
\left[ \frac{s_1}{D_2D_3}, \frac{s_1'}{D_2D_3}y, v_1 + w_1y + y^2 \right] \left[ \frac{s_2}{D_1D_3}, \frac{s_2'}{D_1D_3}y, v_1 + w_1y + y^2 \right] I.
\]

\[\square\]

8. Elements of Minimal Norm

As mentioned earlier, it is possible to compute an element of minimal norm in an ideal using Gröbner bases, but we will instead use a related method which we believe to be computationally more efficient. The method proposed here is closely related to the algorithm given in [GPS], but with some slight differences. It is important to point out that both methods are modifications of the algorithm proposed by Lenstra in [L].

Algorithm 8.1. Minimal Element Algorithm. Let \( I_1 = [s_1, s_1'(u_1 + y), v_1 + w_1y + y^2] \).

Precomputations. Set \( b_1 = (b_{1,1}, b_{1,2}, b_{1,3}) = (s_1, 0, 0) \), \( b_2 = (b_{2,1}, b_{2,2}, b_{2,3}) = (s_1'u_1, s_1', 0) \), and \( b_3 = (b_{3,1}, b_{3,2}, b_{3,3}) = (v_1, w_1, 1) \). Assign weights \( w_{i,1} = 3 \deg b_{i,1}, w_{i,2} = 3 \deg b_{i,2} + \deg f \), and, \( w_{i,3} = 3 \deg b_{i,3} + 2 \deg f \) (these weights are the degree of the norm of the respective components of \( b_i \)).

Set \( w_i = \max \{ w_{i,1}, w_{i,2}, w_{i,3} \} \), and choose \( a_i \) so that \( w_i = w_{i,a_i} \) (i.e., \( w_i = w_{i,a_i} = \deg N(b_i) \)). Order the \( b_i \)'s and their associated values so that \( w_1 \leq w_2 \leq w_3 \).
While \( a_1 = a_2 \) or \( a_2 = a_3 \) or \( a_1 = a_3 \).

**I:** if \( a_1 = a_2 \) do

\[
b_{2,a_2} = b_{1,a_2} c + r
\]
replace \( b_2 := b_2 - cb_1 \) and recalculate \( a_2, w_2 \).

**II:** if \( a_1 = a_3 \) do

\[
b_{3,a_3} = b_{1,a_3} c + r
\]
replace \( b_3 := b_3 - cb_1 \) and recalculate \( a_3, w_3 \).

**III:** if \( a_2 = a_3 \) do

\[
b_{3,a_3} = b_{2,a_3} c + r
\]
replace \( b_3 := b_3 - cb_2 \) and recalculate \( a_3, w_3 \).

Reorder the \( b_i \)'s and associated values. End **While**.

**Output:** \( b_{1,1} + b_{1,2} y + b_{1,3} y^2 \), the element of minimal norm.

It is easier to understand how the algorithm performs by putting it in a more conceptual framework. Let us begin by denoting the weight of a polynomial in \( K[x] \) as three times its degree. Writing the canonical basis for the ideal in matrix form, we see that we are assigning different weights to each column as follows:

\[
\begin{bmatrix}
    s_1 & 0 & 0 \\
    s'_1 u_1 & s'_1 & 0 \\
    v_1 & w_1 & 1 \\
\end{bmatrix}
\]

\[
\begin{array}{ccc}
    \uparrow & \uparrow & \uparrow \\
    wt & wt + & wt + \\
    \text{deg } f & 2 \text{ deg } f
\end{array}
\]

This algorithm presents a method for performing elementary row operations (which may be viewed as elements of \( GL_3(K[x]) \), acting on the left) to reduce the weight of each row until they are all as small as possible. The row with minimal weight after carrying out these operations corresponds to the unique (up to multiplication by an element in \( K^* \)) element of minimal norm in the ideal. Such a conclusion is possible because each row carries its weight uniquely in one of the three positions (see Lemma 3.1). If two rows have their weight coming from the same position, it is possible to reduce the weight of one of the rows (as discussed in the proof of Lemma 5.2). This algorithm merely prescribes an order in which to perform these operations.

9. Canonical basis

Having now calculated an element of minimal norm, we would like to construct a canonical basis for the principal ideal generated by this element. This will then allow us to use the division Algorithm 6.4 to compute a distinguished ideal.

**Algorithm 9.1.** Canonical Basis. Let \( ay^2 + by + c \in K[C] \):

**Step 1.** Start with the matrix

\[
\begin{bmatrix}
    c & b & a \\
    af & c & b \\
    bf & af & c \\
\end{bmatrix}
\]

and, using elementary row operations, transform it into a lower triangular matrix

\[
\begin{bmatrix}
    c_3 & 0 & 0 \\
    c_2 & b_2 & 0 \\
    c_1 & b_1 & a_1 \\
\end{bmatrix}
\]
Step 2. Set \( d = a_1 \). Set
\[
s' = b_2/d, \quad s = c_3/d, \quad \text{and} \quad u \equiv c_2/(s'd) \pmod{s/s'} \text{ with } \deg u < \deg(s/s').
\]

Step 3. Compute \( q \) and \( w \) such that \( \deg w < \deg s' \) and
\[
b_1/d = s'q + w.
\]

Step 4. Compute
\[
v \equiv c_1/d - s'qu \pmod{s}
\]
such that \( \deg v < \deg s \).

Output: \( d[s, s' (u + y), v + wy + y^2] \).

The algorithm is valid since, after elementary row operations, the resulting elements still form a \( K[x] \) basis for the ideal. Steps 2 through 4 convert this basis to a minimal canonical basis of the desired form.

10. Summary

We are left with combining the various algorithms to do computations in the ideal class group. Consider two ideal classes, given by their respective unique distinguished representatives \( I_1 \) and \( I_2 \) in canonical representation. The algorithm below outputs the distinguished representative in the class of \( I_1 I_2 \).

Algorithm 10.1. Composition and Reduction. Let \( I_1 \) and \( I_2 \) be two ideals given with canonical representations.

**Step 1:** Calculate \( I_3 = I_1 I_2 \). (Lemmata 7.3 and 7.2)

**Step 2:** Calculate \( I_3^{-1} \). (Lemma 6.1)

**Step 3:** Find \( \alpha \in I_3 \), an element of minimal norm. (Algorithm 8.1)

**Step 4:** Compute a representation for \( \langle \alpha \rangle = \langle d \rangle [s, s' (u + y), v + wy + y^2] \). (Algorithm 6.5)

**Step 5:** Use the representation for \( \langle \alpha \rangle \) generated in step 4 to compute \( I = \langle \alpha \rangle I_3^{-1} \). (Algorithm 6.5)

Output: A distinguished ideal \( I \) which is equivalent to \( I_1 I_2 \).

The validity of the algorithm follows from the validity of the aforementioned lemmata and algorithms. It is important to point out here that certain steps may be interchanged and combined. In particular, one could invert the two ideals \( I_1 \) and \( I_2 \) first, and then perform the ideal multiplication, so switching steps 1 and 2. The ideal generated would be the same, but, depending on the original structure of the ideals, this may be faster. Furthermore, steps 4 and 5 can also be combined into one procedure to speed up the implementation. These and related issues will be dealt with in a subsequent paper which addresses implementation issues.

11. Examples

We will present two examples in this section to help illustrate the computations involved. The first example will be what we expect to happen if we multiply two random distinguished ideals together. The second example will illustrate a more complicated situation. For the sake of readability, we have chosen to use a small finite field that is clearly not suitable for cryptographic applications. Hopefully it is clear to the reader that scaling to larger finite fields is not problematic.
Example 11.1. Let $K = \mathbb{F}_{87181}$, and let $f(x)$ be the polynomial
\[ x^4 + 2882x^3 + 79087x^2 + 65817x + 38743, \]
so our curve has genus 3. We will consider the product of the two following distinguished ideals and determine the unique distinguished representative in that class. Let $I_1 = [s_1, s'_1(u_1 + y), v_1 + w_1 y + y^2]$, where
\[ s_1 = x^3 + 86915x^2 + 13147x + 74593, \quad s'_1 = 1, \quad w_1 = 0, \]
\[ u_1 = 74142x^2 + 286x + 70688, \quad v_1 = 80905x^2 + 25441x + 15689, \]
and $I_2 = [S_2, s_2(u_2 + y), v_2 + w_2 y + y^2]$, where
\[ s_2 = x^3 + 37037x^2 + 78256x + 41191, \quad s'_2 = 1, \quad w_1 = 0, \]
\[ u_2 = 63029x^2 + 50418x + 8770, \quad v_2 = 36363x^2 + 20865x + 4024. \]

Step 1. We begin by calculating $I_3 = I_1I_2 = [s_3, s'_3(u_3 + y), v_3 + w_3 y + y^2]$. Using Algorithm 4.2 we have
\[ s_3 = x^6 + 36771x^5 + 3833x^4 + 68320x^3 + 58883x^2 + 28477x + 40280, \]
\[ s'_3 = 1, \quad u_3 = 23786x^5 + 78427x^4 + 42856x^3 + 798x^2 + 34083x + 39670, \]
\[ v_3 = 39324x^5 + 61659x^4 + 4965x^3 + 4197x^2 + 80846x + 10040, \quad w_3 = 0. \]

Step 2. We compute the inverse $I_4 = \mathcal{T}_3 = [s_4, s'_4, u_4 + y, v_4 + w_4 y + y^2]$, where
\[ s_4 = s'_4 = x^6 + 36771x^5 + 3833x^4 + 68320x^3 + 58883x^2 + 28477x + 40280, \]
\[ u_4 = 0, \quad v_4 = 47857x^5 + 25522x^4 + 82216x^3 + 82984x^2 + 6335x + 77141, \]
\[ w_4 = 63395x^5 + 8754x^4 + 44325x^3 + 86383x^2 + 53098x + 47511. \]

Step 3. The element of minimal norm in $I$ is
\[ \alpha = 14437x^5 + 12418x^4 + 47789x^3 + 40726x^2 + 72702x + 8382 \]
\[ + (47574x^3 + 77483x^2 + 31215x + 25022)y + (24532x^2 + 822x + 29087)y^2. \]

Step 4. We then calculate the canonical basis for the ideal generated by $\alpha$, $[s_5, s'_5(u_5 + y), v_5 + w_5 y + y^2]$, where
\[ s_5 = x^9 + 15912x^8 + 5338x^7 + 35276x^6 + 46854x^5 \]
\[ + 77875x^4 + 1011x^3 + 45854x^2 + 21706x + 70451, \]
\[ s'_5 = x^6 + 36771x^5 + 3833x^4 + 68320x^3 + 58883x^2 + 28477x + 40280, \]
\[ u_5 = 35972x^2 + 23411x + 34488, \]
\[ v_5 = 63395x + 8754x + 44325x + 86383x + 53098x + 47511, \]
\[ w_5 = 78469x^8 + 2050x^7 + 27283x^6 + 40343x^5 + 10729x^4 \]
\[ + 39885x^3 + 15840x^2 + 87166x + 47527. \]

Step 5. Finally we calculate $\langle \alpha \rangle/I_4 = I = [S, S'(U + y), V + W y + y^2]$, the distinguished representative in the class of $I_1I_2$:
\[ S = x^3 + 66322x^2 + 37156x + 11882, \quad S' = 1, \quad W = 0, \]
\[ U = 35972x^2 + 23411x + 34488, \quad V = 69203x^2 + 795x + 49915. \]
Example 11.2. Let $K = F_{1621}$, and let $f(x)$ be the polynomial

$$x^5 + 999x^4 + 991x^3 + 1368x^2 + 869x + 407,$$

so our curve has genus 3. This time we will consider the product of two distinguished ideals which are not relatively prime. Let $I_1 = [s_1, s_1'(u_1 + y), v_1 + w_1y + y^2]$, where

$$s_1 = x^3 + 1023x^2 + 119x + 1412, \quad s_1' = x + 384, \quad u_1 = 286x + 737, \quad v_1 = 1124x^2 + 954x + 444, \quad w_1 = 904,$$

and $I_2 = [s_2, s_2(u_2 + y), v_2 + w_2y + y^2]$, where

$$s_2 = x^3 + 1239x^2 + 73x + 491, \quad s_2' = x + 384, \quad u_2 = 916x + 596, \quad v_2 = 356x^2 + 957x + 191, \quad w_2 = 1444.$$

Step 1. This time, when we calculate $I_3 = I_1I_2$, we note that there is a nonprimitive factor. Our ideal is of the form $\langle D \rangle[s_3, s_3'(u_3 + y), v_3 + w_3y + y^2]$, where

$$D = x + 384, \quad s_3 = x^3 + 257x^4 + 260x^3 + 987x^2 + 1080x + 1282, \quad s_3' = 1,$$

$$u_3 = 832x^4 + 874x^3 + 834x^2 + 543x + 572, \quad v_3 = 85x + 1410x + 1310x + 970x + 334, \quad w_3 = 0.$$

We throw away the factor $\langle D \rangle$ and continue with

$$I_3 = [s_3, s_3'(u_3 + y), v_3 + w_3y + y^2].$$

Step 2. We compute the inverse $I_4 = \overline{I_3} = [s_4, s_4', u_4 + y, v_4 + w_4y + y^2]$, where

$$s_4 = s_4' = x^3 + 257x^4 + 260x^3 + 987x^2 + 1080x + 1282,$$

$$u_4 = 0, \quad v_4 = 1536x^4 + 211x^3 + 311x^2 + 651x + 1287, \quad w_4 = 789x^4 + 747x^3 + 787x^2 + 1078x + 1049.$$

Step 3. The element of minimal norm in $I$ is

$$\alpha = 999x^4 + 191x^3 + 833x^2 + 1300x + 907$$

$$+ (373x^3 + 1104x^2 + 476x + 589)y + (1404 + 754x)y^2.$$ 

Step 4. We then calculate the canonical basis for the ideal generated by $\alpha$, $[s_5, s_5'(u_5 + y), v_5 + w_5y + y^2]$, where

$$s_5 = x^9 + 1511x^8 + 1444x^7 + 1354x^6 + 1155x^5 + 1247x^4$$

$$+ 1066x^3 + 782x^2 + 405x + 1548, \quad s_5' = x^3 + 257x^4 + 260x^3 + 987x^2 + 1080x + 1282,$$

$$u_5 = 79x^3 + 35x^2 + 320x + 961, \quad v_5 = 789x^4 + 747x^3 + 787x^2 + 1078x + 1049, \quad w_5 = 1062x^8 + 1610x^7 + 206x^6 + 805x^5 + 1142x^4 + 793x^3 + 878x^2 + 1607x + 428.$$

Step 5. Finally we calculate $\langle \alpha \rangle/I_4 = I = [S, S'(U + y), V + Wy + y^2]$, the distinguished representative in the class of $I_1I_2$:

$$S = x^4 + 1254x^3 + 1485x^2 + 1059x + 684, \quad S' = 1, \quad W = 0,$$

$$U = 79x^3 + 35x^2 + 320x + 961, \quad V = 204x^3 + 971x^2 + 1482x + 1314.$$
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