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Abstract. In this paper, it is first given as a necessary and sufficient condition that infinite matrices of a certain type have double eigenvalues. The computation of such double eigenvalues is enabled by the Newton method of two variables. The three-term recurrence relations obtained from its eigenvalue problem (EVP) subsume the well-known relations of (A) the zeros of $J_\nu(z)$; (B) the zeros of $zJ'_\nu(z) + H J_\nu(z)$; (C) the EVP of the Mathieu differential equation; and (D) the EVP of the spheroidal wave equation. The results of experiments are shown for the three cases (A)–(C) for the computation of their "double pairs".

1. Introduction

Two general theorems on the computation of eigenvalues of infinite matrices ([7] and [6]) were proved by one of the co-authors (Ikebe). This has become a powerful tool for computing zeros of certain special functions as well as eigenvalues of certain differential equations. Such cases include:

(A) the computation of the zeros of $J_\nu(z)$ (where $J_\nu(z)$ denotes the Bessel function of the first kind of order $\nu$) [3, 7],
(B) the computation of the zeros of $zJ'_\nu(z) + H J_\nu(z)$ [4],
(C) the eigenvalue problem (EVP) of the Mathieu differential equation [6, 8],
(D) the EVP of the spheroidal wave equation [9], and
(E) the computation of the zeros of regular Coulomb wave function and its first derivative [10].

In this paper, let the two theorems be referred to as Theorem A and Theorem B, respectively, for convenience:

Theorem A ([7] Theorems 1.1 and 1.4). Assume a complex symmetric tridiagonal matrix

$$A = \begin{bmatrix} d_1 & f_2 & 0 \\ f_2 & d_2 & f_3 \\ & f_3 & d_3 \\ & & \ddots \\ 0 & & & \ddots \end{bmatrix},$$
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where $d_k \to 0, f_k \to 0$ ($k \to \infty$), $f_k \neq 0$ ($k = 2, 3, \ldots$), representing a compact operator in the Hilbert space $\ell^2$. Let $A$ have a simple eigenvalue $\lambda \neq 0$, and let $0 \neq \chi = [\chi^{(1)}, \chi^{(2)}, \ldots]^T \in \ell^2$ be an eigenvector corresponding to $\lambda$. Then

(i) letting $A_n$ ($n = 1, 2, \ldots$) denote the $n$th order principal submatrix of $A$, there is a sequence $\{\lambda_n\}$ of eigenvalues of $A_n$ which converge to $\lambda$;

(ii) letting $\chi^T \chi \neq 0$ and letting $\chi^{(n+1)}/\chi^{(n)}$ be bounded for all sufficiently large $n$, we have the following error estimate:

$$\lambda - \lambda_n = \frac{f_{n+1}\chi^{(n+1)}\chi^{(n)}}{\chi^T \chi}[1 + o(1)] \quad (n \to \infty).$$

**Theorem B** ([4 Theorem 1]). Assume a noncompact complex symmetric tridiagonal matrix

$$T = \begin{bmatrix} d_1 & f_2 & 0 \\ f_2 & d_2 & f_3 \\ & & \ddots \\ f_{n-1} & d_{n-1} & f_n \\ 0 & & & \ddots & \ddots \end{bmatrix} : D(T) \to \ell^2,$$

where $0 < |d_k| \to \infty$ ($k \to \infty$), $0 < |f_k| \to \text{const}$ ($k = 2, 3, \ldots$), $D(T) = \{[u^{(1)}, u^{(2)}, \ldots]^T : [d_1 u^{(1)}, d_2 u^{(2)}, \ldots]^T \in \ell^2\}$. Let $T$ have a simple eigenvalue $\lambda \neq 0$, let $0 \neq \chi = [\chi^{(1)}, \chi^{(2)}, \ldots]^T$ be an eigenvector corresponding to $\lambda$, and assume the existence of $T^{-1}$. Then

(i) letting $T_n$ ($n = 1, 2, \ldots$) denote the $n$th order principal submatrix of $T$, there is a sequence $\{\lambda_n\}$ of eigenvalues of $T_n$ which converge to $\lambda$;

(ii) letting $\chi^T \chi \neq 0$ and letting $f_{n+1}\chi^{(n+1)}/\chi^{(n)} \to 0$ ($n \to \infty$), we have the following error estimate:

$$\lambda - \lambda_n = \frac{f_{n+1}\chi^{(n+1)}\chi^{(n)}}{\chi^T \chi}[1 + o(1)] \quad (n \to \infty).$$

In Theorems A and B, we define $\ell^2$ as the complex Hilbert space $\ell^2 = \{[s_1, s_2, \ldots]^T : s_1, s_2, \ldots \in \mathbb{C}, \sum_{n=1}^{\infty} |s_n|^2 < \infty \}$ and $o(1)$ as the quantity converging to zero as $n \to \infty$. The existence of $T^{-1}$ is defined to have only one solution $z = 0$ for $Tz = 0$. Also, we call an eigenvalue $\lambda$ simple if and only if its corresponding eigenvector is unique (up to scalar multiplication) and also if no corresponding generalized eigenvectors of rank 2, namely, no vectors $0 \neq v_1 \in \ell^2$ (or $0 \neq v_2 \in D(T)$, in Theorem B’s case) satisfying $(A - \lambda I)^2 v_1 = 0$ (or $(T - \lambda I)^2 v_2 = 0$, likewise) exist.

Theorems A and B justify an extremely accurate error estimates of eigenvalues for infinite matrices, but only when the eigenvalue is simple. Besides, it is known that the computation of double eigenvalues of matrices causes the severe drop of its precision. However, the authors came up with an algorithm to compute double eigenvalues accurately for some restricted matrix $T$ in Theorem B.

The first aim of this article is to provide the theorems stating a necessary and sufficient condition that such (restricted) infinite matrices have double eigenvalues. This is discussed in Section 2. Furthermore, based on the theorems, the authors propose algorithms to compute double eigenvalues with a good rate of convergence and accuracy in Section 3. In fact, its computation is easily realized with the Newton method of two variables. Three examples ((A), (B), and (C)) are shown with the results of experiments (Section 4), followed by the concluding remarks in Section 5.
2. Theorems on double eigenvalues

2.1. Setting the type of infinite matrices. First, let the restricted matrix form of \( T \) in Theorem B be set as below:

[Matrix Form] Define the following infinite matrix \( T \):

\[
T = \begin{bmatrix}
  d_1 & f_2 & 0 \\
  f_2 & d_2 & f_3 \\
  & f_3 & d_3 \\
  0 & & \\
\end{bmatrix} : D(T) \to \ell^2,
\]

where \( d_n = a_n + b_n \cdot \mu \) \( (n = 1, 2, \ldots) \), \( f_n = c_n \cdot \mu \) \( (n = 2, 3, \ldots) \), with \( a_n, b_n, \) and \( c_n \) independent of \( \mu \neq 0 \), and in the forms of

\[
a_n = an^\alpha[1 + o(1)] \ (n \to \infty), \ a \neq 0, \alpha > 0; \quad |b_n| \leq B \ (n = 1, 2, \ldots);
\]

and

\[
0 \neq c_n = C[1 + o(1)] \ (n \to \infty) \ (B \text{ and } C \text{ are constants}).
\]

Letting \( \lambda \) be an eigenvalue of \( T \) and letting \( y \equiv [y_1, y_2, \ldots]^T \) be the corresponding eigenvector, one could write

\[
(2.2) \quad Ty = \lambda y, \quad \text{with } 0 \neq y = [y_1, y_2, \ldots]^T \in D(T) \subset \ell^2.
\]

2.2. Theorems on double eigenvalues with proofs.

Theorem 1. If \( \lambda \) is differentiable with respect to \( \mu \), the following relation holds among \( \lambda, \mu, \) and \( y \) defined in (2.1) and (2.2):

\[
(2.3) \quad \left( \frac{d\lambda}{d\mu} \right) \cdot (y^T x) = \frac{\lambda}{\mu} \cdot (x^T x),
\]

where

\[
(2.4) \quad 0 \neq x \equiv [x_1, x_2, \ldots]^T = \left[ \sqrt{\lambda - a_1} \cdot y_1, \sqrt{\lambda - a_2} \cdot y_2, \ldots \right]^T \in \ell^2.
\]

Proof. Let “\( \cdot \)" denote the differentiation with respect to \( \mu \). Then (2.2) is changed into

\[
(2.5) \quad \lambda y = (T - \lambda I)y' + T'y.
\]

Multiplying by \( y^T \) the left of both sides of this equation yields

\[
(2.6) \quad \left( \frac{d\lambda}{d\mu} \right) y^T x = \{(T - \lambda I)y\}^T y' + y^T T'y.
\]

The first term vanishes if \( y' \in \ell^2 \). This is easily shown with \( |d\lambda/d\mu| < \infty \) and (2.5). As for the second term of (2.6),

\[
y^T T'y = y^T \begin{bmatrix}
  f_1 & f_2 & 0 \\
  f_2 & f_2 & f_3 \\
  & f_3 & f_3 \\
  0 & & \\
\end{bmatrix} y = y^T \begin{bmatrix}
  b_1 & c_2 & 0 \\
  c_2 & b_2 & c_3 \\
  & c_3 & b_3 \\
  0 & & \\
\end{bmatrix} y
\]

\[
= y^T \cdot \frac{1}{\mu} \cdot \text{diag}(\lambda - a_1, \lambda - a_2, \ldots) y = \frac{1}{\mu} \cdot (x^T x). \quad \Box
\]
Remark 1. If \( y^T y \neq 0 \), it is obvious that \( d\lambda/d\mu = 0 \) and \( x^T x = 0 \) are equivalent. If \( T \) in (2.1) is real, this holds unconditionally since \( y \) is nonzero and real (or a real vector multiplied by a complex scalar).

Corollary 1. The following relation holds if \( \mu \) is differentiable with respect to \( \lambda \):

\[
(2.7) \quad \left( \frac{d\mu}{d\lambda} \right) \cdot (x^T x) = \mu \cdot (y^T y).
\]

Proof. Refer to Theorem 1 for its proof. \( \square \)

Theorem 2. If \( x^T x \neq 0 \), the next three conditions are equivalent:

(a) \( \lambda \) is a double eigenvalue of \( T \) in (2.1);
(b) \( d\mu/d\lambda = 0 \);
(c) \( y^T y = 0 \).

Proof. First, (b)\( \Leftrightarrow \) (c) is obvious from (2.7). What remains is (a)\( \Leftrightarrow \) (b). (a)\( \Rightarrow \) (b). Since \( \lambda \) is a double eigenvalue, there exists a generalized eigenvector \( v \in D(T) \) of rank 2 which satisfies

\[
(2.8) \quad (T - \lambda I)v = y \neq 0, \quad y, v \in D(T), \quad (T - \lambda I)^2 v = (T - \lambda I)y = 0.
\]

Now the computation of \( y^T y \) leads to

\[
y^T y = (T - \lambda I)v \cdot (T - \lambda I)v = v^T (T - \lambda I)^2 v \quad \text{(by the symmetry of } T) \]
\[
= v^T 0 \quad \text{(by } (T - \lambda I)^2 v = 0) = 0.
\]

The converse, or (b)\( \Rightarrow \) (a) follows. Let \( "'" \) denote the differentiation with respect to \( \lambda \). We will show the existence of \( v \in D(T) \) in (2.8). Differentiating (2.2) with respect to \( \lambda \) gains

\[
T' y - y = -(T - \lambda I)y'.
\]

\( T' = 0 \) since \( d\mu/d\lambda = 0 \) and \( T \) is dependent only on \( \mu \). Therefore, \( y = (T - \lambda I)y' \). What needs to be shown is \( 0 \neq y' \in D(T) \). First, \( y' \neq 0 \) is easily shown, for, the assumption \( y' = 0 \) directly leads to \( y = 0 \), which is absurd. Secondly, \( y' \in D(T) \) is obvious again, since, otherwise, \( y = (T - \lambda I)y' \notin \ell^2 \) is derived from the form of \( T \).

\( \square \)

3. Computation of double pairs

with the Newton method of two variables

In this section, we illustrate how to find the pairs \((\mu, \lambda)\) satisfying either (case 1) \( d\lambda/d\mu = 0 \) or (case 2) \( d\mu/d\lambda = 0 \). We use these results below for computing double eigenvalues of infinite matrices. Let such a pair \((\mu, \lambda)\) be called a double pair, and for a double pair of case 1 (case 2, respectively) let it be called a double pair of type \( d\lambda/d\mu = 0 \) (a double pair of type \( d\mu/d\lambda = 0 \), respectively).

3.1. Algorithm for computing double pairs of type \( d\lambda/d\mu = 0 \). Now we are ready to propose the method for computing double pairs of type \( d\lambda/d\mu = 0 \). Remark 1 states that if \( y^T y \neq 0 \), then double pairs of type \( d\lambda/d\mu = 0 \) are equivalent to the \((\mu, \lambda)\)'s which satisfy \( g_1(\mu, \lambda) = x^T x = 0 \). Its algorithm is shown, by the Newton method of two variables. Throughout this section, \( \lambda \) is assumed to be differentiable with respect to \( \mu \).
The Newton method of two variables, given \(h_1(\mu, \lambda)\) and \(h_2(\mu, \lambda)\), computes the pair \((\mu, \lambda)\) satisfying \(h_1 = h_2 = 0\) by iteration. Its formula is described as
\[
\begin{pmatrix}
\mu_{n+1} \\
\lambda_{n+1}
\end{pmatrix} = \begin{pmatrix}
\mu_n \\
\lambda_n
\end{pmatrix} - J^{-1}(\mu_n, \lambda_n) \begin{pmatrix}
h_1(\mu_n, \lambda_n) \\
h_2(\mu_n, \lambda_n)
\end{pmatrix}, \quad (n = 0, 1, 2, \ldots),
\]
where
\[
J(\mu_n, \lambda_n) = \frac{\partial(h_1(\mu, \lambda), h_2(\mu, \lambda))}{\partial(\mu, \lambda)}_{\mu=\mu_n, \lambda=\lambda_n} = \begin{pmatrix}
\frac{\partial h_1}{\partial \mu} & \frac{\partial h_1}{\partial \lambda} \\
\frac{\partial h_2}{\partial \mu} & \frac{\partial h_2}{\partial \lambda}
\end{pmatrix}_{\mu=\mu_n, \lambda=\lambda_n}.
\]
\(\mu_0, \lambda_0\) are initial values, and for \(n \geq 1\), \(\mu_n, \lambda_n\) are the approximated values of \(\mu, \lambda\) after iteration of (3.1) \(n\) times.

In order to apply this method to the problem in question, let us identify the terms that we want to have vanish. One is obviously \(h_1(\mu, \lambda) = g_1(\mu, \lambda) = x^T \mathbf{y}\), and the other is, in fact, \(h_2(\mu, \lambda) = d_1 y_1 + f_2 y_2 - \lambda y_1\), the LHS of the first equation expanded from (2.2). The values required for each iteration are, from (3.2),
\[
\begin{align*}
\frac{\partial h_1}{\partial \mu} &= 2 \left\{ (\lambda - a_1) y_1 \cdot \frac{\partial y_1}{\partial \mu} + (\lambda - a_2) y_2 \cdot \frac{\partial y_2}{\partial \mu} + \cdots \right\}, \\
\frac{\partial h_1}{\partial \lambda} &= (y^T \mathbf{y}) + 2 \left\{ (\lambda - a_1) y_1 \cdot \frac{\partial y_1}{\partial \lambda} + (\lambda - a_2) y_2 \cdot \frac{\partial y_2}{\partial \lambda} + \cdots \right\}, \\
\frac{\partial h_2}{\partial \mu} &= b_1 y_1 + c_2 y_2 + (a_1 + b_1 \mu - \lambda) \cdot \frac{\partial y_1}{\partial \mu} + c_2 \mu \cdot \frac{\partial y_2}{\partial \mu}, \\
\frac{\partial h_2}{\partial \lambda} &= (a_1 + b_1 \mu - \lambda) \cdot \frac{\partial y_1}{\partial \lambda} + c_2 \mu \cdot \frac{\partial y_2}{\partial \lambda}.
\end{align*}
\]
The values of \(\frac{\partial y_k}{\partial \mu}, \frac{\partial y_k}{\partial \lambda}\) as well as \(y_k\) \((k = 1, 2, \ldots)\) appearing in (3.3)–(3.6) are calculated using three-term relations demonstrated below:

The expansion of (2.2) turns into the recurrence relations of \(y_k\). By backward substitution, one can compute the values of \(y_k\) from a sufficiently large \(k = K\). Also, differentiating each of its expanded equations with respect to \(\mu\) and \(\lambda\) gives
\[
\begin{align*}
f_k \frac{\partial y_{k-1}}{\partial \mu} + d_k \frac{\partial y_k}{\partial \mu} + f_{k+1} \frac{\partial y_{k+1}}{\partial \mu} &= \lambda \frac{\partial y_k}{\partial \mu} - \frac{\lambda - a_k}{\mu} y_k, \quad k = 1, 2, \ldots, \\
\text{and}
\begin{align*}
f_k \frac{\partial y_{k-1}}{\partial \lambda} + d_k \frac{\partial y_k}{\partial \lambda} + f_{k+1} \frac{\partial y_{k+1}}{\partial \lambda} &= \lambda \frac{\partial y_k}{\partial \lambda} + y_k, \quad k = 1, 2, \ldots,
\end{align*}
\]
respectively. Note that \(\frac{\partial y_0}{\partial \mu} = \frac{\partial y_0}{\partial \lambda} \equiv 0\). With \(y_k\) known, \(\frac{\partial y_k}{\partial \mu}\) and \(\frac{\partial y_k}{\partial \lambda}\) are obtained in the same way that the \(y_k\) are computed.

Remark 2. In general, the use of the Newton method does not guarantee \((\mu_k, \lambda_k) \to (\mu, \lambda)\) (a double pair). However, one can easily switch into applying the bisection method with the aid of (2.3). The bisection method ensures the convergence of approximated real \((\mu_k, \lambda_k)\)'s on the grounds that there exists the pair of
\[(\mu, \lambda) = (\bar{\mu}_1, \bar{\lambda}_1) \text{ and } = (\bar{\mu}_2, \bar{\lambda}_2) \text{ satisfying}
\]
\[(d\lambda / d\mu) \bigg|_{\mu=\bar{\mu}_1, \lambda=\bar{\lambda}_1} : (d\lambda / d\mu) \bigg|_{\mu=\bar{\mu}_2, \lambda=\bar{\lambda}_2} < 0.
\]
From (2.8), the value of \(d\lambda / d\mu\) is computable if only \(y^Ty \neq 0\). Equation (2.8) holds only for the \((\mu, \lambda)\) pairs satisfying (2.2), but its pairs can be obtained using the method in Theorem B.

3.2. Algorithm for computing double pairs of type \(d\mu / d\lambda = 0\). In this section, finding double pairs of another type is discussed. Throughout this section, it is assumed that \(\mu\) is differentiable with respect to \(\lambda\).

The same method that was used in Section 3.1 is applied. In this case, one of the terms that is to vanish is \(h_1(\mu, \lambda) = y^Ty\), and the other is, as the last case, \(h_2(\mu, \lambda) = d_1y_1 + f_2y_2 - \lambda y_1\). The values of \(\partial h_1 / \partial \mu, \partial h_1 / \partial \lambda, \partial h_2 / \partial \mu, \text{ and } \partial h_2 / \partial \lambda\) are derived by (3.5), (3.6), and
\[(\partial h_1 / \partial \mu) = 2 \left(y_1 \cdot \frac{\partial y_1}{\partial \mu} + y_2 \cdot \frac{\partial y_2}{\partial \mu} + \cdots\right), \quad \frac{\partial h_1}{\partial \lambda} = 2 \left(y_1 \cdot \frac{\partial y_1}{\partial \lambda} + y_2 \cdot \frac{\partial y_2}{\partial \lambda} + \cdots\right).
\]

The values of \(y_k, \partial y_k / \partial \mu, \text{ and } \partial y_k / \partial \lambda\) are computed similarly to the computations in Section 3.1

Remark 3. The bisection method is again applicable (useful especially when the Newton method does not work). Details are omitted (refer to Remark 2).

4. Applications of double eigenvalue computation

In this section we give three illustrations of the method in Section 3. The first application is to show that there exist no complex zeros \(z \neq 0\) of \(J_\nu(z)\) satisfying \(d\nu / dz = 0\) (Section 4.1), the second is to compute zeros of \(zJ'_\nu(z) + HJ_\nu(z)\) satisfying \(d\nu / dz = 0\) (Section 4.2), and the third is to compute double eigenvalues of the Mathieu differential equations for both types (\(d\lambda / dq = 0\) and \(dq / d\lambda = 0\)) (Section 4.3).

4.1. Proof of nonexistence of double pairs of \(J_\nu(z) = 0\). This section proves that there exist no complex zeros \(z \neq 0\) of \(J_\nu(z)\) satisfying \(d\nu / dz = 0\).

\(J_\nu(z)\), the Bessel function of the first kind of order \(\nu\), is widely known to satisfy \(J_\nu(z) - \{2(\nu + 1)/z\}J_{\nu+1}(z) + J_{\nu+2}(z) = 0\). Reference 2 proved that the problem of computing zeros \(\nu\) of \(J_\nu(z)\), given \(z\) (the “inverse problem” of solving zeros \(z\) of \(J_\nu(z)\), so to speak) is equivalent to computing the eigenvalues of the following matrix:
\[
T = \begin{bmatrix}
-1 & z/2 & 0 \\
 z/2 & -2 & z/2 \\
 z/2 & -3 & \ddots \\
 0 & & & \ddots
\end{bmatrix} : D(T) \rightarrow \ell^2,
\]
where
\[D(T) = \{[w_1, w_2, \ldots] \bigg| [w_1, w_2, \ldots] \in \ell^2\}.
\]
Figure 1 is the \(z\)-\(\nu\) curve created by the algorithm in [5]. From this figure, it is conjectured that given \(z \neq 0\), there are no \(\nu\) satisfying \(d\nu / dz \neq 0\). For \(\nu > -1\),
this is easily proved from the matrix theory. However, the proof demonstrated here covers the complex $z \neq 0$ and $\nu$.

One obtains the next relation when Theorem 1 is applied to this problem:

\begin{equation}
\frac{d\nu}{dz} (y^T y) = \frac{1}{z} (x^T x),
\end{equation}

where

\begin{align*}
y &= [J_{\nu+1}(z), J_{\nu+2}(z), \ldots]^T \in \ell^2, \\
x &= [\sqrt{\nu + 1} J_{\nu+1}(z), \sqrt{\nu + 2} J_{\nu+2}(z), \ldots]^T \in \ell^2.
\end{align*}

Since $y \in \ell^2$, $|y^T y| < \infty$ is obvious. Then, it suffices to show $x^T x \neq 0$ to prove $d\nu/dz \neq 0$. Let $x^T x$ of (4.1) be computed as follows:

\begin{align*}
x^T x &= (\nu + 1)J_{\nu+1}^2(z) + (\nu + 2)J_{\nu+2}^2(z) + \cdots \\
&= \{(\nu + 1)J_{\nu+1}^2(z) + (\nu + 3)J_{\nu+3}^2(z) + \cdots \} \\
&\quad + \{(\nu + 2)J_{\nu+2}^2(z) + (\nu + 4)J_{\nu+4}^2(z) + \cdots \} \\
&= \frac{z^2}{4} (J_{\nu}^2(z) - J_{\nu-1}(z)J_{\nu+1}(z)) + \frac{z^2}{4} (J_{\nu+1}^2(z) - J_{\nu}(z)J_{\nu+2}(z)) \\
&\quad \text{(by [12] page 152)} \\
&= \frac{z^2}{4} J_{\nu+1}(z)(J_{\nu+1}(z) - J_{\nu-1}(z)) \quad \text{(by $J_{\nu}(z) = 0$)} \\
&= -z^2 J_{\nu+1}(z)J_{\nu}'(z)/2 \quad \text{(since $2J_{\nu+1}' = J_{\nu} - J_{\nu+2}$ by [1])} \\
&\neq 0 \quad \text{($J_{\nu+1}(z) \neq 0$ and $J_{\nu}'(z) \neq 0$ when $J_{\nu}(z) = 0$)}.
\end{align*}

As was conjectured, no complex $z \neq 0$ and $\nu$ for $J_{\nu}(z) = 0$ satisfy $d\nu/dz = 0$.  

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
4.2. Computation of double pairs of \( z J'_\nu(z) + H J_\nu(z) = 0 \). In [4], the distribution of the \((z, \nu)\) pair for \( z J'_\nu(z) + H J_\nu(z) = 0 \) was plotted (for \( H = 1 \)). What Figure 2 reveals in contrast with Figure 1 is that the existence of double pairs of type \( d\nu/dz = 0 \) is observed. In fact, if we apply Theorem 1 to this problem, \( x^T x = (\nu+1)J_{\nu+1}^2 + (\nu+3)J_{\nu+3}^2 + (\nu+5)J_{\nu+5}^2 + \cdots \) \( (x = [\sqrt{\nu + \frac{1}{2}}, \sqrt{\nu + 3}, \sqrt{\nu + 5}, \cdots]^T) = (z^2 - \nu^2 + H^2)J_\nu^2/4 \) (this is derived similarly to Section 4.1 for \( x^T x \); details are left

Table 1. First 20 double pairs \((z, \nu)\) of type \( d\nu/dz = 0 \) \((H = 1)\)

<table>
<thead>
<tr>
<th>( N )</th>
<th>( z )</th>
<th>( \nu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>± 1.051328528</td>
<td>± 1.450962327</td>
</tr>
<tr>
<td>2</td>
<td>± 2.118898212</td>
<td>± 2.34017207</td>
</tr>
<tr>
<td>3</td>
<td>± 3.143427582</td>
<td>± 3.298656842</td>
</tr>
<tr>
<td>4</td>
<td>± 4.155369454</td>
<td>± 4.274002258</td>
</tr>
<tr>
<td>5</td>
<td>± 5.162139588</td>
<td>± 5.258106611</td>
</tr>
<tr>
<td>6</td>
<td>± 6.166349121</td>
<td>± 6.246908153</td>
</tr>
<tr>
<td>7</td>
<td>± 7.169132116</td>
<td>± 7.238539584</td>
</tr>
<tr>
<td>8</td>
<td>± 8.171052876</td>
<td>± 8.23017074</td>
</tr>
<tr>
<td>9</td>
<td>± 9.172420411</td>
<td>± 9.226770626</td>
</tr>
<tr>
<td>10</td>
<td>± 10.17341643</td>
<td>± 10.22244598</td>
</tr>
<tr>
<td>11</td>
<td>± 11.17415387</td>
<td>± 11.21881075</td>
</tr>
<tr>
<td>12</td>
<td>± 12.17470605</td>
<td>± 12.21570577</td>
</tr>
<tr>
<td>13</td>
<td>± 13.17512233</td>
<td>± 13.21301815</td>
</tr>
<tr>
<td>14</td>
<td>± 14.17543695</td>
<td>± 14.21066546</td>
</tr>
<tr>
<td>15</td>
<td>± 15.17567424</td>
<td>± 15.20858602</td>
</tr>
<tr>
<td>16</td>
<td>± 16.17585191</td>
<td>± 16.20673270</td>
</tr>
<tr>
<td>17</td>
<td>± 17.17598304</td>
<td>± 17.20506833</td>
</tr>
<tr>
<td>18</td>
<td>± 18.17607749</td>
<td>± 18.20356539</td>
</tr>
<tr>
<td>19</td>
<td>± 19.17614279</td>
<td>± 19.2019915</td>
</tr>
<tr>
<td>20</td>
<td>± 20.17618473</td>
<td>± 20.20095122</td>
</tr>
</tbody>
</table>
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out) vanishes when \( d = 0 \). Since \( J_\nu(z) \neq 0 \) (when \( zJ'_\nu(z) + HJ_\nu(z) = 0 \)), \( z^2 - \nu^2 + H^2 = 0 \) should hold. This shows that double pairs exist, satisfying \( zJ'_\nu(z) + HJ_\nu(z) = 0 \) and \( z^2 - \nu^2 + H^2 = 0 \), which essentially agrees with [4, Theorem 4], stating that \( z \) is a double root of \( zJ'_\nu(z) + HJ_\nu(z) = 0 \) if and only if \( z^2 - \nu^2 + H^2 = 0 \).

The algorithm in Section [3] was used for the computation of such pairs. The closest 20 points to the origin are shown with 10 significant digits in Table 1. The \( N \)’s represent that the corresponding points are the \( N \)th closest to the origin (note that we have regarded two symmetrical points with respect to the \( \nu \)-axis as one).

4.3. Computation of double eigenvalues of the Mathieu differential equation. The second-order linear differential equation

\[
(4.2) \quad w''(z) + (\lambda - 2q \cos 2z)w(z) = 0 \quad (0 \leq z < 2\pi),
\]

where \( q \) and \( \lambda \) are both parameters, is known as the Mathieu differential equation. Given \( q \), the value of \( \lambda \) which allows (4.2) to have a \( \pi \)- or 2\( \pi \)-periodic solution \( w(z) \) is called an eigenvalue, and such \( w(z) \) is called the Mathieu function (of the first kind; as for the second kind, see [1]). The Mathieu function of the first kind is classified into four types, depending on the type of expansion ((Fourier) sine or cosine series expansion and the period \( \pi \) or 2\( \pi \)). In this section, only the type \( w(z) \equiv \text{se}_{2m}(z, \lambda) = \sum_{k=1}^{\infty} B_{2k} \sin(2k)z, \ m = 1, 2, 3, \ldots \) will be focused, since the other three types are essentially derived with the same procedure. The solutions for double pairs \((q, \lambda)\) of types \( d\lambda/dq = 0 \) and \( dq/d\lambda = 0 \) will be proposed in this section.

4.3.1. Double pairs of type \( d\lambda/dq = 0 \). We shall first plot, in Figure 3, the real pairs of \( q \) and eigenvalues \( \lambda \) of (4.2) [8]. Figure 3 suggests that there are points

![Figure 3. Real q and real λ curves (se_{2m}(z, q) type)](image-url)
Table 2. Intermediate results of iterations (with initial values) 
\((N = 9 \text{ and } 10)\)

<table>
<thead>
<tr>
<th>(N)</th>
<th>(n)</th>
<th>(q_n)</th>
<th>(\lambda_n)</th>
<th>(N)</th>
<th>(n)</th>
<th>(q_n)</th>
<th>(\lambda_n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>0</td>
<td>407.403706625</td>
<td>530.637818017</td>
<td>10</td>
<td>0</td>
<td>495.706449576</td>
<td>645.830622574</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>409.270076625</td>
<td>533.270076226</td>
<td>1</td>
<td>1</td>
<td>498.141239606</td>
<td>648.544906938</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>409.673247606</td>
<td>533.746760069</td>
<td>2</td>
<td>2</td>
<td>497.960506640</td>
<td>648.908929885</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>409.674751506</td>
<td>533.744316297</td>
<td>3</td>
<td>3</td>
<td>497.961367957</td>
<td>648.907648777</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>409.674751715</td>
<td>533.744316177</td>
<td>4</td>
<td>4</td>
<td>497.961368004</td>
<td>648.907648750</td>
</tr>
</tbody>
</table>

where \(\frac{d\lambda}{dq} = 0\) holds (marked “*”). After Theorem 1 is applied, the following relation is obtained:

\[
\left(\frac{d\lambda}{dq}\right) (y^T y) = -\frac{2}{q} (x^T x),
\]

where \(y = [B_2, B_4, B_6, \ldots]^T \in \ell^2\),
\(x = [\sqrt{r_4} B_2, \sqrt{r_8} B_8, \sqrt{r_{12}} B_{12}, \ldots]^T \in \ell^2\) \((r_n \equiv n^2 - \lambda)\).

The authors of [2, Chapter 3, (24b) and Figure 1] found, through experiments, that a group of \(q\)-\(\lambda\) curves \(\{a_k\} (k = 1, 2, \ldots)\) \((a_k\) corresponds to the \(k\)th closest curve to the origin with \(q\) and \(\lambda\) real) have the following relation:

\[
a_n(h) \sim \left(\frac{n}{m}\right)^2 a_m \left(\frac{m}{n} \cdot h\right),
\]

where \(h^2 = 4q\), and \(m\) and \(n\) are natural numbers. This of course is true of double pairs \((q, \lambda)\) too. Then, once a double pair is gained, one can utilize their values for the selection of a good initial candidate (which is often considered the key to the Newton method), with (4.3) for the other double pairs.

With such preparation done, the Newton method of two variables is executed. Table 2 tabulates the initial values \((q_0\) and \(\lambda_0\)) and the values of \(q_n\) and \(\lambda_n\) for the 9th and 10th double pairs closest to the origin. Only the first 12 digits are displayed (after rounding); \(n\) represents the number of iterations. In each case (or \(N = 9, 10\), two digits are already in agreement with the true pair \((q, \lambda)\) at the stage its initial value is determined. For the list of the first 30 double pairs, see [8].

4.3.2. Double pairs of type \(d\mu/d\lambda = 0\). In the previous case, the \(q\)-\(\lambda\) graph was created for real \(q\) and real \(\lambda\). Next, let the new graph be plotted, this time for real

Table 3. The first 10 double pairs \((q, \lambda)\) of type \(d\mu/d\lambda = 0\)
Figure 4. Real $\lambda$ and purely imaginary $q$ curves ($se_{2m}(z, q)$ type)

Table 4. Intermediate results of iterations (with initial values) 
($N = 5$ and 6) 

<table>
<thead>
<tr>
<th>$N$</th>
<th>$n$</th>
<th>$q_n$</th>
<th>$\lambda_n$</th>
<th>$N$</th>
<th>$n$</th>
<th>$q_n$</th>
<th>$\lambda_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0</td>
<td>$i \cdot 195.992830179$</td>
<td>333.394638496</td>
<td>6</td>
<td>0</td>
<td>$i \cdot 284.553617317$</td>
<td>485.259903288</td>
</tr>
<tr>
<td>1</td>
<td>$i \cdot 197.304187600$</td>
<td>335.345192031</td>
<td>1</td>
<td>$i \cdot 285.93205268$</td>
<td>487.57025430</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$i \cdot 197.617867469$</td>
<td>336.745916724</td>
<td>2</td>
<td>$i \cdot 286.122018441$</td>
<td>488.630799983</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$i \cdot 197.609725864$</td>
<td>336.984121128</td>
<td>3</td>
<td>$i \cdot 286.112706460$</td>
<td>488.709293001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$i \cdot 197.606678665$</td>
<td>336.986044253</td>
<td>4</td>
<td>$i \cdot 286.112608761$</td>
<td>488.709384477</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$i \cdot 197.606678692$</td>
<td>336.986043950</td>
<td>5</td>
<td>$i \cdot 286.112608762$</td>
<td>488.709384476</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\lambda$ and purely imaginary $q$ (in Figure 4). It is observed in Figure 4 that there should exist pairs of $\lambda$ (real) and $q$ (purely imaginary) such that $dq/d\lambda = 0$, at the points marked “$\times$”. As in the case of type $d\lambda/d\mu = 0$, double pairs of the same accuracy were obtained. The first 10 double pairs are listed in Table 3. 

It is naturally conjectured that (4.3) applies for real $\lambda$ and purely imaginary $q$ as well. The fact is that Table 3 was thus created. Table 4 describes the iterated values of $(q_n, \lambda_n)$ for the 5th and 6th closest double pairs. The notation of $n$ and $N$ are identical with Section 4.3.1.

5. Concluding remarks

In this paper, a class of infinite matrices was set and theorems on their double pairs were shown. In addition to the theorems, a method was proposed for the computation of such double pairs by the Newton method of two variables. It was
also found that the bisection method is useful when parameters are real. This method was applied to the zeros of \( J_0(z) \) and \( zJ_1(z) + HJ_0(z) \) and to the EVP of the Mathieu differential equation. These examples demonstrated that our method enables efficient and accurate computation of multiple zeros.
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