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ABSTRACT. We consider a conjecture of Bley and Burns which relates the
epsilon constant of the equivariant Artin $L$-function of a Galois extension of
number fields to certain natural algebraic invariants. For an odd prime number
$p$, we describe an algorithm which either proves the conjecture for all degree
$2p$ dihedral extensions of the rational numbers or finds a counterexample. We
apply this to show the conjecture for all degree 6 dihedral extensions of $\mathbb{Q}$. The
correctness of the algorithm follows from a finiteness property of the conjecture
which we prove in full generality.

1. Introduction

Let $L/K$ be a Galois extension of number fields with Galois group $G$. In [5], Bley
and Burns conjectured an equality in the relative algebraic $K$-group $K_0(\mathbb{Z}[G], \mathbb{R})$
involveing the epsilon constant of the equivariant Artin $L$-function of the extension,
an equivariant discriminant and certain local terms coming from étale cohomology.
This conjecture fits into the general framework of the equivariant Tamagawa
number conjectures of Burns and Flach [7]: it can be shown to express the com-
patibility of the equivariant Tamagawa number conjectures for $(h^0(\text{Spec}(L)), \mathbb{Z}[G])$
and $(h^0(\text{Spec}(L))(1), \mathbb{Z}[G])$ with the functional equation of the equivariant Artin $L$-
function of $L/K$. It is also known to be a strong refinement of the second Chinburg
conjecture.

The conjecture is known in some cases. In [5] it is shown to be valid for extensions
that are at most tamely ramified and for abelian extensions of $\mathbb{Q}$ with odd
conductor. However, for non-abelian wildly ramified extensions very little is known.
Bley and Burns considered certain dihedral extensions of $\mathbb{Q}$ where the conjecture
follows easily from the cases mentioned above, and Snaith showed it in [16] for some
degree 8 quaternion extensions of $\mathbb{Q}$. In [3], Bley developed an algorithm that can
demonstrate the validity of the conjecture for certain abelian extensions $L/K$, but
hitherto the implementation of this algorithm only gave numerical evidence rather
than a complete proof.

This paper now establishes the conjecture for a natural class of non-abelian,
possibly wildly ramified extensions.
Theorem 1.1. The conjecture is true for all Galois extensions $L/\mathbb{Q}$ with $\text{Gal}(L/\mathbb{Q})$ the dihedral group of order 6.

We remark that several of the steps leading to this result are true in much greater generality and might therefore themselves be of some independent interest. In section 2 we recall the conjecture of Bley and Burns and show how it can be expressed in local terms. From this we deduce the following finiteness result.

Theorem 1.2. Let $K$ be a number field and $G$ a finite group. There exists a finite set of Galois extensions $L/K$ with $\text{Gal}(L/K) \cong G$ such that the validity of the conjecture for these finitely many extensions implies the validity of the conjecture for all extensions $L/K$ with $\text{Gal}(L/K) \cong G$.

In section 3 we prove a result about the relative algebraic $K_0$-group of the integral group ring of dihedral groups, which in conjunction with functorial properties of the conjecture gives an important reduction step. Finally, in the last section, we apply these results to develop an algorithm that, for an odd prime $p$, either proves the conjecture for all degree $2p$ dihedral extensions of the rational numbers or finds a counterexample. Our algorithm relies on Bley’s algorithm applied to certain cyclic extensions. Using a modification of the existing implementation of Bley’s algorithm in PARI/GP, we prove Theorem 1.1.

Acknowledgement. I am very grateful to Werner Bley and David Burns for numerous helpful discussions and to Dimitrij Kusnezow and Werner Bley for giving permission to use and modify their implementation of Bley’s algorithm.

2. The conjecture

In this section we recall the conjecture of [5] and prove that all ingredients of the conjecture are local. We then apply this to show Theorem 1.2.

Notation. We first recall some notation from [5] sections 2 and 3. For a finite group $G$, we need the relative $K_0$-group $K_0(\mathbb{Z}[G], \mathbb{Q})$ and the $K_1$-groups $K_1(\mathbb{Z}[G])$, $K_1(\mathbb{Q}[G])$. The reduced norm induces an injective map $K_1(\mathbb{Q}[G]) \to \zeta(\mathbb{Q}[G])^{\times}$ where $\zeta(\mathbb{Q}[G])$ is the centre of the group algebra, and the image is denoted by $\zeta(\mathbb{Q}[G])^{\times+}$. The map $\delta_{\mathbb{Z}[G], \mathbb{Q}}: \zeta(\mathbb{Z}[G])^{\times+} \to K_0(\mathbb{Z}[G], \mathbb{Q})$ is the composite of the inverse of the reduced norm map and the natural map $K_1(\mathbb{Q}[G]) \to K_0(\mathbb{Z}[G], \mathbb{Q})$ coming from the exact localization sequence in $K$-theory. For a subgroup $H$ of $G$, we write $i_H^G$ for the induction map on any of these $K$-groups (including $i_H^G: \zeta(\mathbb{Q}[H])^{\times+} \to \zeta(\mathbb{Q}[G])^{\times+}$ via the isomorphism given by the reduced norm). We also need these groups with $\mathbb{Q}$ replaced by $\mathbb{Q}^r$ (an algebraic closure of $\mathbb{Q}$) or $\mathbb{Q}_l$ or $\mathbb{R}$, $\mathbb{Z}$ replaced by $\mathbb{Z}_l$, etc.

If $K$ is a number field, we write $S_f(K)$ for the set of finite places of $K$. The completion of $K$ at $v \in S_f(K)$ is denoted by $K_v$ and the residue characteristic of $v$ by $l(v)$. Also $S_l(K)$ is the set of places above the rational prime $l$, and more generally if $L/K$ is an extension of number fields and $v \in S_f(K)$, then $S_v(L)$ is the set of places of $L$ above $v$.

The conjecture. Now let $L/K$ be a Galois extension of number fields with group $G$. For each $v \in S_f(K)$ we fix a place $w \in S_v(L)$ with corresponding embedding $i_w: L \to L_w$. The decomposition group of $w$ is denoted by $G_w$ and identified with $\text{Gal}(L_w/K_v)$. Let $S$ be a finite subset of $S_f(K)$, containing the places which ramify
in $L/K$. For each $v \in S$, we choose a full projective $\mathbb{Z}[\Gamma]\lbrack G \rbrack$-sublattice $L_w$ of $\mathcal{O}_{L_v}$ which is contained in a sufficiently high power of the maximal ideal, such that $\exp(L_w)$ is defined. Let $L$ denote the full projective $\mathbb{Z}[G]$-sublattice of $L$ which, at each prime $l$, has $l$-adic completion

$$L_l = \left( \prod_{v \in S_l(K) \setminus S} \mathcal{O}_{L_v} \right) \times \left( \prod_{v \in S_l(K) \setminus S} \mathbb{Z}[G] \otimes \mathbb{Z}_l \lbrack G \rbrack \cdot L_w \right).$$

To state the conjecture, we need the following invariants: $\mathcal{E}_{L/K} \in K_0(\mathbb{Z}[G], \mathbb{R})$ the equivariant global epsilon constant [5, section 3.1], $\delta_{L/K}(L) \in K_0(\mathbb{Z}[G], \mathbb{R})$ the equivariant discriminant [5 section 3.2], and cohomological elements $I(v, L) = I(v, \exp(L_w)) \in K_0(\mathbb{Z}[G_w], \mathbb{Q})$ for each $v \in S$ [5, sections 3.3 and 4.1]. We will write $I(L_w/K, L_w)$ for $I(v, L)$ to make clear that its definition depends only on the local extension and on $L_w$. One knows that $\mathcal{E}_{L/K} - \delta_{L/K}(L) \in K_0(\mathbb{Z}[G], \mathbb{Q})$.

With these definitions, [5, Conjecture 4.1] is

**Conjecture 2.1.** For any set $S$ and lattice $L$ as above, one has

$$\mathcal{E}_{L/K} - \delta_{L/K}(L) = \sum_{v \in S} i_{G,w}^Z(I(L_w/K_v, L_w)) \in K_0(\mathbb{Z}[G], \mathbb{Q}).$$

This conjecture is independent of the choices of $S$ and $L$ [5] Remark 4.2 (iii) and will be denoted by $C(L/K)$. We also consider its $l$-components under the decomposition $K_0(\mathbb{Z}[G], \mathbb{Q}) \cong \bigoplus \mathbb{K}_0(\mathbb{Z}[G], \mathbb{Q}_l)$ and refer to the $l$-part of the conjecture as $C_l(L/K)$.

**The conjecture expressed in local terms.** Note that the left-hand side of Conjecture [21] contains essentially global objects. We now want to show that $C_l(L/K)$ has an equivalent version which only involves terms coming from the completions at primes above $l$. To do this we must introduce some notation related to local extensions. Let $E/F$ be a Galois extension of $l$-adic fields with Galois group $\Gamma$. We denote by $\Sigma(E)$ the set of all embeddings $E \to \mathbb{Q}_l^\times$, and we define a $Z_l[\Gamma]$-module $H_E := \bigoplus_{\sigma \in \Sigma(E)} \mathbb{Z}_l$ and a $\mathbb{Q}_l[\Gamma]$-isomorphism $\rho_E : E \otimes \mathbb{Q}_l \to H_E \otimes \mathbb{Q}_l$, $e \otimes z \mapsto (\sigma(e)z)_{\sigma \in \Sigma(E)}$.

We write $\tau(Q_l, \psi)$ for the local Galois Gauss sum of a character $\psi$ of $\text{Gal}(\mathbb{Q}_l^\times / Q_l)$ (for the definition and basic properties of local Galois Gauss sums see [11, II, §4]). For a finite extension $F$ of $Q_l$ the induction map from characters of $\text{Gal}(\mathbb{Q}_l^\times / F)$ to characters of $\text{Gal}(\mathbb{Q}_l^\times / Q_l)$ is written as $i^F_{\psi}$. Finally, $\text{Irr}(\Gamma)$ denotes the set of irreducible characters of the finite group $\Gamma$. We define the equivariant local Galois Gauss sum of $E/F$ by

$$\tau_{E/F} := (\tau(Q_l, i^F_{\psi} \chi))_{\chi \in \text{Irr}(\Gamma)} \in \prod_{\chi \in \text{Irr}(\Gamma)} (\mathbb{Q}_l^\times)^\times = \zeta(\mathbb{Q}_l^\times[\Gamma])^\times.$$

From now on we fix an embedding $k : \mathbb{Q}_l^\times \to \mathbb{Q}_l^\times$. We also denote the induced map $\zeta(\mathbb{Q}_l^\times[\Gamma])^\times \to \zeta(\mathbb{Q}_l^\times[\Gamma])^\times$ by $k$. Using the formula for Galois action on Galois Gauss sums [11, II, Theorem 5.1], it is easy to see that $\partial_{Z_l[\Gamma], Q_l}(k(\tau_{E/F}))$ is independent of the choice of $k$.

If $L$ is a full projective $\mathbb{Z}[\Gamma]$-sublattice of $\mathcal{O}_E$ which is contained in a sufficiently high power of the maximal ideal, we define

$$J(E/F) := -\partial_{Z_l[\Gamma], Q_l}(k(\tau_{E/F})) + [L, \rho_E, H_E] + I(E/F, L)_l \in K_0(\mathbb{Z}[\Gamma], \mathbb{Q}_l^\times).$$
where $I(E/F, \mathcal{L})_1$ is the image of $I(E/F, \mathcal{L})$ under the map

$$K_0(\mathbb{Z}[\Gamma], \mathbb{Q}) \to K_0(\mathbb{Z}[\Gamma], \mathbb{Q}_p) \subseteq K_0(\mathbb{Z}[\Gamma], \mathbb{Q}_p).$$

The definition of $J(E/F)$ is independent of the choice of $\mathcal{L}$. This can be shown in the same way as the independence of $\mathcal{L}$ for Conjecture 2.1.

Now consider again a global extension $L/K$ and $G = \text{Gal}(L/K)$. We write $A^1_l$ for the valuation ring of the maximal tamely ramified extension of $\mathbb{Q}_l$ in $\mathbb{Q}_l^c$ and $\iota : K_0(\mathbb{Z}_l[G], \mathbb{Q}_l^c) \to K_0(A^1_l[G], \mathbb{Q}_l^c)$ for the natural scalar extension map.

**Theorem 2.2.** $C_l(L/K)$ is valid if and only if one has

$$\sum_{v \in S_l(K)} \iota(i^G_{G^w}(J(L_w/K_v))) = 0$$

in $K_0(A^1_l[G], \mathbb{Q}_l^c)$. Without loss of generality we can assume that $S_l(K) \subseteq S$.

By [5 equation (35)],

$$\lambda_k(\mathcal{E}_{L/K} - \delta_{L/K}(L)) = \sum_{v \in S_l(K)} \iota(\lambda_k(i^G_{G^w}(I(L_w/K_v, \mathcal{L}))))$$

in $K_0(A^1_l[G], \mathbb{Q}_l^c)$. Without loss of generality we can assume that $S_l(K) \subseteq S$.

By [5 equation (35)],

$$\lambda_k(\mathcal{E}_{L/K} - \delta_{L/K}(L)) = \sum_{v \in S_l(K)} \iota(\lambda_k(i^G_{G^w}(I(L_w/K_v, \mathcal{L}))))$$

in $K_0(A^1_l[G], \mathbb{Q}_l^c)$. Without loss of generality we can assume that $S_l(K) \subseteq S$.

**Lemma 2.3.** If $v \notin S_l(K)$, then one has

$$\iota(\lambda_k(\mathcal{E}_{L/K} - \delta_{L/K}(L))) = \sum_{v \in S_l(K)} \iota(\lambda_k(i^G_{G^w}(I(L_w/K_v, \mathcal{L}))))$$

in $K_0(A^1_l[G], \mathbb{Q}_l^c)$ with $*(-f_w) \in \zeta(\mathbb{Q}_l^c[G_v])^\times$ as in [5 section 7].

**Proof.** Let $p$ be the residue characteristic of $v$. We can factorize $i^G_{G^w}(\tau_{L_w/K_v})$ as

$$i^G_{G^w}(\tau_{L_w/K_v}) = \tau_{L/K, v} \ast i^G_{\{e\}}(\tau_{K_v})$$

with $\tau_{L/K, v}$ as in [5 section 7], $\tau_{K_v} = \tau(\mathbb{Q}_p, i^G_{\{e\}}(1_{O_{K_v}})) \in (\mathbb{Q}_p^c)^\times$ and $\{e\}$ denoting the trivial subgroup of $G$. By [5 Proposition 7.3] we need only show that

$$\lambda_k(\mathcal{E}_{L/K} - \delta_{L/K}(L)) = \sum_{v \in S_l(K)} \iota(\lambda_k(i^G_{G^w}(\tau_{L_w/K_v})))$$

in $K_0(A^1_l[G], \mathbb{Q}_l^c)$. From the definition of the maps it follows directly that $\lambda_k(\mathcal{E}_{L/K} - \delta_{L/K}(L)) = \sum_{v \in S_l(K)} \iota(\lambda_k(i^G_{G^w}(\tau_{L_w/K_v})))$; therefore it suffices to show $k(\tau_{K_v}) \in (\mathbb{Q}_p^c)^\times$.

The formula for the Galois action on local Galois Gauss sums (cf. [11, II. Theorem 5.1]) shows that $k(\tau_{K_v}) \in (\mathbb{Q}_p^c)^\times$. Also, $\tau_{K_v}$ is only divisible by primes above $p$ (this follows for example from [11, II. Proposition 4.1]) and thus $k(\tau_{K_v}) \in (\mathbb{Q}_p^c)^\times$. □
We continue with the proof of Theorem 2.2. By (3), (4) and Lemma 2.3 the left-hand side of (2) is equal to
\[
\sum_{v \in S_l(K)} \tau \circ \hat{\delta}^{1}_{2z_l[G],[Q]} \circ k \circ i^{G}_{L_w}(\tau_{L_w/K_v}) \\
+ \sum_{v \notin S_l(K)} \tau \circ \hat{\delta}^{1}_{2z_l[G],[Q]} \circ i^{G}_{L_w}(\ast(-f_w)) - \tau \circ \lambda_k([\mathcal{L}, \rho_L, H_L]).
\]
For $v \in S \setminus S_l(K)$, [5, Proposition 7.1] shows that
\[
\lambda_k(i^{G}_{L_w}(I(L_w/K_v, \mathcal{L}_w))) = \delta^{1}_{2z_l[G],[Q]} \circ i^{G}_{L_w}(\ast(-f_w)).
\]
Combining this equality with [5, Lemma 4.5], we see that the right-hand side of (2) is equal to
\[
\sum_{v \in S_l(K)} \tau \circ \lambda_k(i^{G}_{L_w}(I(L_w/K_v, \mathcal{L}_w))) + \sum_{v \notin S_l(K)} \tau \circ \hat{\delta}^{1}_{2z_l[G],[Q]} \circ i^{G}_{L_w}(\ast(-f_w)).
\]
For $v \in S_l(K)$ there are identities $i^{G}_{L_w} \circ \hat{\delta}^{1}_{2z_l[G],[Q]} \circ k = \delta^{1}_{2z_l[G],[Q]} \circ k \circ i^{G}_{L_w}$ and $i^{G}_{L_w}(I(L_w/K_v, \mathcal{L}_w)) = \lambda_k(i^{G}_{L_w}(I(L_w/K_v, \mathcal{L}_w)))$ which imply that
\[
i^{G}_{L_w}(J(L_w/K_v)) = -\hat{\delta}^{1}_{2z_l[G],[Q]} \circ k \circ i^{G}_{L_w}(\tau_{L_w/K_v}) + i^{G}_{L_w}([\mathcal{L}_w, \rho_{L_w}, H_{L_w}]) \\
+ \lambda_k(i^{G}_{L_w}(I(L_w/K_v, \mathcal{L}_w))).
\]
We now use the following Lemma 2.4 to rewrite $\lambda_k([\mathcal{L}, \rho_L, H_L])$ in (5). It then immediately follows that the expressions (5) and (6) are equal if and only if one has
\[
\sum_{v \in S_l(K)} \tau(i^{G}_{L_w}(J(L_w/K_v))) = 0.
\]
This concludes the proof of the theorem. □

**Lemma 2.4.** With the notation as above, one has an equality
\[
\lambda_k([\mathcal{L}, \rho_L, H_L]) = \sum_{v \in S_l(K)} i^{G}_{L_w}([\mathcal{L}_w, \rho_{L_w}, H_{L_w}])
\]
in $K_0(\mathbb{Z}[G], Q_l^e)$.

**Proof.** We recall that $H_L = \bigoplus_{\Sigma(L)} \mathbb{Z}$ with $\Sigma(L)$ the set of all embeddings $L \to \mathbb{Q}^e$, and $\rho_L : L \otimes \mathbb{Q}^e \to H_L \otimes \mathbb{Z} \mathbb{Q}^e$ is defined by $e \otimes z \mapsto (\sigma(e)) z_{\sigma \in \Sigma(L)}$.

There exists a commutative diagram of $\mathbb{Q}_l^e$-equivariant isomorphisms
\[
\bigoplus_{v \in S_l(K)} \mathbb{Q}_l^e[G] \otimes_{\mathbb{Q}_l^e} (L_w \otimes \mathbb{Q}_l^e) \xrightarrow{\cong} \bigoplus_{v \in S_l(K)} \mathbb{Q}_l^e[G] \otimes_{\mathbb{Q}_l^e} (H_{L_w} \otimes \mathbb{Z}_l \mathbb{Q}_l^e)
\]
\[
\cong \mathbb{Q}_l^e[G] \otimes_{\mathbb{Q}_l^e} (L \otimes \mathbb{Q}^e) \otimes_{\mathbb{Q}^e} \mathbb{Q}_l^e \xrightarrow{\cong} (H_L \otimes \mathbb{Z} \mathbb{Q}^e) \otimes_{\mathbb{Q}^e} \mathbb{Q}_l^e.
\]
Here the upper horizontal map is $\bigoplus_{v \in S_l(K)} \mathbb{Q}_l^e[G] \otimes_{\mathbb{Q}_l^e} \rho_{L_w}$ and the lower one is $\rho_L \otimes \mathbb{Q}^e \otimes_{\mathbb{Q}^e} \mathbb{Q}_l^e$ via $k : \mathbb{Q}^e \to \mathbb{Q}_l^e$. The vertical maps are defined as follows. The left one
is the canonical isomorphism
\[
\bigoplus_{v \in S_l(K)} \mathbb{Q}_l[G] \otimes_{\mathbb{Q}_l[G_w]} (L_w \otimes_{\mathbb{Q}_l} \mathbb{Q}_l^c) \cong \bigoplus_{v \in S_l(K)} (\mathbb{Q}_l[G] \otimes_{\mathbb{Q}_l[G_w]} L_w) \otimes_{\mathbb{Q}_l} \mathbb{Q}_l^c \\
\cong (L \otimes_{\mathbb{Q}} \mathbb{Q}_l) \otimes_{\mathbb{Q}_l} \mathbb{Q}_l^c \\
\cong (L \otimes_{\mathbb{Q}} \mathbb{Q}_l^c) \otimes_{\mathbb{Q}_l^c} \mathbb{Q}_l^c.
\]

To define the right vertical map, we first note that there is an isomorphism of \(\mathbb{Z}_l[G]\)-lattices \(\bigoplus_{v \in S_l(K)} (\mathbb{Z}_l[G] \otimes_{\mathbb{Z}_l[G_w]} H_{L_v}) \cong H_L \otimes_{\mathbb{Z}_l} \mathbb{Z}_l\) which depends on the choice of \(k\) and is induced by the map \(\Sigma(L_w) \to \Sigma(L)\) sending \(\sigma : L_w \to \mathbb{Q}_l^c\) to \(k^{-1} \circ \sigma \circ i_w : L \to \mathbb{Q}_l^c\) where \(i_w : L \to L_w\) is the embedding corresponding to the place \(w\). Using this isomorphism, the map on the right-hand side is
\[
\bigoplus_{v \in S_l(K)} \mathbb{Q}_l[G] \otimes_{\mathbb{Q}_l[G_w]} (H_{L_w} \otimes_{\mathbb{Z}_l} \mathbb{Q}_l^c) \cong \bigoplus_{v \in S_l(K)} (\mathbb{Z}_l[G] \otimes_{\mathbb{Z}_l[G_w]} H_{L_w}) \otimes_{\mathbb{Z}_l} \mathbb{Q}_l^c \\
\cong (H_L \otimes_{\mathbb{Z}_l} \mathbb{Z}_l) \otimes_{\mathbb{Z}_l} \mathbb{Q}_l^c \\
\cong (H_L \otimes_{\mathbb{Z}} \mathbb{Q}_l^c) \otimes_{\mathbb{Q}_l^c} \mathbb{Q}_l^c.
\]

By explicitly comparing definitions, one verifies that the diagram is commutative. Recall that by (11) we have an isomorphism of \(\mathbb{Z}_l[G]\)-lattices \(\mathcal{L} \otimes_{\mathbb{Z}_l} \mathbb{Z}_l \cong \bigoplus_{v \in S_l(K)} (\mathbb{Z}_l[G] \otimes_{\mathbb{Z}_l[G_w]} \mathcal{L}_v)\). Therefore
\[
\lambda_k(\mathcal{L}, \rho_L, H_L) = [\mathcal{L} \otimes_{\mathbb{Z}_l} \mathbb{Z}_l, \rho_L \otimes_{\mathbb{Q}_l^c} \mathbb{Q}_l^c, H_L \otimes_{\mathbb{Z}_l} \mathbb{Z}_l] \\
= \sum_{v \in S_l(K)} [\mathbb{Z}_l[G] \otimes_{\mathbb{Z}_l[G_w]} \mathcal{L}_v, \mathbb{Q}_l[G] \otimes_{\mathbb{Q}_l[G_w]} H_{L_v}] \\
= \sum_{v \in S_l(K)} i_{\mathcal{L}_v}^G ([\mathcal{L}_v, \rho_{L_v}, H_{L_v}]). \quad \square
\]

A finiteness property of the conjecture. From Theorem 2.2 and a well-known finiteness property of \(p\)-adic fields we can now easily deduce the finiteness result Theorem 1.2.

Proof of Theorem 1.2. Fix a prime \(l\). For each \(v \in S_l(K)\) we let \(R_v\) be a set of representatives of isomorphism classes of Galois extensions \(E/K_v\) for which \(\text{Gal}(E/K_v)\) is isomorphic to a subgroup of \(G\). It is well known that \(R_v\) is finite (see e.g. [10, II. Proposition 14]).

Let \(L/K\) be a Galois extension with \(\text{Gal}(L/K) \cong G\). If \(v \in S_l(K)\) and \(w \in S_v(L)\), then \(L_w\) is \(K_v\)-isomorphic to some \(E_{L,v} \in R_v\). Fixing an isomorphism \(\varphi : \text{Gal}(L/K) \to G\) and isomorphisms \(L_w \cong E_{L,w}\) which induce \(\varphi_w : \text{Gal}(L_w/K_v) \to \text{Gal}(E_{L,v}/K_v)\), we see that
\[
\sum_{v \in S_l(K)} \iota(\text{Gal}(L/K), (J(L_w/K_v))) = 0 \in K_0(\mathcal{O}_l[G], \mathbb{Q}_l^c) \quad \text{(7)}
\]
if and only if
\[
\sum_{v \in S_l(K)} \iota(G_{L,v}/K_v)(J(E_{L,v}/K_v)) = 0 \in K_0(\mathcal{O}_l[G], \mathbb{Q}_l^c) \quad \text{(8)}
\]
where the embedding \(\text{Gal}(E_{L,v}/K_v) \to G\) is induced by \(\varphi, \varphi_w\) and the inclusion \(\text{Gal}(L_w/K_v) \to \text{Gal}(L/K)\). Note that equality (7) is equivalent to the validity of \(C_l(L/K)\) by Theorem 2.2.
Since there are only finitely many different extensions $E_{L,v} \in \mathbb{R}_{v}$ and for each of these extensions only finitely many possible embeddings $\text{Gal}(E_{L,v}/K_v) \to G$, there are only finitely many different sums of the form (8). This shows that if $C_1(L/K)$ is true for a set of extensions $L/K$ with $\text{Gal}(L/K) \cong G$ that contains enough extensions to obtain all sums in (5) that come from global extensions, then $C_1(L/K)$ is true for all extensions $L/K$ with $\text{Gal}(L/K) \cong G$.

Hence there exist finitely many extensions $L/K$ with $\text{Gal}(L/K) \cong G$ such that $C(L/K)$ for these extensions implies $C_1(L/K)$ for all extensions $L/K$ with Galois group $G$ and all $l \mid |G|$. This suffices, because for $l \nmid |G|$, $C_1(L/K)$ holds by [5, Corollary 7.6].

3. Relative $K$-groups of dihedral group rings

For any finite group $G$ we write $K_0(\mathbb{Z}[G], \mathbb{Q})_{\text{tors}}$ for the torsion subgroup of $K_0(\mathbb{Z}[G], \mathbb{Q})$. In this section we study this torsion subgroup in the case $G = D_n$, the dihedral group of order $2n$, with $n$ odd. $D_n$ has a unique cyclic subgroup of order $n$, which we denote by $C_n$. The main result of this section is

**Theorem 3.1.** Let $n$ be an odd integer. Then the restriction map on the torsion part of the relative $K_0$-group

$$\text{res} : K_0(\mathbb{Z}[D_n], \mathbb{Q})_{\text{tors}} \to K_0(\mathbb{Z}[C_n], \mathbb{Q})_{\text{tors}}$$

is injective.

**Number theoretic applications.** Theorem 3.1 can be applied to Conjecture 2.1 as follows. In [5, Corollary 6.3] it is shown that Conjecture 2.1 is true modulo the torsion subgroup of $K_0(\mathbb{Z}[G], \mathbb{Q})$. Combining the functorial properties of Conjecture 2.1 (cf. [5, Theorem 6.1]) with Theorem 3.1 therefore shows that if $L/K$ is any extension with $\text{Gal}(L/K) \cong D_n$ and $n$ odd, then $C(L/K)$ is equivalent to $C(L/L^{C_n})$, i.e. we have reduced the conjecture to a cyclic extension.

A second application is to Burns’ $\Omega(L/K, 0)$-conjecture [4]. One can show that $\Omega(L/K, 0) \in K_0(\mathbb{Z}[G], \mathbb{Q})_{\text{tors}}$ if and only if the strong Stark conjecture holds for the extension $L/K$ [6, Theorem 2.2.4], and for dihedral extensions where this is known to be true, Theorem 3.1 again gives a reduction step to cyclic extensions. This also shows that Bley’s algorithm in [2] can be used to obtain evidence for the $\Omega(L/K, 0)$-conjecture for certain dihedral extensions. This is particularly interesting since, at the moment, very little evidence exists for this conjecture in non-abelian extensions.

**Outline of the proof.** For any group $G$ we have the natural isomorphism

$$K_0(\mathbb{Z}[G], \mathbb{Q}) \cong \bigoplus_p K_0(\mathbb{Z}_p[G], \mathbb{Q}_p)$$

and the restriction map respects this decomposition. Theorem 3.1 therefore follows from the next proposition.

**Proposition 3.2.**

1. Let $n$ be an odd integer. Then $K_0(\mathbb{Z}_2[D_n], \mathbb{Q}_2)_{\text{tors}} = 0$.

2. Let $n$ be an odd integer and $p$ an odd prime number. Then

$$\text{res} : K_0(\mathbb{Z}_p[D_n], \mathbb{Q}_p)_{\text{tors}} \to K_0(\mathbb{Z}_p[C_n], \mathbb{Q}_p)_{\text{tors}}$$

is injective.
The first part of this proposition is known (cf. [15, Lemma 8.2]), but for completeness we will include a proof. For any prime number \( p \) and any finite group \( G \) recall the following part of the exact localization sequence of \( K \)-theory

\[
K_1(\mathbb{Z}_p[G]) \longrightarrow K_1(\mathbb{Q}_p[G]) \longrightarrow K_0(\mathbb{Z}_p[G], \mathbb{Q}_p) \longrightarrow 0.
\]

The torsion part \( K_0(\mathbb{Z}_p[G], \mathbb{Q}_p)_{\text{tors}} \) is the image of \( K_1(\mathcal{M}_p) \) in \( K_0(\mathbb{Z}_p[G], \mathbb{Q}_p) \), where \( \mathcal{M}_p \) is any maximal \( \mathbb{Z}_p \)-order in \( \mathbb{Q}_p[G] \), i.e. we have an isomorphism

\[
K_0(\mathbb{Z}_p[G], \mathbb{Q}_p)_{\text{tors}} \cong \frac{\text{im}(K_1(\mathcal{M}_p) \rightarrow K_1(\mathbb{Q}_p[G]))}{\text{im}(K_1(\mathbb{Z}_p[G]) \rightarrow K_1(\mathbb{Q}_p[G]))}.
\]

To compute these groups, we need an explicit description of the Wedderburn decomposition of \( \mathbb{Q}_p[G] \). We then use the isomorphism \( K_1(\mathbb{Q}_p[G]) \cong (\mathbb{Q}(\zeta_p))^\times \) induced by the reduced norm and compute the image of \( K_1(\mathcal{M}_p) \) in \( (\mathbb{Q}(\zeta_p))^\times \). The image of \( K_1(\mathbb{Z}_p[G]) \) is in general difficult to describe, but for the cyclic group \( C_n \) it can be done using congruences, and for the dihedral group we can give a characterization of \( \mathbb{Z}_p[D_n]^\times \) inside \( \mathbb{Q}_p[D_n]^\times \) which suffices for our purposes. We then compute the restriction map \( \text{res} : K_1(\mathbb{Q}_p[D_n]) \rightarrow K_1(\mathbb{Q}_p[C_n]) \) which induces the map \( K_0(\mathbb{Z}_p[D_n], \mathbb{Q}_p)_{\text{tors}} \rightarrow K_0(\mathbb{Z}_p[C_n], \mathbb{Q}_p)_{\text{tors}} \) by (9).

**Preliminaries.** We introduce the following notation. For each positive integer \( n \), we fix a primitive \( n \)-th root of unity \( \zeta_n \) and set \( \omega_n := \zeta_n + \zeta_n^{-1} \). Then \( \mathbb{Q}(\zeta_n) \) has ring of integers \( \mathbb{Z}[\zeta_n] \), and \( \mathbb{Q}(\omega_n) \) is the maximal real subfield of \( \mathbb{Q}(\zeta_n) \) and has ring of integers \( \mathbb{Z}[\omega_n] \). For \( n > 2 \), \( \{\mathbb{Q}(\zeta_n) : \mathbb{Q}(\omega_n)\} = 2 \) and \( \{\zeta_n\} \) is a \( \mathbb{Q}(\omega_n) \)-basis of \( \mathbb{Q}(\zeta_n) \). We write \( \mathbb{Q}_p[G] \) for the \( \mathbb{Q}_p \)-algebra \( \mathbb{Q}_p \otimes_{\mathbb{Q}} \mathbb{Q}(\zeta_n) \).

**Lemma 3.3.** For every \( i \in \mathbb{Z} \) there exist (uniquely determined) polynomials \( f_i(x), g_i(x) \in \mathbb{Z}[x] \) such that

\[
\zeta_n^i = f_i(\omega_n) + g_i(\omega_n)\zeta_n \quad \text{for all } n \geq 1.
\]

In fact, \( f_0(x) = 1, g_0(x) = 0 \) and \( f_1(x) = -g_{i-1}(x), g_i(x) = f_i(x) + g_{i-1}(x)x \) for all \( i \in \mathbb{Z} \).

**Proof.** This follows easily by induction on \( i \), using \( \zeta_n^2 - \omega_n\zeta_n + 1 = 0 \). \( \square \)

Recall the following part of representation theory (cf. [15 section 12.2]). Let \( G \) be a finite group and let \( V_i \) be the distinct irreducible representations of \( G \) over \( \mathbb{Q} \). Hence \( S_i := \text{End}_G(V_i) \) is a skew-field. Let \( n_i := [V_i : S_i] \) and fix an \( S_i \)-basis of \( V_i \). Then \( \text{End}_S_i(V_i) \cong M_{n_i}(S_i^\text{op}) \), the ring of matrices with entries in the opposite ring of \( S_i \). The maps \( \rho_i : \mathbb{Q}[G] \rightarrow \text{End}_S_i(V_i) \cong M_{n_i}(S_i^\text{op}) \) induce an isomorphism \( \mathbb{Q}[G] \cong \prod_i M_{n_i}(S_i^\text{op}) \). For \( A_i \in M_{n_i}(S_i^\text{op}) \) we denote its trace as a \( \mathbb{Q} \)-endomorphism of \( V_i \) by \( \chi_i(A_i) \). The inverse of the isomorphism \( \mathbb{Q}[G] \rightarrow \prod_i M_{n_i}(S_i^\text{op}) \) is the map \( (A_i) \mapsto \sum_{g \in G} b(g) \text{Id} \) with \( b(g) = \frac{1}{|\mathbb{Q}_p|} \sum_{i=1}^{n_i} \chi_i(g^{-1}) A_i \). If \( S_i \) is commutative, then \( S_i^\text{op} = S_i \) and for \( A_i \in M_{n_i}(S_i) \), \( \chi_i(A_i) = \text{Tr}_{S_i/\mathbb{Q}}(\text{Tr}(A_i)) \) where \( \text{Tr}_{S_i/\mathbb{Q}} \) is the trace of the field extension \( S_i/\mathbb{Q} \) and \( \text{Tr} \) is the trace of the matrix \( A_i \).

**Rational representations of cyclic groups.** We first consider the cyclic group \( C_n = \langle r : r^n = 1 \rangle \), where \( r \) is a fixed generator. For each divisor \( d \) of \( n \), \( C_n \) acts \( \mathbb{Q} \)-linearly on \( \mathbb{Q}(\zeta_d) \), \( r \) acting as multiplication by \( \zeta_d \). This representation is irreducible over \( \mathbb{Q} \) and \( \text{End}_{C_n}(\mathbb{Q}(\zeta_d)) = \mathbb{Q}(\zeta_d) \). The corresponding map \( \mathbb{Q}[C_n] \rightarrow \mathbb{Q}(\zeta_d) \) is the linear extension of \( r^i \mapsto \zeta_d^i \). We obtain the following well-known result.
Lemma 3.4. The map \( r^i \mapsto (\zeta_d^i)^{d|n} \) extends to an isomorphism of \( \mathbb{Q} \)-algebras \( \mathbb{Q}[C_n] \cong \prod_{d|n} \mathbb{Q}(\zeta_d) \). The inverse of this map is \((a_d)_{d|n} \mapsto \sum_{g \in C_n} b_g g\) with
\[
b_g = \frac{1}{n} \sum_{d|n} \text{Tr}_{\mathbb{Q}(\zeta_d)/\mathbb{Q}}(\zeta_d^{-1} a_d).
\]

We will always use this isomorphism as an identification. The commutative \( \mathbb{Q} \)-algebra \( \prod_{d|n} \mathbb{Q}(\zeta_d) \) contains \( \mathcal{N} := \prod_{d|n} \mathbb{Z}[\zeta_d] \) as unique maximal \( \mathbb{Z} \)-order. To obtain a decomposition of \( \mathbb{Q}_p[C_n] \), we simply apply \( \mathbb{Q}_p \otimes \mathbb{Q} \) to the isomorphism in Lemma 3.3. This is in general not the Wedderburn decomposition of \( \mathbb{Q}_p[C_n] \) but it suffices for our purposes. Note that after tensoring with \( \mathbb{Q}_p \) the map \( \text{Tr}_{\mathbb{Q}_p(\zeta_d)/\mathbb{Q}} : \mathbb{Q}(\zeta_d) \to \mathbb{Q} \) becomes \( \text{Tr}_{\mathbb{Q}_p(\zeta_d)/\mathbb{Q}_p} : \mathbb{Q}_p(\zeta_d) \to \mathbb{Q}_p \). The maximal \( \mathbb{Z}_p \)-order in \( \mathbb{Q}_p[C_n] \) is \( \mathcal{N}_p = \mathbb{Z}_p \otimes \mathcal{N} \). The next lemma is an immediate consequence of Lemma 3.4.

Lemma 3.5. An element \((a_d)_{d|n} \in \prod_{d|n} \mathbb{Z}_p \otimes \mathbb{Z}[\zeta_d] = \mathcal{N}_p \) lies in \( \mathbb{Z}_p[C_n] \) if and only if the congruences
\[
\sum_{d|n} \text{Tr}_{\mathbb{Q}_p(\zeta_d)/\mathbb{Q}_p}(\zeta_d^{-1} a_d) \equiv 0 \mod n \quad \text{for all } i \in \mathbb{Z}
\]
hold in \( \mathbb{Z}_p \).

Considering \( 1 \in \mathbb{Z}_p[C_n] \), we see that the relations of Lemma 3.5 hold with all \( a_d = 1 \). If \( g(x) \in \mathbb{Z}[x] \) is any polynomial, then \( g(\omega_d) = \tilde{g}(\zeta_d) \) with \( \tilde{g}(x) = g(x + x^{-1}) \in \mathbb{Z}[x, x^{-1}] \). Thus

Corollary 3.6. For every polynomial \( g(x) \in \mathbb{Z}[x] \) the relation
\[
\sum_{d|n} \text{Tr}_{\mathbb{Q}_p(\zeta_d)/\mathbb{Q}_p}(g(\omega_d)) \equiv 0 \mod n
\]
holds in \( \mathbb{Z}_p \).

From the above decomposition of \( \mathbb{Q}_p[C_n] \) we derive the following description of the relevant \( K_1 \)-groups:
\[
K_1(\mathbb{Q}_p[C_n]) \cong \mathbb{Q}_p[C_n]^{\times} = \prod_{d|n} \mathbb{Q}_p^{\times},
\]
\[
\text{im}(K_1(\mathcal{N}_p) \to K_1(\mathbb{Q}_p[C_n])) \cong \mathcal{N}_p^{\times} = \prod_{d|n} (\mathbb{Z}_p \otimes \mathbb{Z}[\zeta_d])^{\times},
\]
\[
\text{im}(K_1(\mathbb{Z}_p[C_n]) \to K_1(\mathbb{Q}_p[C_n])) \cong \mathbb{Z}_p[C_n]^{\times} = \mathbb{Z}_p[C_n] \cap \mathcal{N}_p^{\times}.
\]

Rational representations of dihedral groups. Now we consider \( D_n = \langle r, s : r^n = 1, s^2 = 1, srs = r^{-1} \rangle \), the dihedral group of order \( 2n \). Here it is important to assume that \( n \) is odd. More details on the rational representations of dihedral groups can be found in [8 (7.39)].

\( D_n \) has two 1-dimensional representations over \( \mathbb{Q} \), \( \sigma : \mathbb{Q}[D_n] \to \mathbb{Q} \) with \( \sigma(r) = \sigma(s) = 1 \) and \( \tilde{\sigma} : \mathbb{Q}[D_n] \to \mathbb{Q} \) with \( \tilde{\sigma}(r) = 1, \tilde{\sigma}(s) = -1 \). The other irreducible representations over \( \mathbb{Q} \) are obtained as follows. Let \( d > 2 \) be a divisor of \( n \). Then \( D_n \) acts on \( \mathbb{Q}(\zeta_d) \), \( r \) acting as multiplication by \( \zeta_d \) and \( s \) acting by complex conjugation. This representation is irreducible over \( \mathbb{Q} \), \( \text{End}_{D_n}(\mathbb{Q}(\zeta_d)) = \mathbb{Q}(\omega_d) \) and with respect
to the $\mathbb{Q}(\omega_d)$-basis $\{1, \zeta_d\}$ we obtain the homomorphism $\rho_d : \mathbb{Q}[D_n] \to M_2(\mathbb{Q}(\omega_d))$

\begin{equation}
(10) \quad r^i \mapsto \begin{pmatrix} f_i(\omega_d) & f_{i+1}(\omega_d) \\ g_i(\omega_d) & g_{i+1}(\omega_d) \end{pmatrix}, \quad r^i s \mapsto \begin{pmatrix} f_i(\omega_d) & f_{i-1}(\omega_d) \\ g_i(\omega_d) & g_{i-1}(\omega_d) \end{pmatrix}, \text{ for all } i \in \mathbb{Z}.
\end{equation}

Note that $2\text{Tr}_Q(\omega_d)Q(x) = \text{Tr}_Q(\omega_d)Q(x)$ for $d > 2$ and $x \in \mathbb{Q}(\omega_d)$. We obtain the following decomposition of $\mathbb{Q}[D_n]$.

**Lemma 3.7.** Let $n$ be an odd integer. Then the map $b \mapsto (\sigma(b), \hat{\sigma}(b), (\rho_d(b))_{d|n,d > 2})$ is an isomorphism of $\mathbb{Q}$-algebras $\mathbb{Q}[D_n] \cong \mathbb{Q} \times \prod_{d|n,d > 2} M_2(\mathbb{Q}(\omega_d))$. The inverse of this map is $(\alpha, \hat{\alpha}, (A_d)_{d|n,d > 2}) \mapsto \sum_{q \in D_n} b_qg$ with

\begin{equation}
(11) \quad b_q = \frac{1}{2n} \left( \alpha + \hat{\sigma}(g^{-1})\hat{\alpha} \right) + \sum_{d|n,d > 2} \text{Tr}_{\mathbb{Q}(\omega_d)/\mathbb{Q}}(\text{Tr}(\rho_d(g^{-1})A_d))
\end{equation}

Again, we will always use this isomorphism as an identification. Define a map $\rho_1 : D_n \to M_2(\mathbb{Q}(\omega_1))$ by (10) with $d = 1$ and where in addition we restrict $i$ to the range $0 \leq i \leq n - 1$. We remark that this map is not a homomorphism. If we set $A_1 = \begin{pmatrix} \alpha & \alpha - \hat{\alpha} \\ 0 & \hat{\alpha} \end{pmatrix}$, then one immediately verifies that $\alpha + \hat{\sigma}(g^{-1})\hat{\alpha} = \text{Tr}_{\mathbb{Q}(\omega_1)/\mathbb{Q}}(\text{Tr}(\rho_1(g^{-1})A_1))$ for all $g \in D_n$; thus all summands in (11) can be written in a unified form. The $\mathbb{Q}$-algebra $\mathbb{Q} \times \prod_{d|n,d > 2} M_2(\mathbb{Q}(\omega_d))$ contains $\mathcal{M} := \mathbb{Z} \times \mathbb{Z} \times \prod_{d|n,d > 2} M_2(\mathbb{Z}[\omega_d])$ as a maximal $\mathbb{Z}$-order and it is clear that $\mathbb{Z}[D_n]$ lies in this order. Applying $\mathbb{Q}_p \otimes \mathbb{Q}$ to the isomorphism in Lemma 3.7 gives a decomposition of $\mathbb{Q}_p[D_n]$, and $\mathcal{M}_p = \mathbb{Z}_p \otimes \mathcal{M}$ is a maximal $\mathbb{Z}_p$-order in $\mathbb{Q}_p[D_n]$. The next lemma is an easy consequence of Lemma 3.7.

**Lemma 3.8.** Let $n$ be an odd integer. For $A = (\alpha, \hat{\alpha}, (A_d)_{d|n,d > 2}) \in \mathbb{Z}_p \times \mathbb{Z}_p \times \prod_{d|n,d > 2} M_2(\mathbb{Z}_p \otimes \mathbb{Z}[\omega_d]) = \mathcal{M}_p$ write $A_1 = \begin{pmatrix} \alpha & \alpha - \hat{\alpha} \\ 0 & \hat{\alpha} \end{pmatrix}$. Then $A$ belongs to $\mathbb{Z}_p[D_n]$ if and only if the congruences

\[ \sum_{d|n,\, d > 2} \text{Tr}_{\mathbb{Q}_p,\, d/\mathbb{Q}_p}(\text{Tr}(\rho_d(g)A_d)) \equiv 0 \text{ mod } 2n \quad \text{for all } g \in D_n \]

hold in $\mathbb{Z}_p$.

From the above decomposition of $\mathbb{Q}_p[D_n]$ we derive the following description of the relevant $K_1$-groups:

\[ K_1(\mathbb{Q}_p[D_n]) \cong \mathbb{Q}_p^\times \times \mathbb{Q}_p^\times \times \prod_{d|n,d > 2} (\mathbb{Q}_p \otimes \mathbb{Q}(\omega_d))^\times, \]

\[ \text{im}(K_1(\mathcal{M}_p) \to K_1(\mathbb{Q}_p[D_n])) \cong \mathbb{Z}_p^\times \times \mathbb{Z}_p^\times \times \prod_{d|n,d > 2} (\mathbb{Z}_p \otimes \mathbb{Z}[\omega_d])^\times. \]

**The restriction map for the $K_1$-group.** We now consider $C_n$ as a subgroup of $D_n = \{r, s : r^n = 1, s^2 = 1, srs = r^{-1}\}$ and take $r$ to be the fixed generator of $C_n$. 

---
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Lemma 3.9. Let $n$ be an odd integer and $p$ any prime number. Then the restriction map

$$K_1(\mathbb{Q}_p[D_n]) \cong \mathbb{Q}_p^\times \times \prod_{d|n,d>2} (\mathbb{Q}_p \otimes \mathbb{Q}(\omega_d))^\times$$

$$\rightarrow K_1(\mathbb{Q}_p[C_n]) \cong \mathbb{Q}_p^\times \times \prod_{d|n,d>2} (\mathbb{Q}_p \otimes \mathbb{Q}(\zeta_d))^\times$$

is given by $(a, \tilde{a}, (a_d)_{d|n,d>2}) \mapsto (a\tilde{a}, (a_d)_{d|n,d>2})$.

Proof. A preimage of $(a, \tilde{a}, (a_d)_{d|n,d>2})$ under the reduced norm is given by

$$\left(\alpha, \tilde{\alpha}, \left(\begin{array}{cc} a_l & 0 \\ 0 & 1 \end{array}\right)_{d|n,d>2}\right) \in \mathbb{Q}_p^\times \times \prod_{d|n,d>2} GL_2(\mathbb{Q}_p \otimes \mathbb{Q}(\omega_d)) = \mathbb{Q}_p[D_n]^\times.$$

Under the decomposition $\mathbb{Q}_p[C_n] \cong \mathbb{Q}_p \times \prod_{d|n,d>2} \mathbb{Q}_p,d$ and $\mathbb{Q}_p[D_n] \cong \mathbb{Q}_p \times \prod_{d|n,d>2} M_2(\mathbb{Q}_p \otimes \mathbb{Q}(\omega_d))$ the embedding $\mathbb{Q}_p[C_n] \rightarrow \mathbb{Q}_p[D_n]$ is given by

$$(1,0,\ldots,0) \mapsto \left(1,1,\left(\begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array}\right)_{d|n,d>2}\right),$$

$$(0,\ldots,0,\zeta_\ell^d,0,\ldots,0) \mapsto \left(0,0,\ldots,\left(f_l(\omega_d) f_{l+1}(\omega_d) f_{l+1}(\omega_d) \right)\right).$$

We can therefore treat each component separately. With respect to the $\mathbb{Q}_p$-basis $(1,0),(0,1)$ of $\mathbb{Q}_p \times \mathbb{Q}_p$, $(\alpha, \tilde{\alpha})$ is mapped to the matrix $\left(\begin{array}{cc} \alpha & 0 \\ 0 & \tilde{\alpha} \end{array}\right) \in GL_2(\mathbb{Q}_p)$ which has reduced norm $\alpha\tilde{\alpha} \in \mathbb{Q}_p^\times$. With respect to the $\mathbb{Q}_p \otimes \mathbb{Q}(\zeta_d)$-basis $\left(\begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array}\right)$ of $M_2(\mathbb{Q}_p \otimes \mathbb{Q}(\omega_d))$, $\left(\begin{array}{cc} a_l & 0 \\ 0 & 1 \end{array}\right)$ is mapped to the same matrix considered as a matrix in $M_2(\mathbb{Q}_p \otimes \mathbb{Q}(\zeta_d))$ which has reduced norm $a_l \in (\mathbb{Q}_p \otimes \mathbb{Q}(\zeta_d))^\times$. □

The restriction map for the relative $K_0$-group. We now apply the preparations to obtain some results about the injectivity and surjectivity of the map $res: K_0(\mathbb{Z}_p[D_n], \mathbb{Q}_p), K_0(\mathbb{Z}_p[C_n], \mathbb{Q}_p)$.

Remark 3.10. Note that the map $res: K_0(\mathbb{Z}_p[D_n], \mathbb{Q}_p) \rightarrow K_0(\mathbb{Z}_p[C_n], \mathbb{Q}_p)$ is never injective. For odd $n$ this follows easily from Lemma 3.9 and for even $n$ it can be shown in a similar manner. Thus in Proposition 3.2 it is essential to restrict to the torsion subgroup.

Proof of Proposition 3.2. Part 1. Let $a \in \text{im}(K_1(M_2) \rightarrow K_1(\mathbb{Q}_p[D_n]))$. We must show that $a \in \text{im}(K_1(\mathbb{Z}_2[D_n]) \rightarrow K_1(\mathbb{Q}_p[D_n]))$. Write $a = (a, \tilde{a}, (a_d)_{d|n,d>2}) \in \mathbb{Z}_2^\times \times \prod_{d|n,d>2} \mathbb{Z}_2^\times \times \prod_{d|n,d>2} GL_2(\mathbb{Z}_2^\times \times \mathbb{Z}_2^\times) = M_2^\times$ be an element mapping to $a$ under the reduced norm. Since $\alpha \equiv \tilde{\alpha} \equiv 1 \mod 2$, $Tr_{\mathbb{Q}_2,1/\mathbb{Q}_2}(Tr(\rho_1(g)A_1)) = \alpha + \tilde{\alpha} \equiv 0 \mod 2$, and for $d \equiv 2 > 2, Tr_{\mathbb{Q}_2,1/\mathbb{Q}_2}(Tr(\rho_d(g)A_d)) = 2Tr_{\mathbb{Q}_2 \otimes \mathbb{Q}(\omega_d)/\mathbb{Q}_2}(Tr(\rho_d(g)A_d)) \equiv 0 \mod 2$.

As $\alpha$ is invertible in $\mathbb{Z}_2$, Lemma 3.8 shows $A \in \mathbb{Z}_2[D_n] \cap M_2^\times = \mathbb{Z}_2[D_n]^\times$; hence $a$ is in the image of $K_1(\mathbb{Z}_2[D_n])$.

Part 2. Let $a \in \text{im}(K_1(M_2) \rightarrow K_1(\mathbb{Q}_p[D_n]))$ with $res(a) \in \text{im}(K_1(\mathbb{Z}_p[C_n]) \rightarrow K_1(\mathbb{Q}_p[D_n]))$. We must show that $a \in \text{im}(K_1(\mathbb{Z}_p[D_n]) \rightarrow K_1(\mathbb{Q}_p[D_n]))$. Write
\[ a = (\alpha, \tilde{\alpha}, (a_d)_{d|n, d>2}) \in \mathbb{Z}_p^\times \times \mathbb{Z}_p^\times \times \prod_{d|n, d>2} (\mathbb{Z}_p \otimes \mathbb{Z}[\omega_d])^\times. \] By Lemma 3.9, \( \text{res}(a) = (a_1, (a_d)_{d|n, d>2}) \) with \( a_1 = \alpha \tilde{\alpha}; \) thus by Lemma 3.8

\[(12) \quad \sum_{d|n} \text{Tr}_{Q_p, d/\mathbb{Q}_p}(\zeta_d a_d) \equiv 0 \mod n \quad \text{for all } i \in \mathbb{Z}. \]

Consider \( A = (\alpha, \tilde{\alpha}, (A_d)_{d|n, d>2}) \in \mathbb{Z}_p^\times \times \mathbb{Z}_p^\times \times \prod_{d|n, d>2} \text{GL}_2(\mathbb{Z}_p \otimes \mathbb{Z}[\omega_d]) = \mathcal{M}_p^\times \) with \( A_d = \begin{pmatrix} a_d \tilde{\alpha}^{-1} & \alpha - \tilde{\alpha} \\ 0 & \tilde{\alpha} \end{pmatrix} \) for \( d \mid n. \) For \( d = 1 \) this agrees with the previous definition of \( A_1. \) Clearly \( A \) maps to \( a \) under the reduced norm. It suffices to show that \( A \in \mathbb{Z}_p[D_n]. \) Thus we must check the relations of Lemma 3.8.

\[
\sum_{d|n} \text{Tr}_{Q_p, d/\mathbb{Q}_p}(\text{Tr}(\rho_d(g)A_d)) = \sum_{d|n} \text{Tr}_{Q_p, d/\mathbb{Q}_p}(\text{Tr} \left( \begin{pmatrix} f_i(\omega_d) & f_{i+1}(\omega_d) \\ g_i(\omega_d) & g_{i+1}(\omega_d) \end{pmatrix} \begin{pmatrix} a_d \tilde{\alpha}^{-1} & \alpha - \tilde{\alpha} \\ 0 & \tilde{\alpha} \end{pmatrix} \right)) 
= \tilde{\alpha}^{-1} \sum_{d|n} \text{Tr}_{Q_p, d/\mathbb{Q}_p}(f_i(\omega_d)a_d) + \sum_{d|n} \text{Tr}_{Q_p, d/\mathbb{Q}_p}(g_i(\omega_d)(\alpha - \tilde{\alpha}) + g_{i+1}(\omega_d)\tilde{\alpha}) 
\equiv 0 \mod n
\]

where for the last congruence we used (12) and Corollary 3.6. Since \( 2 \) is invertible in \( \mathbb{Z}_p, \) this proves the proposition. \( \square \)

**Corollary 3.11.** For an odd prime \( p, \) \( \text{res} : K_0(\mathbb{Z}[D_p], \mathbb{Q})_{\text{tors}} \to K_0(\mathbb{Z}[C_p], \mathbb{Q})_{\text{tors}} \) is an isomorphism, and \( K_0(\mathbb{Z}[C_p], \mathbb{Q})_{\text{tors}} \cong (\mathbb{Z}/p\mathbb{Z})^\times. \) In particular, \( K_0(\mathbb{Z}[D_p], \mathbb{Q})_{\text{tors}} \) is non-trivial.

**Proof.** The injectivity of the restriction map is Theorem 3.1. The surjectivity can be seen as follows. For \( l \neq p, \) \( K_0(\mathbb{Z}[C_p], \mathbb{Q})_{\text{tors}} = 0; \) thus we must only prove the surjectivity of \( \text{res} : K_0(\mathbb{Z}[D_p], \mathbb{Q})_{\text{tors}} \to K_0(\mathbb{Z}[C_p], \mathbb{Q})_{\text{tors}}. \) By (9) and Lemma 3.9, this is equivalent to the equality

\[
\mathbb{Z}_p^\times \times \mathbb{Z}_p[\zeta_p]^\times = (\mathbb{Z}_p^\times \times \mathbb{Z}_p[\omega_p]^\times)(\mathbb{Z}_p[C_p]^\times).
\]

Suppose \((a_1, a_p) \in \mathbb{Z}_p^\times \times \mathbb{Z}_p[\zeta_p]^\times.\) Then we can find \( b_1 \in \mathbb{Z}_p^\times \) such that \( b_1 \equiv a_p \mod (1 - \zeta_p).\) Then \((a_1 b_1^{-1}, 1) \in \mathbb{Z}_p^\times \times \mathbb{Z}_p[\omega_p]^\times \) and the congruences \( b_1 + \text{Tr}_{\mathbb{Q}_p}(\zeta_p)/\zeta_p(a_p) \equiv b_1 + (p - 1)a_p \equiv 0 \mod (1 - \zeta_p) \) for all \( i \in \mathbb{Z} \) show that \((b_1, a_p) \in \mathbb{Z}_p[C_p]^\times.\) By Lemma 3.8, the isomorphism \( K_0(\mathbb{Z}[C_p], \mathbb{Q})_{\text{tors}} \cong (\mathbb{Z}/p\mathbb{Z})^\times \) is well known. In our notation, it is given by \( K_0(\mathbb{Z}[C_p], \mathbb{Q})_{\text{tors}} \cong (\mathbb{Z}_p^\times \times \mathbb{Z}_p[\zeta_p]^\times)/\mathbb{Z}_p[C_p]^\times \to (\mathbb{Z}[\zeta_p]/(1 - \zeta_p))^\times \cong (\mathbb{Z}/p\mathbb{Z})^\times, (a_1, a_p) \mapsto a_1 a_p^{-1} \mod (1 - \zeta_p). \) \( \square \)

**Remark 3.12.**

1. In [9], Kim proved that \( K_0(\mathbb{Z}[D_3], \mathbb{Q})_{\text{tors}} \) has order two. However, he did not compute the restriction map \( \text{res} : K_0(\mathbb{Z}[D_3], \mathbb{Q})_{\text{tors}} \to K_0(\mathbb{Z}[C_3], \mathbb{Q})_{\text{tors}}. \)

2. If \( p \) is an odd prime, then \( \text{res} : K_0(\mathbb{Z}[D_n], \mathbb{Q})_{\text{tors}} \to K_0(\mathbb{Z}[C_n], \mathbb{Q})_{\text{tors}} \) is injective for all \( n, \) not only for odd \( n. \) For even \( n \) this can be seen by essentially the same method, but when writing down matrices \( A_d \) as in the proof of Proposition 3.2, part 2, it is necessary to distinguish the cases \( d \mid q, 2 \mid d \mid 2q \) and \( d \mid 2q, \) where \( q \) is the largest power of \( p \) dividing
4. An algorithm for certain dihedral extensions

Let $p$ be an odd prime number and let $D_p$ be the dihedral group of order $2p$. In this section we describe an algorithm which either proves Conjecture [2.7] for all $D_p$-extensions of $\mathbb{Q}$ or finds a counterexample. We then discuss our implementation of this algorithm and apply it to prove Theorem [1.1].

Algorithm 4.1. Given an odd prime number $p$, this algorithm either proves Conjecture [2.7] for all $D_p$-extensions of $\mathbb{Q}$ or finds an extension $L/K$ of number fields (not a dihedral extension) for which $C(L/K)$ is invalid.

1. Classify the $D_p$-extensions of $\mathbb{Q}_p$. For each such extension $E/\mathbb{Q}_p$ perform steps 2 and 3.

2. Let $F$ be the quadratic subfield of $E$. Compute a quadratic number field $K$ and a cyclic extension $L/K$ of degree $p$ ($L$ need not be Galois over $\mathbb{Q}$) such that $L$ and $K$ have unique primes above $p$ and the completion of $L/K$ at these primes is $E/F$.

3. For the extension $L/K$ computed in step 2 prove or disprove $C(L/K)$. If $C(L/K)$ is invalid, output $L/K$ as a counterexample and terminate the algorithm.

4. (Here we have performed steps 2 and 3 for all extensions found in step 1 and in each case verified $C(L/K)$.) Output the message that $C(L/K)$ is valid for all $D_p$-extensions $L/\mathbb{Q}$.

Theorem 4.2. Algorithm [2.7] is correct, i.e. it either proves Conjecture [2.7] for all $D_p$-extensions of $\mathbb{Q}$ or finds a counterexample.

Proof. Assume that the algorithm did not find a counterexample $L/K$. We must show that Conjecture [2.7] holds for all $D_p$-extensions of $\mathbb{Q}$. Let $L'/\mathbb{Q}$ be any $D_p$-extension. If the decomposition group of $p$ has odd order (i.e. is either trivial or equal to $C_p$), then $C(L'/\mathbb{Q})$ holds by [3] Theorem 8.1 (ii)]. If the decomposition group of $p$ has order two, then $C(L'/\mathbb{Q})$ is true by [5] Theorem 8.1 (i)]. Hence we can assume that $L'$ has a unique prime above $p$ and that the completion of $L'$ at this prime is therefore itself a $D_p$-extension of $\mathbb{Q}_p$. Let $K'$ be the quadratic subfield of $L'$. As explained at the beginning of section [3] Theorem 8.1 implies that $C(L'/\mathbb{Q})$ is equivalent to $C(L'/K')$. Furthermore, $C(L'/K')$ is equivalent to $C_p(L'/K')$ because for $l \neq p$, $K_0(\mathbb{Z}_l[\text{Gal}(L'/K')], \mathbb{Q}_l)_{\text{tors}} = 0$. The completion of $L'/K'$ at the unique primes above $p$ is one of the local extensions $E/F$ found in step 1, and Theorem [2.2] shows that $C_p(L'/K')$ is equivalent to $\chi(J(E/F)) = 0$. Again by Theorem [2.2] $\chi(J(E/F)) = 0$ is equivalent to $C_p(L/K)$ where $L/K$ is the extension constructed in step 2 and $C_p(L/K)$ was shown to be valid in step 3.

We now describe each step of the algorithm in more detail.

Step 1. The first step is the classification of all $D_p$-extensions of $\mathbb{Q}_p$. By a result of Fröhlich (cf. [11] Exercise 7]) this can be done as follows.
If $F/Q_p$ is a quadratic extension and $E/F$ a cyclic extension of degree $p$ with $N_{E/F}(E^\times)$ invariant under $\text{Gal}(F/Q_p)$ and $Q_p^\times \subseteq N_{E/F}(E^\times)$, then $E/Q_p$ is Galois with $\text{Gal}(E/Q_p) \cong D_p$. Conversely every $D_p$-extension of $Q_p$ arises in this way.

For any local field $F$ we write $p F$ for the maximal ideal and $U_F^{(i)} = 1 + p F$ for the $i$-th principal units ($i > 0$). Let $\mu_i$ denote the group of $i$-th roots of unity. As $Q_p^\times = p^\Z \times \mu_{p-1} \times U_{Q_p}^{(1)}$ and $U_{Q_p}^{(1)} \cong Z_p$, $Q_p^\times$ has three subgroups of index 2. The three corresponding quadratic extensions are the unramified quadratic extension, the quadratic extension contained in $Q_p(\zeta_p)$ and a ramified quadratic extension not contained in $Q_p(\zeta_p)$.

**Proposition 4.3.** Let $p$ be an odd prime. The number of $D_p$-extensions of $Q_p$ containing the quadratic field $F$ is as follows.

1. If $F$ is the unramified quadratic extension, then there is a unique $D_p$-extension (of conductor $p F$ over $F$).

2. If $F$ is the quadratic extension contained in $Q_p(\zeta_p)$, then for $p = 3$ there are four non-isomorphic $D_p$-extensions (one of conductor $p^2 F$ over $F$ and three of conductor $p F$), and for $p \geq 5$ there is a unique $D_p$-extension (of conductor $p F$ over $F$).

3. If $F$ is the ramified quadratic extension not contained in $Q_p(\zeta_p)$, then there is a unique $D_p$-extension (of conductor $p^2 F$ over $F$).

**Proof.** We must find all subgroups $M \subseteq F^\times$ of index $p$ that contain $Q_p^\times$ and that are invariant under $\text{Gal}(F/Q_p)$. In particular, $(F^\times)^p Q_p^\times \subseteq M$.

Case 1: Here $F^\times = p^2 \times \mu_{p^2-1} \times U_{F}^{(1)}$ and $Q_p^\times = p^2 \times \mu_{p-1} \times U_{Q_p}^{(1)}$ under this decomposition. We have $(U_{F}^{(1)})^p = U_{F}^{(2)}$; thus $(F^\times)^p = p^{2Z} \times \mu_{p^2-1} \times U_{F}^{(2)}$ and therefore $F^\times/(F^\times)^p Q_p^\times \cong U_{F}^{(1)}/U_{Q_p}^{(1)}$. One easily sees that this quotient has order $p$; hence $M = (F^\times)^p Q_p^\times$ is the unique subgroup of the type we want.

Case 2: Here $F = Q_p(\pi)$ with $\pi = \sqrt{-p}$ and $\pi$ is a prime of $F$. For $p = 3$, $F^\times = \pi^2 \times \mu_2 \times U_{F}^{(2)}$ and $Q_p^\times = \pi^2 \times \mu_2 \times \{1\} \times U_{Q_p}^{(1)}$ under this decomposition. We have $(U_{F}^{(2)})^3 = U_{F}^{(4)}$; thus $(F^\times)^3 = \pi^{3Z} \times \mu_2 \times \{1\} \times U_{F}^{(4)}$. Therefore $F^\times/(F^\times)^3 Q_p^\times \cong \mu_3 \times U_{F}^{(2)}/U_{F}^{(4)} U_{Q_p}^{(1)}$ which is isomorphic to $Z/3Z \times Z/3Z$. Hence there are four subgroups of the type we want (invariance under $\text{Gal}(F/Q_p)$ is easily checked).

For $p \geq 5$, $F^\times = \pi^2 \times \mu_{p-1} \times U_{F}^{(1)}$ and $Q_p^\times = \pi^{2Z} \times \mu_{p-1} \times U_{Q_p}^{(1)}$ under this decomposition. We have $(U_{F}^{(1)})^p = U_{F}^{(3)}$; thus $(F^\times)^p = \pi^{2Z} \times \mu_{p-1} \times U_{F}^{(3)}$. As $U_{F}^{(3)} U_{Q_p}^{(1)} = U_{F}^{(2)}$, $F^\times/(F^\times)^p Q_p^\times \cong U_{F}^{(1)}/U_{F}^{(2)}$ which has order $p$. Hence there exists a unique subgroup $M$ of the type we want.

Case 3: Here $F = Q_p(\pi)$ with $\pi = \sqrt{-p_{k_p-1}}$ and $\pi$ is a prime of $F$. Also $F^\times = \pi^2 \times \mu_{p-1} \times U_{F}^{(1)}$ and we have $(U_{F}^{(1)})^p = U_{F}^{(3)}$. We can now proceed as in the $p \geq 5$ part of case 2. \hfill $\square$

We will see that Proposition 4.3 contains all necessary information about $D_p$-extensions of $Q_p$. Therefore step 1 does not require any further computations.

**Step 2.** Let $E/Q_p$ be a $D_p$-extension and let $F$ be the quadratic subfield. We consider the question of how to find a quadratic number field $K$ and a cyclic extension $L/K$ of degree $p$ with completion $E/F$. Let $K$ be any quadratic number field with a unique prime $p$ above $p$ and for which $K_p = F$ (it is easy to see that such a field
The Grunwald-Wang theorem (cf. [1, Theorem 5, p. 103]) guarantees the existence of an extension \( L/K \) with the properties we want. Let \( m \) be the conductor of such an extension. The \( p \)-part of \( m \) is determined by the local extension \( E/F \) and is therefore known by Proposition 4.3. Any other prime appears in \( m \) with exponent at most one. Thus by enumerating all cyclic extensions of degree \( p \) of \( K \) which satisfy this restriction on the conductor, we will come across an extension of the form we want and we need a method to recognize it. To test whether a cyclic extension \( L/K \) given by a subgroup \( H \) of the ray class group \( Cl_m \) has the correct completion at \( p \), we use the well-known commutative diagram from class-field theory [12, VI. Satz (5.6)]:

\[
\begin{align*}
K_p^\times & \xrightarrow{\varphi} \text{Gal}(L_p/K_p) \\
\downarrow & \downarrow \cong \\
Cl_m & \xrightarrow{\cong} \text{Gal}(L/K).
\end{align*}
\]

Here the upper map \( \varphi \) is the local Artin map and the lower map is the global Artin map with kernel \( H \). The left-hand map is given by the inclusion of \( K_p^\times \) into the idele class group, followed by the map from the idele class group to the ray class group [12, VI. Theorem (7.1)]. The right-hand map is an isomorphism because \( p \) is totally ramified. \( L_p/Q_p \) is dihedral if and only if \( Q_p^\times \subseteq \ker(\varphi) \), because the proof of Proposition 4.3 shows that \( \ker(\varphi) \) is then automatically invariant under \( \text{Gal}(K_p/Q_p) \). Also \( Q_p^\times \) is topologically generated by \( p, \zeta_{p-1} \) and \( 1 + p \) and \( \zeta_{p-1} \) is obviously in the kernel of \( \varphi \). Thus we must only check that \( p \) and \( 1 + p \) are in the kernel of \( \varphi \); i.e. their image in \( Cl_m \) lies in the subgroup \( H \). This can easily be done on a computer. In the case \( p = 3 \) and \( F = \mathbb{Q}_3(\zeta_3) \) we must also check which of the four possible dihedral extensions we get. This can be done by testing an additional element which generates the corresponding norm group; for further details on this case see the proof of Theorem 1.1 below.

**Step 3.** The third step in Algorithm 4.1 is the proof of \( C(L/K) \) for the cyclic extension constructed above. For this one can use the algorithm developed by Bley in [3]. This algorithm, which is based on the abelian version of Conjecture 2.1 described in [4], can be applied to certain abelian extensions \( L/K \), including cyclic extensions. For such an extension it then proves or disproves the conjecture.

**Implementation.** We have not implemented step 2 of the algorithm which finds the global cyclic extensions \( L/K \), because for \( p = 3 \) one easily finds suitable extensions without using the enumeration of all cyclic extensions described above (see the proof of Theorem 1.1 below). A limited version of Bley’s algorithm was implemented by Kusnezow in PARI/GP: It only works for cyclic extensions of odd prime degree of real quadratic fields with class number one, and it only gives numerical evidence and not a proof for the conjecture. We will see that the restrictions on the extension are not a problem for \( p = 3 \) (for \( p \geq 5 \) compare Remark 4.5), but of course numerical evidence is not sufficient. Bley remarked in his paper [3] that, in principle, the conjecture can be proved on a computer, because the computation of Galois Gauss sums and norm resolvents (which a priori are complex numbers) can be done in a large enough number field. However, this turns out to be extremely slow so that in general the computations cannot be done in reasonable time. But if we start with a cyclic extension \( L/K \) of odd prime degree such that \( L/Q \) is dihedral,
then the situation is much simpler. To show this, we must first recall the following notation of Bley’s paper. Suppose $L/K$ is an abelian extension with Galois group $G$. Let $\hat{G}$ be the group of linear characters of $G$, $e_\chi \in \mathbb{Q}[G]$ the idempotent corresponding to $\chi \in \hat{G}$ and $N_{K/Q}(\theta) := \prod_{\tau \in \Sigma(K)} \sum_{g \in G} \hat{\tau} g(\theta) g^{-1} \in \mathbb{Q}[G]$ the norm resolvent with $\hat{\tau}$ an extension of $\tau$ to $L$ and $\theta$ a normal basis generator of $L/K$. We write $Nf(\chi)$ for the norm of the conductor of $\chi \in \hat{G}$.

Lemma 4.4. Let $L/Q$ be a $D_n$-extension with $n$ odd, $K$ the quadratic subfield and $G = \text{Gal}(L/K)$. Then

1. $\sum_{\chi \in \hat{G}} \tau(K, \chi)e_\chi \in \mathbb{Q}[G]^\times$ and $N_{K/Q}(\theta) \in \mathbb{Q}[G]^\times$.
2. For every $\chi \in \hat{G}$, $\tau(K, \chi) = \sqrt{Nf(\chi)}$ and this number is a rational integer.

Proof. Our assumption $L/Q$ dihedral implies that the transfer map $\text{Gal}(L/Q)_{\text{ab}} \to \text{Gal}(L/K)$ is trivial. Therefore the Galois action formula $[11]$ II. Theorem 7.2 shows that

$$\sigma(\tau(K, \chi)) = \tau(K, \sigma \circ \chi)$$

for all $\sigma \in \Omega_3$ and $\chi \in \hat{G}$.

1. By the definition of $e_\chi$,

$$\sum_{\chi \in \hat{G}} \tau(K, \chi)e_\chi = \frac{1}{|G|} \sum_{g \in G} \left( \sum_{\chi \in \hat{G}} \chi(g) \tau(K, \chi) \right) g^{-1}.$$ 

Equation (13) immediately implies that $\sum_{\chi \in \hat{G}} \chi(g) \tau(K, \chi) \in \mathbb{Q}$ for every $g \in G$; therefore $\sum_{\chi \in \hat{G}} \tau(K, \chi)e_\chi \in \mathbb{Q}[G]$. The same argument applied to $\tau(K, \chi)^{-1}$ instead of $\tau(K, \chi)$ shows that $\sum_{\chi \in \hat{G}} \tau(K, \chi)e_\chi$ is invertible in $\mathbb{Q}[G]$. By $[11]$ section 3.7, $\left( \sum_{\chi \in \hat{G}} \tau(K, \chi)e_\chi \right)^{-1} N_{K/Q}(\theta) \in \mathbb{Q}[G]^\times$; therefore $N_{K/Q}(\theta) \in \mathbb{Q}[G]^\times$.

2. By $[11]$ II. Definition 7.2, $\tau(K, \chi) = \sqrt{Nf(\chi)}W(\chi)W_\infty(\chi)^{-1}$. One easily sees that $W_\infty(\chi)$, the infinite part of the root number, is equal to 1 in this case. The Artin root number is inductive; thus $W(\chi) = W(\chi_K^G)$. Now, $\chi_K^G(\chi)$ is an orthogonal character and therefore its root number is 1 $[14]$, Corollary 1, p. 124. To see that $\tau(K, \chi) = \sqrt{Nf(\chi)}$ is rational, we again apply equation (13) and observe that $f(\sigma \circ \chi) = f(\chi)$ for all $\sigma \in \Omega_3$ and $\chi \in \hat{G}$. \hfill \Box

In the situation of Lemma 4.4 it is therefore not necessary to generate a number field which contains both Galois Gauss sums and the norm resolvent. This observation simplifies the implementation of the algorithm and makes the computations significantly faster. We applied this result in our modification of the existing implementation of Bley’s algorithm (written in PARI/GP). Thus our modified implementation works only for a very restricted class of extensions $L/K$, namely $L/K$ cyclic of odd prime degree, $K$ real quadratic of class number one, $L/Q$ dihedral, but for such an extension it really either proves or disproves the conjecture. The implementation and a computer readable form of the field extensions used in the following proof are available at http://www.mth.kcl.ac.uk/~breuning/.

Computations. We now show that our restricted implementation of Algorithm 4.4 suffices to prove Theorem 4.4. Afterwards we discuss the difficulties which appear for prime numbers greater than 3.
Proof of Theorem 4.4. By Proposition 4.3 there are six $D_3$-extensions of $\mathbb{Q}_3$ and we must first find global realizations of these extensions. All the computations were done with PARI/GP, Version 2.1.4 (cf. [13]).

Let $K = \mathbb{Q}(\sqrt{2})$. Then the completion of $K$ at the unique prime $p$ above 3 is the unramified quadratic extension of $\mathbb{Q}_3$. Let $m = p^2(5) = (45)$. Then $Cl_m \cong \mathbb{Z}/12 \times \mathbb{Z}/3$ with generators $g_1 = (7\sqrt{2} - 24)$ and $g_2 = (14)$ for the cyclic components. The extension corresponding to the subgroup $H = \langle g_1^3, g_2 \rangle$ has the properties we want.

Let $K = \mathbb{Q}(\sqrt{5})$. Then the completion of $K$ at the unique prime $p$ above 3 is the field $\mathbb{Q}_3(\zeta_5)$. The proof of Proposition 4.3 shows that the four non-isomorphic cyclic extensions $E$ of $K_p$ of degree 3 which are dihedral over $\mathbb{Q}_3$ can be distinguished by checking which subgroup of $U_{K_p}^{(1)}(E)/U_{K_p}^{(1)}(\mathbb{Q}_3)$ lies in the kernel of the local Artin map ($U_{K_p}^{(1)}(E)$ is automatically contained in the kernel for these extensions). One easily checks that the four subgroups of order 3 are generated by $1 + \sqrt{6}$, $1 + 2\sqrt{6}$, $1 + 3\sqrt{6}$ and $1 + 4\sqrt{6}$.

If $m = p^2(11) = (33)$, then $Cl_m$ has a unique subgroup $H$ of index 3 with conductor $m$, and the corresponding extension is the dihedral extension with $1 + 3\sqrt{6}$ in the local norm group.

If $m = p^4(9) = (9)\mathbb{Z}$, then $Cl_m \cong \mathbb{Z}/3 \times \mathbb{Z}/3$ with generators $g_1 = (3\sqrt{6} + 1)$ and $g_2 = (2)$. The subgroup $H = \langle g_1^3, g_2 \rangle$ corresponds to the dihedral extension with $1 + 4\sqrt{6}$ in the local norm group.

If $m = p^8(11) = (99)$, then $Cl_m \cong \mathbb{Z}/60 \times \mathbb{Z}/3 \times \mathbb{Z}/3$ with generators $g_1 = (45\sqrt{6} + 1)$, $g_2 = (-33\sqrt{6} + 1)$ and $g_3 = (43)$. For the subgroup $H = \langle g_1^3, g_1^2, g_2, g_3 \rangle$ we obtain the extension corresponding to $1 + \sqrt{6}$, and for $H = \langle g_1^3, g_1, g_2, g_3 \rangle$ we obtain the extension corresponding to $1 + 2\sqrt{6}$.

Let $K = \mathbb{Q}(\sqrt{-3})$. Then the completion of $K$ at the unique prime $p$ above 3 is the ramified quadratic extension of $\mathbb{Q}_3$ not contained in $\mathbb{Q}_3(\zeta_5)$. If $m = p^2(5) = (15)$, then $Cl_m$ has a unique subgroup $H$ of index 3 with conductor $m$ which gives the field we want.

In all 6 cases, the global extension $L/\mathbb{Q}$ is dihedral; therefore it was possible to apply our implementation of the algorithm, and in all 6 cases the conjecture was validated. This concludes the proof of Theorem 4.4. \qed

Remark 4.5. We conclude this paper with some remarks on the case $p \geq 5$. In theory, Algorithm 4.4 can prove Conjecture 2.1 for all $D_p$-extensions of $\mathbb{Q}$. However, at the moment two problems arise when one tries to use the existing implementation of step 3 of the algorithm for primes greater than 3.

First, in our implementation the restrictions on the extension are too strict. For example, there is no real quadratic field $K$ of class number one with a unique prime above 5 such that its completion is the ramified quadratic extension not contained in $\mathbb{Q}_3(\zeta_5)$ (i.e. case 3 in Proposition 4.3). In fact, by using results from the theory of genera and its refinements (cf. [13] (2.1 and 2.29)), one easily shows that $\mathbb{Q}(\sqrt{5})$ is the only real quadratic field in which 5 ramifies and the class number is odd.

The second problem is that even in those cases where one can find a global extension which satisfies all conditions necessary for the existing implementation, the computations are often extremely slow. The most time-consuming steps are the computational class field theory which is used to find a defining polynomial for the ray class field and the computation of the Fitting ideal in Bley’s algorithm.
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