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Abstract. There are few techniques available to numerically solve sixth-order boundary-value problems with two-point boundary conditions. In this paper we show that the Sinc-Galerkin method is a very effective tool in numerically solving such problems. The method is then tested on examples with homogeneous and nonhomogeneous boundary conditions and a comparison with the modified decomposition method is made. It is shown that the Sinc-Galerkin method yields better results.

1. Introduction

Sixth-order boundary-value problems (BVPs) are known to arise in astrophysics; the narrow convecting layers bounded by stable layers, which are believed to surround A-type stars, may be modelled by sixth-order BVPs [3, 16]. Further discussion of the sixth-order BVPs are given in [2].

The literature of numerical analysis contains little on the solution of the sixth-order BVPs [3, 13, 16]. Theorems that list conditions for the existence and uniqueness of solutions of such problems are thoroughly discussed in [1], but no numerical methods are contained therein.

In [2] nonnumerical techniques were developed for solving such BVPs, but numerical methods of solutions were introduced implicitly by Chawla [4]. Recently, in [17], the Adomian decomposition method and modified decomposition method were used to investigate sixth-order boundary-value problems by Wazwaz.

The present work describes a Sinc-Galerkin method for the solution of sixth-order ordinary differential equations of the form

\[ Lu(x) = u^{(6)} + \sum_{k=0}^{5} p_k(x) u^{(k)}(x) = f(x), \quad 0 \leq x \leq 1, \]

where \( p_k(x) \) are analytic and satisfy some extra conditions to be stated later (see Theorems 2.3 and 2.4), subject to boundary conditions

\[ u^{(i)}(0) = 0, \quad u^{(i)}(1) = 0, \quad i = 0, 1, 2. \]

The Sinc-Galerkin method utilizes a modified Galerkin scheme to discretize (1.1). The basis elements that are used in this approach are the Sinc functions composed...
with a suitable conformal map. A thorough description of the Sinc-Galerkin method may be found in [9].

The Sinc-Galerkin method for ordinary differential equations has many salient problem features due to the properties of the basis functions and the manner in which the problem is discretized. Of equal practical significance is the fact that the method’s implementation requires no modification in the presence of singularities. There are several schemes of the Sinc-Galerkin method; the one we shall use is known as the approximation of the derivatives method.

The paper is organized into four sections. Section 2 outlines the known Sinc properties that are necessary for the formulation of the discrete linear system. The Sinc-Galerkin approximation, as well as the choice of the inner product, and error bounds for the approximation are presented. The remainder of the section is devoted to the derivation of the discrete system. Section 3 presents appropriate techniques to treat nonhomogenous boundary conditions. Section 4 is devoted to examples. We have selected three examples. The first one is on a homogenous problem and the last two are on nonhomogenous problems. The examples show the numerical performance of the Sinc-Galerkin method and demonstrate its ability to deal with nonhomogenous boundary conditions.

2. THE SINC-GALERKIN METHOD

The Sinc-Galerkin procedure for the problem in equations (1.1)–(1.2) begins by selecting composite Sinc functions appropriate to the interval (0,1) as the basis functions. Definitions, notation, and properties of Sinc functions and composite Sinc functions can be found in references [5, 8, 9, 14]. The appropriate composite Sinc functions, $S(j, h) \circ \phi(x)$, over the interval $x \in (0, 1)$ are defined as

$$S_j(x) = S(j, h) \circ \phi(x)$$

$$= \text{Sinc} \left( \frac{\phi(x) - jh}{h} \right), \quad j \text{ is an integer},$$

where the conformal map is given by

$$\phi(x) = \ln \left( \frac{x}{1-x} \right)$$

which carries the domain $D_E$,

$$D_E = \left\{ z = x + iy : \arg \left( \frac{z}{1-z} \right) < d \leq \frac{\pi}{2} \right\},$$

onto the infinite strip $D_d$,

$$D_d = \left\{ w = u + iv : |v| < d \leq \frac{\pi}{2} \right\}.$$  

The approximate solution for $u(x)$ is represented by the formula

$$u_m(x) = \sum_{j=-M}^{N} c_j S_j(x), \quad m = M + N + 1.$$  

The unknown coefficients $c_j$ in equation (2.5) are determined by orthogonalizing the residual with respect to the basis functions, i.e.,

$$\langle Lu - f, S_k \rangle = 0, \quad -M \leq k \leq N.$$
The choice of the inner product that is used in equation (2.6), along with the choice of basis functions, determines the properties of the approximation method. The inner product that is used for the Sinc-Galerkin method is defined by

\[(2.7) \quad \langle f, g \rangle = \int_{0}^{1} f(x)g(x)w(x) \, dx.\]

Here \(w(x)\) is a weight function that is chosen depending on the boundary conditions, the domain, and the differential equation. For the case of sixth-order problems, it is convenient to take

\[(2.8) \quad w(x) = \frac{1}{(\phi'(x))^3}.\]

A complete discussion of the choice of the weight function can be found in [9, 14, 15].

The most direct development of the discrete system for (1.1) is obtained by substituting (2.5) into (2.6). This approach, however, obscures the analysis that is necessary for applying the Sinc quadrature formulas to (2.6). An alternative approach is to analyze instead

\[(2.9) \quad \sum_{j=0}^{6} p_j(x)u^{(j)}(x), S_k \rangle = \langle f, S_k \rangle, \quad p_0(x) = 1; \quad -M \leq k \leq N.\]

The integrals in (2.9) are approximated by the Sinc quadrature rule [9, 10]. To describe this quadrature rule, we need the following definition and theorems:

**Definition 1.** Let \(D_E\) be a simply connected domain in the complex plane \(\mathbb{C}\), and let \(\partial D_E\) denote the boundary of \(D_E\). Let \(a, b (a \neq b)\) be points on \(\partial D\), and let \(\phi\) be a conformal mapping that maps \(D_E\) onto \(D_d\) such that \(\phi(a) = -\infty\) and \(\phi(b) = \infty\). If the inverse map of \(\phi\) is denoted by \(\psi\), define

\[\Gamma = \{\psi(u) : -\infty < u < \infty\}\]

and

\[z_k = \psi(kh), \quad k = 0, \pm 1, \pm 2, \ldots\]

**Definition 2.** Let \(B(D_E)\) be the class of functions \(F\) that are analytic in \(D_E\) and that satisfy

\[(2.10) \quad \int_{\psi(\gamma + u)} |F(z)| \, dz \to 0, \quad \text{as} \quad u \to \pm \infty,\]

where

\[(2.11) \quad \gamma = \{iy : |y| < \frac{\pi}{2}\},\]

and that satisfy

\[(2.12) \quad T(F) = \int_{\partial D_E} |F(z)| \, dz < \infty,\]

on the boundary of \(D_E\) (denoted \(\partial D_E\)).

The following theorem for functions in \(B(D_E)\) can be found in [14].

**Theorem 2.1.** Let \(\Gamma\) be \((0, 1)\). If \(F \in B(D_E)\) and

\[(2.13) \quad x_j = \phi^{-1}(jh) = \psi(jh) = \frac{e^{jh}}{1 + e^{jh}}, \quad j = 0, \pm 1, \pm 2, \ldots,\]
then for \( h > 0 \) sufficiently small

\[
\int_I F(x)dx - h \sum_{j=-\infty}^{\infty} \frac{F(x_j)}{\phi'(x_j)} = \frac{i}{2} \int_{\partial D} \frac{F(z)k(\phi, h)(z)}{\sin(\pi \phi(z)/h)} dz = I_F, \tag{2.14}
\]

where

\[
|k(\phi, h)|_{z \in \partial D} = \left| \exp \left[ \frac{i\pi \phi(z)}{h} \text{sgn} (\text{Im}(\phi(z))) \right] \right|_{z \in \partial D} = e^{-\pi d/h}. \tag{2.15}
\]

For the Sinc-Galerkin method, the infinite quadrature rule must be truncated to a finite sum. The following theorem indicates the conditions under which exponential convergence results.

**Theorem 2.2.** If there exist positive constants \( \alpha, \beta \) and \( C \) such that

\[
\left| \frac{F(x)}{\phi'(x)} \right| \leq C \begin{cases} \exp \left( -\alpha |\phi(x)| \right), & x \in (-\infty, 0), \\ \exp \left( -\beta |\phi(x)| \right), & x \in [0, \infty). \end{cases} \tag{2.16}
\]

Then the error bound for the quadrature rule (2.14) is

\[
\left| \int_0^1 F(x)dx - h \sum_{j=-M}^{N} \frac{F(x_j)}{\phi'(x_j)} \right| \leq C \left( \frac{e^{-\alpha Mh}}{\alpha + \frac{e^{-\beta Nh}}{\beta}} \right) + |I_F|. \tag{2.17}
\]

The infinite sum in (2.14) is truncated and with the use of (2.16) we arrive at the inequality (2.17). Making the selections

\[
h = \sqrt{\frac{\pi d}{\alpha M}} \tag{2.18}
\]

and

\[
N \equiv \left[ \frac{\alpha}{\beta} M + 1 \right], \tag{2.19}
\]

where \([x]\) is the integer part of \( x \), it will follow that if we can show that \(|I_F| \leq Ce^{-\pi d/h}\), then equation (2.17) will yield,

\[
\int_0^1 F(x)dx = h \sum_{j=-M}^{N} \frac{F(x_j)}{\phi'(x_j)} + O \left( e^{-C M^1/2} \right). \tag{2.20}
\]

The Sinc quadrature rule is the replacement of the integral on the left-hand side of (2.20) by the sum on the right-hand side. Most of the remainder of this section is devoted to the derivation of the estimates of \( I_F \), which validate the use of formula (2.20) in the integrals associated with the sixth-order Sinc-Galerkin method.

In the application of the truncated quadrature rule (2.20) to the integrals in (2.20), we need to evaluate

\[
\delta^{(P)}_{j,k} = h^P \left[ \frac{d^P}{d\phi^P} [S(j, h) \circ \phi(x)] \right]_{x=x_k}, \quad 0 \leq P \leq 6.
\]
It is easy to verify that

\begin{equation}
\delta_{jk}^{(0)} = [S(j, h) \circ \phi(x)]_{x=x_k} = \begin{cases} 1, & j = k, \\
0, & j \neq k, \end{cases}
\end{equation}

\begin{equation}
\delta_{jk}^{(1)} = h \frac{d}{d\phi} [S(j, h) \circ \phi(x)]_{x=x_k} = \begin{cases} 0, & j = k, \\
\frac{(-1)^{k-j}}{(k-j)^2}, & j \neq k, \end{cases}
\end{equation}

\begin{equation}
\delta_{jk}^{(2)} = h^2 \frac{d^2}{d\phi^2} [S(j, h) \circ \phi(x)]_{x=x_k} = \begin{cases} \frac{\pi^2}{3}, & j = k, \\
-\frac{2(-1)^{k-j}}{(k-j)^3}, & j \neq k. \end{cases}
\end{equation}

The following quantities were evaluated in [12] to solve fourth-order problems:

\begin{equation}
\delta_{jk}^{(3)} = h^3 \frac{d^3}{d\phi^3} [S(j, h) \circ \phi(x)]_{x=x_k} = \begin{cases} 0, & j = k, \\
\frac{(-1)^{k-j}}{(k-j)^2} \left[ 6 - \pi^2 (k-j)^2 \right], & j \neq k, \end{cases}
\end{equation}

\begin{equation}
\delta_{jk}^{(4)} = h^4 \frac{d^4}{d\phi^4} [S(j, h) \circ \phi(x)]_{x=x_k} = \begin{cases} 0, & j = k, \\
\frac{(-1)^{k-j}}{(k-j)^3} \left[ 6 - \pi^2 (k-j)^2 \right], & j \neq k. \end{cases}
\end{equation}

To solve the sixth-order equation (1.1)–(1.2), we need the following lemma whose proof is straightforward and will be left to the reader.

**Lemma 2.1.** Let \( \phi \) be the conformal one-to-one mapping of the simply connected domain \( D_E \) onto \( D_d \), given by (2.22). Then

\begin{equation}
\delta_{jk}^{(5)} = h^5 \frac{d^5}{d\phi^5} [S(j, h) \circ \phi(x)]_{x=x_k} = \begin{cases} 0, & j = k, \\
\kappa_{jk}, & j \neq k, \end{cases}
\end{equation}

where

\[\kappa_{jk} = \frac{(-1)^{k-j}}{(k-j)^5} \left[ 120 - 20\pi^2 (k-j)^2 + \pi^4 (k-j)^4 \right],\]

\begin{equation}
\delta_{jk}^{(6)} = h^6 \frac{d^6}{d\phi^6} [S(j, h) \circ \phi(x)]_{x=x_k} = \begin{cases} 0, & j = k, \\
\mu_{jk}, & j \neq k, \end{cases}
\end{equation}

where

\[\mu_{jk} = \frac{-6(-1)^{k-j}}{(k-j)^6} \left[ 120 - 20\pi^2 (k-j)^2 + \pi^4 (k-j)^4 \right], \quad \Box\]

The method of approximating the integrals in (2.9) begins by integrating by parts to transfer all derivatives from \( u \) to \( S_k \). The approximation of the last five inner products on the right-hand side of (2.9) has been thoroughly treated in [12]. We will list them for convenience

\begin{equation}
\left\langle p_{3}\bar{u}^{(3)}, S_k \right\rangle = -h \sum_{j=-\infty}^{\infty} \sum_{i=0}^{3} \frac{u(x_j)}{\phi'(x_j)h^i} \delta_{kj}^{(i)} \bar{g}_{3,i} - I_F^{(3)},
\end{equation}
where

\[(2.29) \quad g_{3,3} = (p_3w)(\phi')^3, \]
\[(2.30) \quad g_{3,2} = 3(p_3w)\phi'' + 3(p_3w)'(\phi')^2, \]
\[(2.31) \quad g_{3,1} = (p_3w)(\phi^{(3)}) + 3(p_3w)'(\phi^{(2)}) + 3(p_3w)''\phi', \]

and

\[(2.32) \quad g_{3,0} = (p_3w)^3, \]
\[(2.33) \quad \langle p_2u^{(2)}, S_k \rangle = h \sum_{j=-\infty}^{\infty} \sum_{i=0}^{2} \frac{u(x_j)}{\phi'(x_j)h^i} \delta_k^{(i)} g_{2,i} + I_{F}^{(2)}, \]

where

\[(2.34) \quad g_{2,2} = (p_2w)(\phi')^2, \]
\[(2.35) \quad g_{2,1} = (p_2w)\phi'' + 2(p_2w)'\phi', \]

and

\[(2.36) \quad g_{2,0} = (p_2w)'', \]

and finally

\[(2.37) \quad \langle p_1u^{(1)}, S_k \rangle = -h \sum_{j=-\infty}^{\infty} \sum_{i=0}^{1} \frac{u(x_j)}{\phi'(x_j)h^i} \delta_k^{(i)} g_{1,i} - I_{F}^{(1)}, \]

where

\[(2.38) \quad g_{1,1} = (p_1w)\phi', \]
\[(2.39) \quad g_{1,0} = (p_1w)', \]

and

\[(2.40) \quad \langle G, S_k \rangle = h \frac{G(x_k)w(x_k)}{\phi'(x_k)} + I_{F}^{(0)}. \]

The integrals \(I_{F}^{(3)}, I_{F}^{(2)}, \) and \(I_{F}^{(1)}\) are the contour integral errors on the right-hand side of (2.14) with \(F\) replaced by \(u(p_3S_kw)'', u(p_2S_kw)'', \) and \(u(p_1S_kw)'\), respectively. Lastly, (2.14) holds where \(G\) is either \(p_0u\) or \(f\). When \(G\) is \(p_0u\) or \(f\), \(I_{F}^{(0)}\) is the contour integral error in (2.14) with \(F\) replaced by \(u(p_0S_kw)\) or \(f(S_kw)\), respectively.

To solve the equation (1.1)–(1.2), we need the following theorem

**Theorem 2.3.** The following relations hold:

\[(2.41) \quad \langle u^{(6)}, S_k \rangle = h \sum_{j=-\infty}^{\infty} \sum_{i=0}^{6} \frac{u(x_j)}{\phi'(x_j)h^i} \delta_k^{(i)} g_{6,i} + I_{F}^{(6)}, \]
\[(2.42) \quad \langle p_5u^{(5)}, S_k \rangle = -h \sum_{j=-\infty}^{\infty} \sum_{i=0}^{5} \frac{u(x_j)}{\phi'(x_j)h^i} \delta_k^{(i)} g_{5,i} - I_{F}^{(5)}, \]

and

\[(2.43) \quad \langle p_4u^{(4)}, S_k \rangle = h \sum_{j=-\infty}^{\infty} \sum_{i=0}^{4} \frac{u(x_j)}{\phi'(x_j)h^i} \delta_k^{(i)} g_{4,i} + I_{F}^{(4)}, \]
for some functions $g_{i,j}$ to be determined, where $I_F^{(6)}, I_F^{(5)}$ and $I_F^{(4)}$ are the contour integral errors on the right-hand side of (2.14) with $F$ replaced by $u(S_k w)^{(6)}, u(p_5 S_k w)^{(5)}$ and $u(p_4 S_k w)^{(4)}$, respectively.

**Proof.** For $u^{(6)}$, the inner product with Sinc basis elements is given by

$$
\left\langle u^{(6)}, S_k \right\rangle = \int_0^1 u^{(6)} S_k(x) w(x) dx.
$$

Integrating by parts to remove the sixth derivatives from the dependent variable $u$ leads to the equality

$$
\int_0^1 u^{(6)}(x) S_k(x) w(x) dx = B_{T,6} + \int_0^1 u(x) (S_k(x) w(x))^{(6)} dx,
$$

where the boundary term

$$
B_{T,6} = \left[ \sum_{i=0}^{5} (-1)^i u^{(5-i)}(S_k w)^{(i)} \right]_{x=0}^1
$$

is zero because the first three terms vanish due to the fact that $w = w' = w'' = 0$ at $x = 0, 1$ and the last three terms vanish due to the fact that $u$ satisfies the boundary conditions (1.2). Setting

$$
\frac{d^n}{dx^n} [S_k(x)] = S_k^{(n)}(x), \quad 0 \leq n \leq 6,
$$

and noting that

$$
\frac{d}{dx} [S_k(x)] = S_k^{(1)}(x) \phi'(x),
$$

by expanding the derivatives under the integral in (2.44) we obtain

$$
\left\langle u^{(6)}, S_k(x) \right\rangle = \int_0^1 \left( \sum_{i=0}^{6} u(x) S_k^{(i)}(x) g_{6,i} \right) dx,
$$

where

$$
g_{6,6} = w(\phi')^6,
$$

$$
g_{6,5} = 15 w(\phi')^4 \phi'' + 6 w'(\phi')^5,
$$

$$
g_{6,4} = 20 w(\phi'')^3 (\phi')^3 + 45 w(\phi')^2 (\phi'')^2 + 60 w(\phi')^3 \phi'' + 15 w'(\phi')^4,
$$

$$
g_{6,3} = 15 w(\phi''')^3 + 15 w(\phi''')^2 (\phi')^4 + 60 w \phi'' \phi'' \phi''
+ 60 w'(\phi'')^2 \phi''' + 90 w' \phi' (\phi''')^2 + 90 w'' \phi' (\phi'')^2 + 20 w''' (\phi')^3,
$$

$$
g_{6,2} = 10 w(\phi''')^2 + 6 w \phi' \phi (5) + 15 w \phi' \phi (4) + 30 w \phi' \phi (4)
+ 60 w \phi' \phi'' + 45 w w \phi' \phi'' + 60 w \phi' \phi'' + 15 w (\phi')^4,
$$

$$
g_{6,1} = \phi(6) w + 6 \phi w' + 15 \phi(4) w^2 + 20 \phi(3) w^3 + 15 \phi(2) w^4 + 6 \phi w(5),
$$

and

$$
g_{6,0} = w^{(6)}.
$$

Applying the Sinc quadrature rule to the right-hand side of (2.46) yields (2.41).
The inner product for \( \{ p_5(x)u^{(5)}(x) \} \) may be handled in a similar manner to yield

\[
(2.54) \quad \int_0^1 u^{(5)}(x)S_k(x)p_5(x)w(x)\,dx = B_{T,5} - \int_0^1 u(x) (S_k(x)p_5w(x))^{(5)} \,dx,
\]

where the boundary term is

\[
(2.55) \quad B_{T,5} = \left[ \sum_{i=0}^4 (-1)^i u^{(4-i)}(S_k p_5w)^{(i)} \right]_{x=0}^1 = 0.
\]

Thus, (2.54) may be written as

\[
(2.56) \quad \left\langle p_5(x)u^{(5)}, S_k \right\rangle = -\int_0^1 \left( \sum_{i=0}^5 u(x)S_k^{(i)}(x) g_5,i \right) \,dx,
\]

where

\[
(2.57) \quad g_{5,5} = p_5w(\phi'')^5
\]

\[
(2.58) \quad g_{5,4} = 10(p_5w)(\phi')^3\phi'' + 5(p_5w)'(\phi')^4,
\]

\[
(2.59) \quad g_{5,3} = 10(p_5w)(\phi')^2\phi''' + 15(p_5w)\phi'(\phi'')^2 + 30(p_5w)'(\phi')^2\phi'' + 10(p_5w)'(\phi')^3,
\]

\[
(2.60) \quad g_{5,2} = 5(p_5w)\phi^{(4)}\phi' + 10(p_5w)\phi'''\phi'' + 15(p_5w)'(\phi'')^2
\]

\[
+ 20(p_5w)'\phi'\phi''' + 30(p_5w)''\phi'' + 10(p_5w)'''(\phi')^2,
\]

\[
(2.61) \quad g_{5,1} = (p_5w)\phi^{(5)} + 5(p_5w)'\phi^{(4)} + 10(p_5w)''\phi''' + 10(p_5w)'''\phi'' + 5(p_5w)''''\phi',
\]

and

\[
(2.62) \quad g_{5,0} = (p_5w)^{(5)}.
\]

Applying the Sinc quadrature rule to the right-hand side of (2.56) yields (2.42).

Similarly, for \( \{ p_4(x)u^{(4)}(x) \} \), after four integrations by parts to remove the four derivatives from the dependent variable \( u \), we have the equality

\[
(2.63) \quad \int_0^1 u^{(4)}(x)S_k(x)p_4(x)w(x)\,dx = B_{T,4} + \int_0^1 u(x) (S_k(x)p_4w(x))^{(4)} \,dx,
\]

where the boundary term is

\[
(2.64) \quad B_{T,4} = \left[ \sum_{i=0}^3 (-1)^i u^{(3-i)}(S_k p_4w)^{(i)} \right]_{x=0}^1 = 0.
\]

Then (2.63) may be written as

\[
(2.65) \quad \left\langle p_4(x)u^{(4)}, S_k \right\rangle = \int_0^1 \left( \sum_{i=0}^4 u(x)S_k^{(i)}(x) g_{4,i} \right) \,dx,
\]
where

\begin{align}
\tag{2.65}
g_{4,4} &= (p_4 w)(\phi')^4, \\
\tag{2.66}
g_{4,3} &= 6(p_4 w)(\phi')^2 \phi'' + 4(p_4 w)'(\phi')^3, \\
\tag{2.67}
g_{4,2} &= 3(p_4 w)(\phi'')^2 + 4(p_4 w)\phi' \phi'' + 12(p_4 w)' \phi'' + 6(p_4 w)''(\phi')^2, \\
\tag{2.68}
g_{4,1} &= (p_4 w)\phi(4) + 4(p_4 w)' \phi'' + 6(p_4 w)'' \phi'' + 4(p_4 w)''' \phi', \\
\tag{2.69}
g_{4,0} &= (p_4 w)^4.
\end{align}

Similarly, applying the Sinc quadrature rule to the right-hand side of \eqref{2.64} yields \eqref{2.43}.

To bound the error integrals in \eqref{2.41}, \eqref{2.42} and \eqref{2.43}, the following lemma will be helpful.

**Lemma 2.2.** Let $\phi$ be as before. If $\text{Im} \ z = d > 0$ and $k$ is an integer, then for $d, h > 0$,

\begin{equation}
\label{2.70}
\left| \frac{d^n}{\phi^n} S(k, h) \circ \phi(z) \right| \leq C_n(h, d), \quad 0 \leq n \leq 6,
\end{equation}

where

\begin{align*}
C_0(h, d) &= \frac{h}{\pi d}, \quad C_1(h, d) = \frac{1}{d} C_0(h, d) + \frac{1}{d \tanh(\frac{\pi d}{h})}, \\
C_2(h, d) &= \frac{2}{d} C_1(h, d) + \frac{\pi}{hd}, \\
C_3(h, d) &= \frac{3}{d} C_2(h, d) + \frac{\pi^2}{dh^2 \tanh(\frac{\pi d}{h})}, \\
C_4(h, d) &= \frac{4}{d} C_3(h, d) + \frac{\pi^3}{dh^3 d}, \\
C_5(h, d) &= \frac{5}{d} C_4(h, d) + \frac{\pi^4}{dh^4 \tanh(\frac{\pi d}{h})}, \\
C_6(h, d) &= \frac{6}{d} C_5(h, d) + \frac{\pi^5}{dh^5 d}.
\end{align*}

**Proof.** It is enough to prove the case $n = 6$ in equation \eqref{2.70}. Since the proofs of the remaining cases are similar. Upon noting that

\begin{equation*}
\left| \frac{d^6}{\phi^6} S(k, h) \circ \phi(z) \right| = \left| \frac{d^6}{\phi^6} S(k, h)(z) \right|_{z = x \pm id},
\end{equation*}

we have

\begin{equation*}
W = \frac{d^6}{d^6 \phi^6} S(k, h)(z) = \frac{-(\frac{d}{h})^3 \sin(\frac{d}{h}(z - kh))}{(z - kh)^6} - 6 \frac{(-\frac{d}{h})^4 \cos(\pi \frac{z}{h}(z - kh))}{(z - kh)^2} + 30 \frac{(-\frac{d}{h})^3 \sin(\pi \frac{z}{h}(z - kh))}{(z - kh)^4} + 120 \frac{(-\frac{d}{h})^2 \cos(\pi \frac{z}{h}(z - kh))}{(z - kh)^6} - 360 \frac{(-\frac{d}{h}) \sin(\pi \frac{z}{h}(z - kh))}{(z - kh)^4} - 720 \frac{\cos(\pi \frac{z}{h}(z - kh))}{(z - kh)^8} + 720 \frac{\frac{d}{h}}{(z - kh)^8}.\]
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Now if $\text{Im} z = d$, then
\[
|z - kh| \geq d, \quad |\cos \frac{\pi}{h}(z - kh)| \leq \cosh \frac{\pi d}{h}, \quad |\sin \frac{\pi}{h}(z)| \geq \sinh \frac{\pi d}{h}.
\]
Taking absolute values and using these relations leads to the bound in (2.70)
\[
\left| \frac{W}{\sin \frac{\pi}{h}} \right| \leq \frac{(\frac{\pi}{h})^5}{d} + \frac{6}{d} C_5(h, d) \equiv C_6(h, d).
\]

The following estimates were derived in [12] and recorded here for convenience:
\[
(2.71) \quad \left| I_F(i) \right| \leq C_i e^{-\pi d/h}, \quad 0 \leq i \leq 3.
\]
The following lemma extends the last inequality to $i = 4, 5, 6$.

**Lemma 2.3.** Let $\phi, D_E$ and $D_d$ have the same meaning as before. Assume $\phi(0) = -\infty, \phi(1) = \infty$ and $x_k = \phi^{-1}(kh)$.

(i) If $u(Sw)^6, u(p_5Sw)^5$ and $u(p_4Sw)^4$ are in $B(D_E)$, then the following estimates hold:
\[
(2.72) \quad \left| I_F(i) \right| \leq C_i e^{-\pi d/h}, \quad i = 4, 5, 6.
\]

(ii) If there exist positive constants $\alpha, \beta$, and $k$ such that
\[
(2.73) \quad \left| \frac{F(x)}{\phi'} \right| \leq \nu \left\{ \begin{array}{ll}
\exp(-\alpha |\phi(x)|), & x \in (-\infty, 0), \\
\exp(-\beta |\phi(x)|), & x \in [0, \infty),
\end{array} \right.
\]
where $F = u g_{\rho, 0}, 0 \leq \rho \leq 6$, then by choosing $h$ and $N$ as in (2.18) and (2.19), the following estimate holds:
\[
(2.74) \quad \left| \left< u^{(6)}, S_k \right> - h \sum_{j=-M}^{N} \sum_{i=0}^{6} \frac{u(x_j)}{\phi'(x_j) h^5} \delta_{k,j}^i g_{\rho, i} \right| \leq \nu_6 M^3 e^{-\pi d},
\]
where $\nu_6$ depends on $u, w, \phi$ and $d$.

**Proof.** (i) We shall only prove the case $i = 6$ since the proof of the remaining cases is similar. Using the identity in (2.15) for the domain $D_E$ which says
\[
|K(\phi, h)(z)|_{z \in \partial D_E} = e^{-\pi d/h},
\]
along with the aid of the inequalities in (2.70), we obtain the bound
\[
\left| I_F(6) \right| = \left| \left< u^{(6)}, S_k \right> - h \sum_{j=-\infty}^{\infty} \frac{u(x_j)}{\phi'(x_j)} (S_k w)^{(6)}(x_j) \right|
\leq \frac{e^{-\pi d}}{2} \left\{ \sum_{i=0}^{6} \int_{\partial D_E} |u(z)| |g_{\rho,i}(x)| \left| \frac{d^{(i)}}{d\phi(x)} S(k, h) \phi(x) \right| \sinh \left| \frac{\pi \phi(z)}{h} \right| |dz| \right\}.
\]
Thus, recalling the definition of $T(f)$ given by (2.12), we have
\[
(2.75) \quad \left| I_F(6) \right| \leq \left[ \sum_{i=0}^{6} C_i(h, d) T(u g_{\rho,i}) \right] e^{-\pi d/h} \equiv C_6 e^{-\pi d/h}.
\]
(ii) From (2.21) to (2.25) we have the inequalities

\[ |\delta_{k_j}^{(6)}| \leq \frac{\pi^6}{7}, \quad |\delta_{k_j}^{(5)}| \leq \frac{2\pi^4 - 10\pi^2 + 15}{4}, \quad |\delta_{k_j}^{(4)}| \leq \frac{\pi^4}{5}, \]

\[ |\delta_{k_j}^{(3)}| \leq \frac{2\pi^2 - 3}{4}, \quad |\delta_{k_j}^{(2)}| \leq \frac{\pi^2}{3}, \quad |\delta_{k_j}^{(1)}| \leq 1, \quad \nu = 1, 2. \]

We also have

\[
\left\langle u^{(6)}, S_k \right\rangle - h \sum_{j=-M}^{N} \sum_{i=0}^{6} \frac{u(x_j)}{\phi'(x_j)h^3} \delta_{k_j}^{(i)} g_{6,i} \leq \left| I^{(6)}_F \right| + \sum_{i=1}^{6} \left| \sum_{j=-\infty}^{-M-1} \frac{u(x_j)}{\phi'(x_j)h^3} \delta_{k_j}^{(i)} g_{6,i} \right| \left| \frac{\delta_{k_j}^{(i)}}{h^3} \right|.
\]

But

\[
\left| \sum_{j=-\infty}^{-M-1} \frac{u(x_j)}{\phi'(x_j)h^3} \delta_{k_j}^{(6)} g_{6,6} \right| \leq \left| \sum_{j=M+1}^{\infty} \frac{u(x_j)}{\phi'(x_j)h^3} \delta_{k_j}^{(6)} g_{6,6} \right| \leq \frac{\nu \pi^6}{\tilde{h}^6} \sum_{j=M+1}^{\infty} e^{-\alpha j h} \equiv \frac{\nu \pi^6}{\tilde{h}^6} e^{-\alpha M h},
\]

and in exactly the same fashion

\[
\left| \sum_{j=-N+1}^{\infty} \frac{u(x_j)}{\phi'(x_j)h^3} \delta_{k_j}^{(6)} g_{6,6} \right| \leq \left| \sum_{j=N+1}^{\infty} \frac{u(x_j)}{\phi'(x_j)h^3} \delta_{k_j}^{(6)} g_{6,6} \right| \leq \frac{\nu \pi^6}{\tilde{h}^6} \sum_{j=N+1}^{\infty} e^{-\beta j h} \equiv \frac{\nu \pi^6}{\tilde{h}^6} e^{-\beta N h}.
\]

The remaining terms in equation (2.76) are bounded in a similar manner so that (2.76) takes the form

\[
\left\langle u^{(6)}, S_k \right\rangle - h \sum_{j=-M}^{N} \sum_{i=0}^{6} \frac{u(x_j)}{\phi'(x_j)h^3} \delta_{k_j}^{(i)} g_{6,i} \leq \nu \left( \frac{\pi^6}{\tilde{h}^6} + \frac{2\pi^4 - 10\pi^2 + 15}{4h^5} + \frac{\pi^4}{5h^4} \right) + \frac{\pi^2}{4h^3} \left( \frac{e^{-\alpha M h}}{\alpha} + \frac{e^{-\beta N h}}{\beta} \right) + C_\sigma e^{-\frac{\alpha M}{\beta}}.
\]

From Theorem 4.2 in [9], for sufficiently small \( h \), there exist constants \( k_\sigma \) such that

\[
C_\sigma(h, d) \leq k_\sigma h^{1-\sigma}, \quad 0 \leq \sigma \leq 6.
\]
Substituting this and the selections (2.18) and (2.19) into the right-hand side of equation (2.70) leads to (2.74), where

\[
\nu_6 = \nu \left[ \frac{\pi^6}{T} \left( \frac{\alpha}{\pi^d} \right)^3 + \left( \frac{2\pi^4 - 10\pi^2 + 15}{4} \right) \left( \frac{\alpha}{\pi^d} \right)^{5/2} \right.
\]
\[
+ \frac{\pi^4}{5} \left( \frac{\alpha}{\pi^d} \right)^2 + \left( \frac{2\pi^2 - 3}{4} \right) \left( \frac{\alpha}{\pi^d} \right)^{3/2}
\]
\[
\left. + \frac{\pi^2}{3} \left( \frac{\alpha}{\pi^d} \right) \left( \frac{\alpha}{\pi^d} \right)^{1/2} + \sqrt{\alpha} \frac{1}{\pi^d} \left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \right] + k_6. \quad \square
\]

The remaining inner product approximations are listed in the following theorem which extends Theorem 3.1 in [12].

**Theorem 2.4.** Let \( \phi \) be as before, \( x_j = \phi^{-1}(jh) \) and \( T(.) \) be defined by (2.12). Let \( C_j(h, d) \) have the same meaning as in (2.70), and let \( C_j \) be given by (2.71)–(2.72), \( 0 \leq j \leq 6 \). If \( f, w, u \), \( u_0 \), and \( u_1 \) are in \( B(D_E) \) and if \( u_{ij} \) decays exponentially with respect to \( \phi \), for \( 0 \leq i \leq 6, 0 \leq j \leq i \), then by choosing \( h \) and \( N \) as in (2.18) and (2.19), respectively, we have the following bounds:

\[
\langle f, S_k \rangle - h \frac{f(x_k)u(x_k)}{\phi'(x_k)} \leq \frac{1}{2} \nu_0(T(fu) + C_1)^{1/2} \leq \nu_1 M^{1/2}e^{-(\alpha d M)^{1/2}},
\]

\[
\langle p_0 u, S_k \rangle - h \frac{p_0(x_k)u(x_k)w(x_k)}{\phi'(x_k)} \leq \frac{1}{2} \nu_0(T(ww) + C_2)^{1/2} \leq \nu_2 M^{1/2}e^{-(\alpha d M)^{1/2}},
\]

\[
\langle p_1 u^{(1)}, S_k \rangle + h \sum_{j = -M}^{N} \sum_{i = 0}^{1} \frac{u(x_j)}{\phi'(x_j)} h^i \delta_{kj} g_{1,i} \leq \nu_3 M^{1/2}e^{-(\alpha d M)^{1/2}},
\]

\[
\langle p_2 u^{(2)}, S_k \rangle - h \sum_{j = -M}^{N} \sum_{i = 0}^{2} \frac{u(x_j)}{\phi'(x_j)} h^i \delta_{kj} g_{2,i} \leq \nu_4 M^{1/2}e^{-(\alpha d M)^{1/2}},
\]

\[
\langle p_3 u^{(3)}, S_k \rangle + h \sum_{j = -M}^{N} \sum_{i = 0}^{3} \frac{u(x_j)}{\phi'(x_j)} h^i \delta_{kj} g_{3,i} \leq \nu_5 M^{1/2}e^{-(\alpha d M)^{1/2}},
\]

\[
\langle p_4 u^{(4)}, S_k \rangle - h \sum_{j = -M}^{N} \sum_{i = 0}^{4} \frac{u(x_j)}{\phi'(x_j)} h^i \delta_{kj} g_{4,i} \leq \nu_6 M^{1/2}e^{-(\alpha d M)^{1/2}},
\]

\[
\langle p_5 u^{(5)}, S_k \rangle + h \sum_{j = -M}^{N} \sum_{i = 0}^{5} \frac{u(x_j)}{\phi'(x_j)} h^i \delta_{kj} g_{5,i} \leq \nu_7 M^{1/2}e^{-(\alpha d M)^{1/2}},
\]

and finally

\[
\langle u^{(6)}, S_k \rangle - h \sum_{j = -M}^{N} \sum_{i = 0}^{6} \frac{u(x_j)}{\phi'(x_j)} h^i \delta_{kj} g_{6,i} \leq \nu_8 M^{1/2}e^{-(\alpha d M)^{1/2}}.
\]

Theorem 2.4 contains all the approximations needed to formulate the discrete Sinc-Galerkin system for problem (1.1)–(1.2). Replacing each term of (2.82) with the approximations defined in (2.82)–(2.89) and replacing \( u(x_j) \) by \( c_j \) and dividing by \( h \), we obtain the following theorem.
Theorem 2.5. If the assumed approximate solution of the boundary-value problem
\((1.1)\)–\((1.2)\) is \((2.5)\), then the discrete Sinc-Galerkin system for the determination of
the unknown coefficients \(c_j\) \(j = -M\) is given by

\[
\sum_{j = -M}^{N} \left\{ \sum_{i = 0}^{6} \frac{1}{h_i} \delta_{kj} g_{6,i}(x_j) c_j - \sum_{i = 0}^{5} \frac{1}{h_i} \delta_{kj} g_{5,i}(x_j) c_j + \sum_{i = 0}^{4} \frac{1}{h_i} \delta_{kj} g_{4,i}(x_j) c_j \right\} c_j
-
\sum_{i = 0}^{3} \frac{1}{h_i} \delta_{kj} g_{3,i}(x_j) c_j + \sum_{i = 0}^{2} \frac{1}{h_i} \delta_{kj} g_{2,i}(x_j) c_j - \sum_{i = 0}^{1} \frac{1}{h_i} \delta_{kj} g_{1,i}(x_j) c_j \right\} c_j \right\}
\]

\[
+ \frac{p_0(x_k) w(x_k)}{\phi'(x_k)} c_k = \frac{f(x_k) w(x_k)}{\phi'(x_k)},
\]

\(k = -M, \ldots, N\).

Proof. Combine Lemma 2.3 and Theorem 2.4.

To obtain a matrix representation of the equations in \((2.90)\), denote by \(I^{(i)}\),
\(1 \leq i \leq 6\), the \(m \times m\) matrices \(m = M + N + 1\) whose \(jk\)-th entry is given by
\((2.21)\)–\((2.27)\), respectively. Let \(D(g(x))\) denote the \(m \times m\) diagonal matrix with
diagonal entries \(g(x_j), j = -M, -M + 1, \ldots, 0, \ldots, N\). Let \(c\) be the \(m\)-vectors with
\(j\)-th component given by \(c_j\) and let \(1\) be the \(m\)-vector each of whose components
is 1. In this notation the system in \((2.90)\) takes the matrix form

\[
A c = D \left( \begin{pmatrix} w f \\ \phi' \end{pmatrix} \right) 1,
\]

where

\[
A = \sum_{i = 0}^{6} \frac{1}{h_i} I^{(i)} D(a_i),
\]

and the functions \(a_j(x), 0 \leq j \leq 6\), are given by

\[
a_0 = (g_0,0 - g_5,0 + g_4,0 - g_3,0 + g_2,0 - g_1,0 + p_0 w) / \phi',
\]

\[
a_1 = (g_0,1 - g_5,1 + g_4,1 - g_3,1 + g_2,1 - g_1,1) / \phi',
\]

\[
a_2 = (g_0,2 - g_5,2 + g_4,2 - g_3,2 + g_2,2) / \phi',
\]

\[
a_3 = (g_0,3 - g_5,3 + g_4,3 - g_3,3) / \phi',
\]

\[
a_4 = (g_0,4 - g_5,4 + g_4,4) / \phi',
\]

\[
a_5 = (g_0,5 - g_5,5) / \phi',
\]

and

\[
a_6 = (g_0,6) / \phi'.
\]

Note that the matrices \(I^{(2)}, I^{(4)}\) and \(I^{(6)}\) are \(m \times m\) symmetric matrices and the
matrices \(I^{(1)}, I^{(3)}\) and \(I^{(5)}\) are \(m \times m\) skew-symmetric matrices [7]. The matrix \(I^{(0)}\)
is the \(m \times m\) identity matrix.

Now we have a linear system of \(m\) equations of the \(m\) unknown coefficients,
namely, \(\{c_j, j = -M, \ldots, N\}\). We can obtain the coefficients of the approximate
solution by solving this linear system. This system \((2.90)\) may be easily solved by
a variety of methods. In this paper we use the \(Q - R\) method [6][11]. The solution
\( c = (c_M, c_{-M+1}, \ldots, c_N)^T \) gives the coefficients in the approximate Sinc-Galerkin \( u_m(x) \) of \( u(x) \).

3. Treatment of the Boundary Conditions

In the previous section the development of the Sinc-Galerkin technique for homogeneous boundary conditions provided a practical approach since the Sinc functions composed with various conformal mappings, \( S(j, h) \circ \phi \), are zero at the endpoints of the interval. If the boundary conditions are nonhomogeneous, then these conditions need be converted to homogeneous conditions via an interpolation by a known function. For example, consider

\[
Lu(x) = u^{(6)} + \sum_{j=0}^{5} p_j(x)u^{(j)} = f(x), \quad 0 \leq x \leq 1,
\]

subject to boundary conditions

\[
u^{(i)}(0) = \Theta_i, \quad u^{(i)}(1) = \Phi_i, \quad i = 0, 1, 2.
\]

The nonhomogeneous boundary conditions in (3.2) can be transformed to homogeneous boundary conditions by the change of dependent variable

\[
\Psi(x) = u(x) - \Lambda(x),
\]

where \( \Lambda(x) \) is the interpolating polynomial that satisfies \( \Lambda^{(i)}(0) = \Theta_i \) and \( \Lambda^{(i)}(1) = \Phi_i, \quad i = 0, 1, 2 \). It is easy to see that

\[
\Lambda(x) = \sum_{i=0}^{5} \rho_i x^i
\]

and

\[
\rho_0 = \Theta_0, \quad \rho_1 = \Theta_1, \quad \rho_2 = \frac{\Theta_2}{2},
\]

\[
\rho_3 = \frac{1}{2} \left[ (20\Phi_0 - 8\Phi_1 + \Phi_2) - (20\Theta_0 + 12\Theta_1 + 3\Theta_2) \right],
\]

\[
\rho_4 = \left[ (-15\Phi_0 + 7\Phi_1 - \Phi_2) + \left( 15\Theta_0 + 8\Theta_1 + \frac{3}{2}\Theta_2 \right) \right],
\]

\[
\rho_5 = \frac{1}{2} \left[ (12\Phi_0 - 6\Phi_1 + \Phi_2) - (12\Theta_0 + 6\Theta_1 + \Theta_2) \right].
\]

The new problem with homogeneous boundary conditions is then

\[
L\Psi(x) = \Psi^{(6)}(x) + \sum_{j=0}^{5} p_j(x)\Psi^{(j)}(x) = \tilde{f}(x), \quad 0 \leq x \leq 1,
\]

subject to the boundary conditions

\[
\Psi^{(i)}(0) = 0, \quad \Psi^{(i)}(1) = 0, \quad i = 0, 1, 2,
\]

where

\[
\tilde{f}(x) = f(x) - L\Lambda(x)
\]

\[
= f(x) - \sum_{j=0}^{5} p_j(x)\Lambda^{(j)}(x).
\]
Now apply the standard Sinc-Galerkin method to (3.5). The resulting discrete system can be written as

\[ \mathbf{A} \mathbf{c} = \mathbf{D} \left( \frac{\tilde{f} w}{\partial y} \right) \mathbf{1}, \]

where the \( m \times m \) matrix \( \mathbf{A} \) is formed as

\[ \mathbf{A} = \sum_{i=0}^{6} \frac{1}{h^i} \mathbf{I}^{(i)} \mathbf{D}(a_i), \]

where \( a_i, 0 \leq i \leq 6, \) are defined by \((2.93)-(2.99), \) respectively. Here, we define an approximate solution of (3.5) via the formula

\[ \Psi_m(x) = \sum_{j=-M}^{N} c_j S_j(x), \quad m = M + N + 1. \]

Then the approximate solution of (3.1) is

\[ u_m(x) = \sum_{j=-M}^{N} c_j S_j(x) + \Lambda(x), \]

where

\[
\Lambda(x) = \Theta_0 + \Theta_1 x + \left( \frac{\Theta_2}{2} \right) x^2 \\
+ \frac{1}{2} \left[ (20\Phi_0 - 8\Phi_1 + 8\Phi_4) - (20\Theta_0 + 12\Theta_1 + 3\Theta_2) \right] x^3 \\
+ \left[ (-15\Phi_0 + 7\Phi_1 - \Phi_4) + \left( 15\Theta_0 + 8\Theta_1 + \frac{3}{2}\Theta_2 \right) \right] x^4 \\
+ \frac{1}{2} \left[ (12\Phi_0 - 6\Phi_1 + \Phi_4) - (12\Theta_0 + 6\Theta_1 + \Theta_2) \right] x^5.
\]

Typical choices of the weight function are given by \((2.8). \) The resulting discrete system for the coefficients \( \mathbf{c} = (c_{-M}, \ldots, c_N)^T \) in the approximate Sinc solution \((3.10) \) is exactly the system in \((2.91), \) with \( \tilde{f} \) replaced by \( \tilde{f}. \) Notice that if \( \Theta_i = \Phi_i = 0, i = 0, 1, 2, \) then the discrete system obtained \((3.8) \) and the assumed solution \((3.10) \) reduce to \((2.91) \) and \((2.5), \) respectively.

4. Numerical examples

The three examples included in this section were selected in order to illustrate the performance of the Sinc-Galerkin method in solving sixth order boundary-value problems. In the first example, the boundary conditions are homogeneous. For this case, the Sinc-Galerkin method can be applied to the problem without any modification and the discrete Sinc system defined by \((2.91) \) is used to compute the coefficients \( \{c_j, j = -M, \ldots, N\} \) in \((2.5). \)

The next two examples demonstrate that the Sinc-Galerkin method can be applied to solve nonhomogeneous boundary conditions. In each of the two examples, the discrete Sinc system defined by \((3.8) \) is used to compute the coefficients \( \{c_j, j = -M, \ldots, N\} \) in \((3.11). \)

We also compare our method with the modified decomposition method introduced in [17]. It is shown that the Sinc-Galerkin method yields better results.
All examples are approximated using the selection
\[ h = \sqrt{\frac{\pi d}{\alpha M}}, \]
and
\[ N = \left[ \frac{\alpha}{\beta} M + 1 \right]. \]
Note that if \( \frac{\alpha}{\beta} M \) is an integer, it suffices to choose \( N = \frac{\alpha}{\beta} M \), and the angle \( d \) is taken to be \( \frac{\pi}{2} \).

**Example 4.1.** Consider the boundary-value problem
\[ (4.1) \quad u^{(6)}(x) + e^{-x}u = -720 + (x - x^2)^3e^{-x}, \quad 0 \leq x \leq 1, \]
subject to the boundary conditions
\[ (4.2) \quad u^{(i)}(0) = 0, \quad u^{(i)}(1) = 0, \quad i = 0, 1, 2, \]
which has the solution given by
\[ (4.3) \quad u(x) = x^3(1 - x)^3. \]
The solution \( u \) to the problem \((4.1)-(4.3)\) is approximated by
\[ (4.4) \quad u_m(x) = \sum_{j=-M}^{N} c_j S_j, \quad m = M + N + 1. \]
By using the approximations \((2.82)-(2.89)\), we get a linear system of order \( m \) for the \( c_j \). The system takes the form
\[ (4.5) \quad A c = D \left( \frac{f w}{\phi'} \right) 1, \]
where \( A \) is given by
\[ (4.6) \quad A = \sum_{i=1}^{6} \frac{1}{\eta^{(i)}} D \left( \frac{\eta_{6,i} \psi}{\phi'} \right) + D \left( \frac{\eta_{6,0} + \eta_{0,0} w}{\phi'} \right). \]
The parameters \( M = N = 32 \) and \( \alpha = \beta = \frac{\pi}{2} \) are used. The approximate and exact solutions are displayed in Table 4.1. We use the relative error, defined as
\[ \text{Absolute Relative Error (ARE)} = \frac{|u_{\text{exact solution}} - u_{\text{Sinc-Galerkin}}|}{|u_{\text{exact solution}}|}. \]

**Example 4.2.** For the sake of comparison only, we consider the same problem discussed by Wazwaz [17], who used the modified decomposition method to obtain his numerical solution. Consider the boundary-value problem
\[ (4.7) \quad u^{(6)} - u = -6 \exp(x), \quad 0 \leq x \leq 1, \]
subject to the boundary conditions
\[ (4.8) \quad u(0) = 1, \quad u'(0) = 0, \quad u''(0) = -1, \]
\[ u(1) = 0, \quad u'(1) = -e, \quad u''(1) = -2e, \]
which has the solution
\[ (4.9) \quad u(x) = (1 - x) \exp(x). \]
Table 4.1.

<table>
<thead>
<tr>
<th>$x$</th>
<th>Exact Solution</th>
<th>Sinc-Galerkin</th>
<th>ARE $1.0e^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>—</td>
</tr>
<tr>
<td>0.1675</td>
<td>0.002711</td>
<td>0.002710</td>
<td>0.45</td>
</tr>
<tr>
<td>0.2764</td>
<td>0.008000</td>
<td>0.008997</td>
<td>0.32</td>
</tr>
<tr>
<td>0.3449</td>
<td>0.011534</td>
<td>0.011531</td>
<td>0.28</td>
</tr>
<tr>
<td>0.4205</td>
<td>0.014469</td>
<td>0.014465</td>
<td>0.26</td>
</tr>
<tr>
<td>0.5</td>
<td>0.015625</td>
<td>0.015620</td>
<td>0.25</td>
</tr>
<tr>
<td>0.6550</td>
<td>0.011539</td>
<td>0.011536</td>
<td>0.28</td>
</tr>
<tr>
<td>0.7828</td>
<td>0.004915</td>
<td>0.004913</td>
<td>0.37</td>
</tr>
<tr>
<td>0.8324</td>
<td>0.002715</td>
<td>0.002714</td>
<td>0.45</td>
</tr>
<tr>
<td>0.9041</td>
<td>0.000651</td>
<td>0.000651</td>
<td>0.73</td>
</tr>
<tr>
<td>1.0</td>
<td>0.00</td>
<td>0.00</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 4.2.

<table>
<thead>
<tr>
<th>$x$</th>
<th>Exact Solution</th>
<th>Sinc-Galerkin</th>
<th>ARE $1.0e^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.0414</td>
<td>0.99911</td>
<td>0.99911</td>
<td>0.00</td>
</tr>
<tr>
<td>0.0865</td>
<td>0.99603</td>
<td>0.99603</td>
<td>0.00</td>
</tr>
<tr>
<td>0.1721</td>
<td>0.98337</td>
<td>0.98337</td>
<td>0.00</td>
</tr>
<tr>
<td>0.3131</td>
<td>0.93944</td>
<td>0.93943</td>
<td>0.01</td>
</tr>
<tr>
<td>0.5</td>
<td>0.82436</td>
<td>0.82432</td>
<td>0.03</td>
</tr>
<tr>
<td>0.6868</td>
<td>0.62243</td>
<td>0.62239</td>
<td>0.07</td>
</tr>
<tr>
<td>0.8278</td>
<td>0.39404</td>
<td>0.39400</td>
<td>0.09</td>
</tr>
<tr>
<td>0.9134</td>
<td>0.21587</td>
<td>0.21585</td>
<td>0.10</td>
</tr>
<tr>
<td>0.9585</td>
<td>0.10822</td>
<td>0.10821</td>
<td>0.10</td>
</tr>
<tr>
<td>1.0</td>
<td>0.00</td>
<td>0.00</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 4.3. Maximum Absolute Relative Error (MARE)

<table>
<thead>
<tr>
<th>Method</th>
<th>MARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sinc-Galerkin method</td>
<td>0.1 E-3</td>
</tr>
<tr>
<td>The decomposition method [17]</td>
<td>1.77 E-3</td>
</tr>
</tbody>
</table>

The selected parameters $\alpha = \beta = \frac{1}{2}$, $M = N = 16$, yield $h = \frac{\pi}{4}$. Table 4.2 exhibits a comparison between the errors obtained by using the Sinc-Galerkin method and the modified decomposition method of [17]. The Maximum Absolute Relative Errors (MARE) are tabulated in Table 4.3.

Example 4.3. Consider the boundary-value problem

\begin{equation}
(4.10) \quad u^{(6)} + u^{(3)} + u^{(2)} - u = \exp(-x)(-15x^2 + 78x - 114), \quad 0 \leq x \leq 1,
\end{equation}

subject to the boundary conditions

\begin{equation}
(4.11) \quad u(0) = 0, \quad u'(0) = 0, \quad u''(0) = 0,
\end{equation}

\begin{equation}
(4.11) \quad u(1) = 1/e, \quad u'(1) = 2/e, \quad u''(1) = 1/e,
\end{equation}
which has the exact solution
\[ u(x) = x^3 \exp(-x). \]

The parameters \( M = N = 16 \) and \( \alpha = \beta = \frac{1}{2} \) are used. Table 4.4 exhibits the exact and numerical solution and the relative errors.

From the above examples, we can see that the accuracy is good even when \( M \) is small. These examples show that our method is efficient to deal with problem (1.1)–(1.2). All computations associated with the above examples were performed by using MATLAB. Thus, the Sinc-Galerkin method is a useful numerical tool for solving sixth order boundary-value problem.
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