A STABLE TEST TO CHECK IF A MATRIX IS A NONSINGULAR $M$-MATRIX
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ABSTRACT. A stable test for checking if a matrix is a nonsingular $M$-matrix is presented. Its computational cost is, in the worst case, $O(n^2)$ elementary operations higher than the computational cost of Gaussian elimination. The test can be applied to check if a nonnegative matrix has spectral radius less than 1.

1. INTRODUCTION AND BASIC NOTATIONS

A real matrix with nonpositive off-diagonal elements is called a $Z$-matrix. Nonsingular $M$-matrices form a subclass of $Z$-matrices and have important applications; for instance, in iterative methods in numerical analysis, in the analysis of dynamical systems, in economics and in mathematical programming. Nonsingular $M$-matrices have many equivalent definitions. In fact, in Theorem 2.3 in Chapter 6 of [2] there appear 50 equivalent definitions. In particular, given a $Z$-matrix, the following three properties are equivalent: $A$ is a nonsingular $M$-matrix, $A^{-1}$ is nonnegative and all leading principal minors of $A$ are strictly positive. Clearly, a triangular $Z$-matrix is a nonsingular $M$-matrix if and only if it has positive diagonal entries. Since the positivity of the leading principal minors is a necessary and sufficient condition to ensure that a $Z$-matrix is a nonsingular $M$-matrix, a test to check if a nontriangular matrix is a nonsingular $M$-matrix consists of performing Gaussian elimination and checking if the pivots are positive. It is well known that the growth factor is an indicator of stability (cf. [4], [5]). Unfortunately, the growth factor of the mentioned possible test can be arbitrarily large even for $3 \times 3$ $M$-matrices, as Example 3.2 shows. On the other hand, it is also known that strict diagonal dominance by rows with positive diagonal entries or irreducibility joint with diagonal dominance by rows with positive diagonal entries are sufficient conditions to assure that a $Z$-matrix is a nonsingular $M$-matrix (see (6.2.17) of [7]) and each of both properties requires $O(n^2)$ elementary operations to be applied. But if we have to check these conditions at each step of Gaussian elimination, it would add $O(n^3)$ elementary operations to the computational cost of Gaussian elimination.

In Section 2 we present a test to check if an $n \times n$ $Z$-matrix is a nonsingular $M$-matrix such that the corresponding growth factor is bounded above by $n - 1$ (as proved in Theorem 3.1) and, simultaneously, it applies (if possible) the mentioned...
sufficient conditions at each step of Gaussian elimination. In the worst case, our
test adds $O(n^2)$ elementary operations to the computational cost of Gaussian
elimination and it leads to an upper triangular matrix strictly diagonally dominant by
rows. In [8] it was shown that a pivoting strategy leading to an upper triangular
matrix diagonally dominant by rows has more advantages than when it leads to an
upper triangular matrix diagonally dominant by columns. This has been confirmed
again for Gauss-Jordan elimination in [6]. In Section 2 we also include an appli-
cation of our test to check if a nonnegative matrix has spectral radius less than
1.

The growth factor of a numerical algorithm is usually defined as the quotient
between the maximal absolute value of all the elements that occur during the per-
formance of the algorithm and the maximal absolute value of all the initial data.
A remarkable property of our test is that it has a controlled growth factor even
when it is applied to a $Z$-matrix which is not an $M$-matrix. Let us compare this
behavior with the well-known test to check if a symmetric matrix is definite posi-
tive, which uses the signs of the pivots of Gaussian elimination. If the matrix is
definite positive, then it is known that the growth factor is 1. But, if we consider
a symmetric matrix which is not definite positive, then the growth factor of the
computed elements can be arbitrarily large, as the following matrix shows:

$$
\begin{pmatrix}
\varepsilon & \varepsilon & 1 \\
\varepsilon & 2\varepsilon & 0 \\
1 & 0 & 1
\end{pmatrix}
$$

$(0 < \varepsilon < \frac{1}{2})$. After one step of Gauss elimination we obtain the matrix

$$
\begin{pmatrix}
\varepsilon & \varepsilon & 1 \\
0 & \varepsilon & -1 \\
0 & -1 & 1 - \frac{1}{\varepsilon}
\end{pmatrix},
$$

and the growth factor corresponding to this step is $|1 - \frac{1}{\varepsilon}|$.

2. Characterization and test

Given $k \in \{1, 2, \ldots, n\}$, let $\alpha$ be any increasing sequence of $k$ positive integers less
than or equal to $n$. Then we denote by $A[\alpha]$ the $k \times k$ submatrix of $A$ containing
rows and columns numbered by $\alpha$. If $c \in \mathbb{R}^n$, $c \geq 0$ (resp., $\leq 0$) means that
all components of $c$ are nonnegative (resp., nonpositive) and $c > 0$ (resp., $c < 0$)
means that all components of $c$ are positive (resp., negative). Gaussian elimination
(GE) transforms a linear system $Mx = b$ into an equivalent upper triangular linear
system $Ux = c$. Gaussian elimination with a given pivoting strategy, for nonsingular
matrices $M$, consists of a succession of at most $n - 1$ major steps resulting in a
sequence of matrices:

$$(2.1) \quad M = M^{(1)} \rightarrow \tilde{M}^{(1)} \rightarrow M^{(2)} \rightarrow \tilde{M}^{(2)} \rightarrow \cdots \rightarrow M^{(n)} = \tilde{M}^{(n)} = U,$$

where $M^{(t)} = (m^{(t)}_{ij})_{1 \leq i,j \leq n}$ has zeros below its main diagonal in the first $t - 1$
columns. The same transformations should be carried out in the vector $b$:

$$(2.2) \quad b = b^{(1)} \rightarrow \tilde{b}^{(1)} \rightarrow b^{(2)} \rightarrow \tilde{b}^{(2)} \rightarrow \cdots \rightarrow b^{(n)} = \tilde{b}^{(n)} = c.$$

The matrix $\tilde{M}^{(t)} = (\tilde{m}^{(t)}_{ij})_{1 \leq i,j \leq n}$ is obtained from the matrix $M^{(t)}$ by reordering
the rows and/or columns $t, t+1, \ldots, n$ of $M^{(t)}$ according to the given pivoting
strategy and satisfying $m^{(i)}_{ii} \neq 0$. To obtain $M^{(t+1)}$ from $M^{(t)}$, we produce zeros in column $t$ below the pivot element $m^{(t)}_{tt}$ by subtracting multiples of row $t$ from the rows beneath it. If $P$ and/or $Q$ are permutation matrices such that the Gaussian elimination of $B = PMQ$ can be performed without row and column exchanges, then the entry $(1, 1)$ of $M^{(0)}[1, \ldots, n]$ coincides with the same entry of $B^{(0)}[1, \ldots, n]$. If $B = P^TMP$ (and so we change at the $t$th step the $t$th row and column by row and column $i_t$), we say that we have performed symmetric pivoting.

Let us define $e_n \in \mathbb{R}^n$ by

$$e_n = (1, \ldots, 1)^T.$$  

(2.3)

Theorem 2.1 (i) provides the characterization of nonsingular $M$-matrices which will be used in the test.

**Theorem 2.1.** Let $M = (m_{ij})_{1 \leq i,j \leq n}$ be a $Z$-matrix and $b := Me_n$, where $e_n$ is defined in (2.3). For each $k = 1, \ldots, n$, let $M^{(k)} = (m^{(k)}_{ij})_{1 \leq i,j \leq n}, b^{(k)} = (b^{(k)}_i)_{1 \leq i \leq n}$ be the matrices and vectors (see (2.1) and (2.2), respectively) obtained after $k$ steps of GE of $Mx = b$ with symmetric pivoting, choosing at each step as pivot index the first index $i_k \in \{k, \ldots, n\}$ such that $b^{(k)}_{i_k} = \max_{i \leq j \leq n} \{b^{(k)}_j\}$. Then:

(i) $M$ is a nonsingular $M$-matrix if and only if

$$b^{(k)}_{i_k} > 0, \quad k = 1, \ldots, n.$$  

(2.4)

(ii) Let $k \in \{1, \ldots, n-1\}$ be such that $b^{(r)}_r > 0$ for all $r < k$. If $M^{(k)}$ is upper triangular with positive diagonal elements, then $M$ is a nonsingular $M$-matrix and if either $M^{(k)}$ is upper triangular with nonnegative diagonal elements or $b^{(k)}[k, \ldots, n] \geq 0$, then $M$ is an $M$-matrix. If, in the last case, either $b^{(k)}[k, \ldots, n] > 0$ or we have the condition $b^{(k)}_{i_k} > 0$ and $m^{(k)}_{i_j} \neq 0$ for all $i, j \geq k$ with $|i-j| = 1$, then $M$ is a nonsingular $M$-matrix.

**Proof.** (i) Let us assume that $M$ is a nonsingular $M$-matrix and let us prove that (2.4) holds. Then, applying Theorem 2 of [1] to $M^T$, $M$ has a row which is strictly diagonally dominant. Therefore, $b^{(1)} = b = Me_n$ has a positive component and so $b^{(1)}_{i_1} > 0$. Let $P$ be the permutation matrix obtained from the identity matrix by interchanging rows 1 and $i_1$. Then $M^{(1)} = PMP^T$ is again a nonsingular $M$-matrix and $Pb = (PMP^T)Pe_n = (PMP^T)e_n$. If we perform a step of GE to $(PMP^T)x = Pb$, we obtain a matrix $M^{(2)}$ and $M^{(2)}[2, \ldots, n]$ is again a nonsingular $M$-matrix because such property is inherited by Schur complements (cf. [3]). Therefore, we again know that $M^{(2)}[2, \ldots, n]$ has a row which is strictly diagonally dominant. Since $M^{(2)}e_n = b^{(2)}$, we also have $M^{(2)}[2, \ldots, n]e_{n-1} = b^{(2)}[2, \ldots, n]$ and so the vector $b^{(2)}[2, \ldots, n]$ has a positive component. Then $b^{(2)}_{i_2} > 0$ and, iterating the previous arguments, we derive (2.4).

Let us now assume that (2.4) holds and let us prove that $M$ is a nonsingular $M$-matrix. Let $P$ be the permutation matrix obtained from the identity matrix by reordering its rows according to (2.4). Then $(PMP^T)x = c$ (with $c := Pb$) has solution $Pe_n = e_n$, its coefficient matrix $B := PMP^T$ is a $Z$-matrix and, if we perform GE of $B$ without row or column exchanges, we obtain the equivalent systems

$$B^{(k)}x = c^{(k)}$$  

(2.5)
and
\begin{equation}
(2.6) \quad c^{(k)} = P b^{(k)}.
\end{equation}
By (2.4), $c^{(k)}_k = b^{(k)}_{ik} > 0$ for all $k$. Since all systems (2.5) have solution $e_n$, the sum of the elements of each row of $B^{(k)}$ is given by the corresponding component of $c^{(k)}$. Since $B = B^{(1)}$ is a $Z$-matrix and the sum of the elements of its first row is $c^{(1)}_1 = b^{(1)}_{i1} > 0$, we conclude that the $(1,1)$ entry of $B$ (and so its first pivot) is positive. Taking into account the sign of the elements of the first column of $B$, when we perform the first step of $GE$ we are adding to each row a nonnegative multiple of the first row. Therefore $B^{(2)}$ is again a $Z$-matrix. Since the sum of the elements of its second row is $c^{(2)}_2 = b^{(2)}_{i2} > 0$, we deduce that the second pivot of the $GE$ of $B$ is also positive. Iterating the previous reasoning, we conclude that all matrices $B^{(k)}$ are $Z$-matrices and all pivots of the $GE$ of $B$ are positive. Thus, $B = PMP^T$ is a $Z$-matrix whose leading principal minors are positive and so, by Theorem 2.3 of Chapter 6 of [2], it is a nonsingular $M$-matrix. Hence $M$ is also a nonsingular $M$-matrix.

(ii) Let $B := P^T M P$, where $P$ is the permutation matrix obtained from the identity by interchanging rows 1, ..., $k - 1$ by rows $i_1, \ldots, i_{k-1}$, respectively, and let $c := Pb$. By using the arguments given above in the proof of the converse of the characterization, we can deduce from $b^{(r)}_i > 0$ for all $r < k$ that the first $k - 1$ pivots of the $GE$ of $B$ are positive and that $B^{(k)}$ is a $Z$-matrix. In addition $B^{(k)} e_n = c^{(k)}$, and so
\begin{equation}
(2.7) \quad B^{(k)}[k, \ldots, n] e_{n-k+1} = c^{(k)}[k, \ldots, n].
\end{equation}
If $b^{(k)}[k, \ldots, n] \geq 0$, we deduce from (2.6) and the hypothesis that $c^{(k)}[k, \ldots, n] \geq 0$. If $B^{(k)}$ is upper triangular with positive diagonal elements, then all pivots of the $GE$ of $B$ are positive and we again can deduce that $M$ is a nonsingular $M$-matrix. If all components of $b^{(k)}[k, \ldots, n]$ are positive then, again by (2.6) and the hypothesis, the same property holds for $c^{(k)}[k, \ldots, n]$. From (2.7) we conclude that the sum of the elements of every row of $B^{(k)}[k, \ldots, n]$ is positive; that is, $B^{(k)}[k, \ldots, n]$ is a $Z$-matrix strictly diagonally dominant by rows with positive diagonal elements and so it is well known that all pivots of its $GE$ are positive. In this case, all pivots of the $GE$ of $B$ are positive and, reasoning as above, we deduce that $M$ is a nonsingular $M$-matrix. Let us now prove that $M$ (or, equivalently, $B$) is an $M$-matrix provided that either $M^{(k)}$ is upper triangular with nonnegative diagonal elements or $b^{(k)}[k, \ldots, n] \geq 0$. In fact, if $I_r$ is the $r \times r$ identity matrix, by Lemma 4.1 of Chapter 6 of [2], it is sufficient to see that $F_e := B^{(k)}[k, \ldots, n] + \varepsilon I_{n-k+1}$ is a nonsingular $M$-matrix for all $\varepsilon > 0$. This is a consequence of the fact that $F_e$ is upper triangular with positive diagonal elements in the first case, and of (6.2.17) of [7] and the fact that $F_e$ is a $Z$-matrix strictly diagonally dominant by rows with positive diagonal elements for all $\varepsilon > 0$ in the second case.

Finally, if $b^{(k)}[k, \ldots, n] \geq 0$ and $b^{(k)}_{ik} > 0$, then $c^{(k)}[k, \ldots, n] \geq 0$ and has at least a positive component, which implies by (2.7) that $B^{(k)}[k, \ldots, n] e_{n-k+1} \geq 0$ with at least a positive component. If the elements $m^{(k)}_{ij} \neq 0$ for all $i, j \geq k$ with $|i - j| = 1$, then the same property holds for the corresponding elements of $B^{(k)}[k, \ldots, n]$ and we can derive the irreducibility of this last matrix. Then, by (6.2.17) of [7], we conclude that $B^{(k)}[k, \ldots, n]$ is a nonsingular $M$-matrix and, so, the pivots of its
GE are positive and we get the positivity of all pivots of the GE of \( B \), concluding again that \( M \) is a nonsingular \( M \)-matrix.

The following remark uses the previous result in order to construct a stable algorithm for checking if a given \( Z \)-matrix is a nonsingular \( M \)-matrix.

**Algorithm 2.2.** In order to know if a given matrix \( M \) is a nonsingular \( M \)-matrix, we can derive an algorithm from Theorem 2.1 consisting of the following steps:

(I) If \( M^{(1)} := M \) is a triangular matrix, then \( M \) is a nonsingular \( M \)-matrix if and only if it is a \( Z \)-matrix with all its diagonal entries positive. If \( M^{(1)} \) is not a triangular matrix, then let \( b^{(1)} := M^{(1)}e_n \) (with \( e_n \) defined in (2.3)).

(II) Apply the pivoting strategy indicated in Theorem 2.1 and calculate the vectors \( b^{(k)} \) and matrices \( M^{(k)} \) of (2.2) and (2.1) (starting with \( b^{(1)}, b^{(2)}, M^{(2)} \)) until when we find the first index \( k \in \{1, \ldots, n\} \) such that one of the following cases appear:

- (II.A) If \( b^{(k)}[k, \ldots, n] \leq 0 \), then \( M \) is not a nonsingular \( M \)-matrix.
- (II.B) If \( b^{(k)}[k, \ldots, n] > 0 \), then \( M \) is a nonsingular \( M \)-matrix.
- (II.C) If \( M^{(k)} \) is an upper triangular matrix with positive diagonal entries, then \( M \) is a nonsingular \( M \)-matrix.
- (II.D) If \( b^{(k)}[k, \ldots, n] \geq 0 \), it has at least a positive component and \( M^{(k)} \) satisfies that \( m^{(k)}_{ij} \neq 0 \) for all \( i, j \geq k \) with \( |i - j| = 1 \), then \( M \) is a nonsingular \( M \)-matrix.

When applying the previous algorithm, if we find \( k \) such that \( b^{(r)}_r > 0 \) for all \( r < k \) and either \( b^{(k)}[k, \ldots, n] \geq 0 \) or \( M^{(k)} \) is upper triangular with nonnegative diagonal entries, then we already know by Theorem 2.2 that \( M \) is an \( M \)-matrix.

Let us consider the computational cost of the test provided in Algorithm 2.2. If it stops after calculating \( b^{(k)} \), then it adds \( k(k - 1)/2 \) comparisons, \( (2n^2 + (2n - k - 1)k)/2 \) sums, \( (2n - k - 1)k/2 \) multiplications and \( n - k + 1 \) divisions to the computational cost of obtaining the first \( k - 1 \) pivots of GE without row exchanges. If it stops after calculating \( M^{(k)} \), then it adds \( k(k - 1)/2 \) comparisons, \( (2n^2 + (2n - k - 1)k)/2 \) sums and \( (2n - k - 1)k/2 \) multiplications to the computational cost of obtaining the first \( k \) pivots of GE without row exchanges. In the worst case (\( k = n \)), it adds \( O(n^2) \) elementary operations to the \( O(n^3) \) elementary operations necessary for calculating the pivots of GE.

We finish this section by commenting on an important application of the previous test. In many fields it is very important to know if a given matrix \( A \) has the spectral radius \( \rho(A) < 1 \). It is well known (cf. Lemma 2.1 of Chapter 6 of [2]) that a nonnegative matrix \( B \) satisfies \( \rho(B) < 1 \) if and only if \( I - B \) is a nonsingular \( M \)-matrix. Therefore, in order to check if \( \rho(B) < 1 \), we can apply the test provided in Algorithm 2.2 to the matrix \( I - B \), provided that \( I - B \) is a \( Z \)-matrix.

### 3. Growth factor

Taking into account Algorithm 2.2, we can define the following growth factor \( g \) associated to the test presented there. If the test stops after calculating \( b^{(k)} \) (\( 1 \leq k \leq n \)), then

\[
g := \frac{\max\{|m^{(r)}_{ij}|, |b^{(r)}_r|, |b^{(k)}_i|; 1 \leq i, j \leq n, 1 \leq r < k\}}{\max\{|m_{ij}|; 1 \leq i, j \leq n\}}.
\]
If the test stops after calculating $M^{(k)}$ (1 ≤ $k$ ≤ $n - 1$), then

$$g := \frac{\max\{|m^{(r)}_{ij}|, |b^{(r)}|; 1 \leq i, j \leq n, 1 \leq r \leq k\}}{\max\{|m_{ij}|; 1 \leq i, j \leq n\}}.$$  

Obviously, $g \geq 1$.

**Theorem 3.1.** The growth factor $g$ associated to the test provided in Algorithm 2.2 for checking if a $Z$-matrix $M = (m_{ij})_{1 \leq i, j \leq n}$ is a nonsingular $M$-matrix is $g \leq n - 1$ and the equality can be achieved.

**Proof.** Using the notations of Algorithm 2.2, observe that, by the sign structure of the matrix $M = M^{(1)}$, the elements of $M e_n = b = b^{(1)}$ satisfy

$$(3.1) \quad \frac{\max_{1 \leq i \leq n} |b^{(1)}_i|}{\max_{1 \leq i, j \leq n} |m^{(1)}_{ij}|} \leq n - 1,$$

and the equality can be achieved if $M$ has a row with a zero diagonal entry and with the remaining elements negative and all of them with maximal absolute value among all entries of $M$.

The chosen pivots $m^{(r)}_{ir} = m^{(r)}_{ir}$ are always positive. Hence, since the off-diagonal elements of $M$ are nonpositive, we add to each row a nonnegative multiple of the first one and the same property holds for the off-diagonal elements of $M^{(2)}$. Iterating the argument, it also holds that the obtained matrices $M^{(r)}$ are $Z$-matrices. The fact that in our elimination procedure we are always adding nonnegative multiples of the pivot row and the off-diagonal entries are nonpositive also implies that the positive diagonal elements are diminishing their value, so that they will be bounded above by the corresponding diagonal entries of $M$, and so, for each $p \geq 1$,

$$(3.2) \quad \max_{1 \leq i \leq n} \{m^{(p)}_{ii}\} \leq \max_{1 \leq i \leq n} \{m_{ii}\}.$$  

Observe that, by our criterium for choosing the pivots, the corresponding component in the right-hand-side vector is always positive. Thus, the use of nonnegative multiples then implies that the negative components of the right-hand side are decreasing their absolute value, and so we have

$$(3.3) \quad b^{(p)}_i \leq 0 \Rightarrow |b^{(p)}_i| \leq \max_{1 \leq i \leq n} \{|b^{(1)}_i|\}.$$  

Since the right-hand-side components are always the sum of the elements of the corresponding row of a $Z$-matrix, their positive components are bounded above by the corresponding diagonal element and so, by (3.2), we have

$$(3.4) \quad b^{(p)}_i > 0 \Rightarrow b^{(p)}_i \leq \max_{1 \leq i \leq n} \{m_{ii}\}.$$  

As in Algorithm 2.2, let $k$ be the positive integer corresponding to the step of Gaussian elimination such that the test ends. We finish the test after calculating either $b^{(k)}$ ($k \leq n$) or $M^{(k)}$ ($k \leq n - 1$). From (3.1), (3.3) and (3.4), we derive for all $k \leq n$

$$\frac{\max\{|b^{(k)}_i|; 1 \leq i \leq n\}}{\max\{|m_{ij}|; 1 \leq i, j \leq n\}} \leq n - 1.$$  

It remains to control the growth factor corresponding to the matrices $M^{(k)}$ ($2 \leq k \leq n - 1$). Let $P$ be the permutation matrix such that the first $k - 1$
rows of the matrix $B := P^T M P$ are the first $k - 1$ pivot rows of $M$ chosen according to the pivoting strategy of the statement of Theorem 2.1. Then $B^{(k)} = M^{(k)}$ and, for each $r < k$, the first $r + 1$ rows of $B^{(r+1)}$ coincide with the first $r + 1$ rows of $M^{(r+1)}$. Again by the choice of the pivots, the first $r$ rows of $B^{(r+1)} = (b_{lj}^{(r+1)})$ are strictly diagonally dominant. This and (3.2) imply for $l \leq r$ and any $j$ that
\begin{equation}
|b_{lj}^{(r+1)}| \leq b_{l1}^{(r+1)} = m_{lj}^{(r+1)} \leq \max_{1 \leq i \leq n} \{m_{ii}\}.
\end{equation}

The mentioned strict diagonal dominance also implies that
\begin{equation}
\sum_{j=r+1}^{n} \frac{|b_{lj}^{(r)}|}{|b_{rr}^{(r)}|} < 1.
\end{equation}

On the other hand, if $l > r$, let us consider $|b_{lj}^{(r+1)}|$. If $j \leq r$, then one has that
\begin{equation}
|b_{lj}^{(r)}| = 0.
\end{equation}

Finally, let us consider the case $j > r$. Taking into account that we can write
\[b_{lj}^{(r+1)} = b_{lj}^{(r)} - \frac{b_{lj}^{(r)}}{b_{rr}^{(r)}} b_{lr}^{(r)},\]
and (3.6), one can deduce that
\[|b_{lj}^{(r+1)}| < |b_{l1}^{(r)}| + |b_{lj}^{(r)}|.

Iterating the previous arguments, we obtain
\[|b_{lj}^{(r+1)}| < |b_{l1}^{(r)}| + |b_{lj}^{(r)}| < |b_{l1}^{(r-1)}| + |b_{lj}^{(r-1)}| + |b_{lj}^{(r-1)}| = \cdots < |b_{11}| + \cdots + |b_{1r}| + |b_{lj}|\]
and so $|b_{lj}^{(r+1)}| < (r + 1) \max_{i,j} |b_{ij}| \leq k \max_{i,j} |m_{ij}| = k \max_{i,j} |m_{ij}|$. Hence and using (3.5) and (3.7), we deduce that the growth factor of the elements of $M^{(2)}, \ldots, M^{(r+1)}$ is less than $k \leq n - 1$ and the result follows.

The following example shows that if we check if a matrix is a nonsingular $M$-matrix by means of the signs of the pivots of GE without the pivoting strategy of our test, then the corresponding growth factor can be arbitrarily large.

**Example 3.2.** Let us consider the matrix
\[M = \begin{pmatrix}
\varepsilon & 0 & -1 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix},\]
$(0 < \varepsilon < 1)$ and assume that we want to know if it is a nonsingular $M$-matrix. If we apply GE without row exchanges in order to check the positivity of the pivots, we obtain the upper triangular matrix
\[U = \begin{pmatrix}
\varepsilon & 0 & -1 \\
0 & 1 & -1/\varepsilon \\
0 & 0 & 1
\end{pmatrix},\]
and so the corresponding growth factor is $1/\varepsilon$. However, if we apply the test provided in Algorithm 2.2, we obtain
\[b^{(1)} = \begin{pmatrix}
\varepsilon - 1 \\
0 \\
1
\end{pmatrix}, \quad \tilde{M}^{(1)} = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & -1 \\
-1 & 0 & \varepsilon
\end{pmatrix}, \quad \tilde{b}^{(1)} = \begin{pmatrix}
1 \\
0 \\
\varepsilon - 1
\end{pmatrix}.
and, after the first step of GE,

\[
b^{(2)} = \begin{pmatrix} 1 \\ 0 \\ \varepsilon \end{pmatrix}, \quad M^{(2)} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & -1 \\ 0 & 0 & \varepsilon \end{pmatrix}
\]

and the growth factor is \( g = 1 \) and it does not depend on \( \varepsilon \).
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