POINTS ON $y = x^2$ AT RATIONAL DISTANCE

GARIKAI CAMPBELL

Abstract. Nathaniel Dean asks the following: Is it possible to find four non-concyclic points on the parabola $y = x^2$ such that each of the six distances between pairs of points is rational? We demonstrate that there is a correspondence between all rational points satisfying this condition and orbits under a particular group action of rational points on a fiber product of (three copies of) an elliptic surface. In doing so, we provide a detailed description of the correspondence, the group action and the group structure of the elliptic curves making up the (good) fibers of the surface. We find for example that each elliptic curve must contain a point of order 4. The main result is that there are infinitely many rational distance sets of four nonconcyclic (rational) points on $y = x^2$. We begin by giving a brief history of the problem and by placing the problem in the context of a more general, long-standing open problem. We conclude by giving several examples of solutions to the problem and by offering some suggestions for further work.

1. A brief history of the problem

We say that a collection of points in $S \subset \mathbb{R}^n$ is at rational distance if the distance between each pair of points is rational. We will call such a collection of points a rational distance set. For example, the rationals themselves form a rational distance subset of the reals. Therefore, if $S$ is any line in $\mathbb{R}^n$, $S$ contains a dense set of points at rational distance.

Furthermore, it was known to Euler that

Proposition 1.1. Every circle contains a dense set of points at rational distance.

Remark 1.2. Several proofs of this exist (see [1] for example). We follow the ideas articulated in [7].

Proof. To make the writing of the argument a bit cleaner, we identify $\mathbb{R}^2$ with the complex plane in the usual manner. Now observe that if two points in the complex plane, $z$ and $w$, are at rational distance and have rational length, then since

$$||\frac{1}{z} - \frac{1}{w}|| = \frac{||z - w||}{||z|| \cdot ||w||},$$

$1/z$ and $1/w$ are at rational distance as well. Now, consider a vertical line $L$. One can easily parameterize all points on $L$ whose lengths and imaginary parts
are rational (see Lemma 2.1 below). This set of points is dense in \( L \) and as long as \( L \) is not the imaginary axis, this set of points is mapped by the complex map \( f(z) = 1/z \) to a dense, rational distance subset of a circle. As \( L \) moves through all vertical lines, we get circles of all radii. □

So what can be said about rational distance subsets of sets other than circles and lines? This is the nature of the question posed by Nathaniel Dean [6]. We will say that points in a plane are concyclic if they lie on a circle. Given Proposition 1.1 and the observation prior, it seems plausible that if we allow concyclic or collinear points, the problem of finding rational distance subsets is made a bit easier. This motivates adding to such questions the requirement that no three points be collinear and no four points be concyclic. Therefore Dean asks

**Question 1.3.** What is the largest possible rational distance subset of points on \( y = x^2 \) with no four of the points concyclic?

Note that since the (non)collinearity condition is always met in this case, we simply omit it. We also point out that this question is a new twist to an older, more general question:

**Question 1.4.** What is the largest possible rational distance subset of points in the plane with no three of the points collinear and no four of the points concyclic?

Not only is this more general question an open problem, but the best known result to date is (see [10])

**Theorem 1.5.** There exist infinitely many rational distance sets of six points in the plane with no three collinear and no four concyclic.

For a detailed summary of this problem, we encourage the reader to see [7]. The current state of Question 1.4 suggests that it might be quite difficult to produce even small sized rational distance sets on the parabola. With this in mind, we begin by proving

**Proposition 1.6.** There are infinitely many rational distance sets of three points on the parabola \( y = x^2 \).

Dean himself gives an excellent proof of this fact. We follow his idea below.

**Proof.** Let \( S \) be the set of points on the parabola \( y = x^2 \) and let \( d_1 \) and \( d_2 \) be two fixed rational values. For any point, \( P_0(r) = (r, r^2) \in S \), let \( C_1(r) \) be the circle of radius \( d_1 \) centered at \( P_0(r) \) and let \( C_2(r) \) be the circle of radius \( d_2 \) centered at \( P_0(r) \). Each of these circles must intersect \( S \) in at least one point. Let \( P_1(r) \) be any point in \( C_1(r) \cap S \) and likewise, let \( P_2(r) \) be any point in \( C_2(r) \cap S \). Now let \( \text{dist}(r) \) equal the distance between \( P_1(r) \) and \( P_2(r) \). The function \( \text{dist}(r) \) is a continuous function of \( r \) and hence there are infinitely many values of \( r \) such that \( P_0(r), P_1(r) \) and \( P_2(r) \) are at rational distance. □

**Remark 1.7.** Observe that Dean’s proof actually shows that the collection of three tuples of points on \( y = x^2 \) at rational distance is dense in \( S \). By this we mean that there is a rational distance set of three points on \( y = x^2 \) arbitrarily close to any three points on this parabola. Moreover, this argument can easily be generalized to any conic.

The main goal of this paper is to extend Dean’s result by proving
Theorem 1.8. There are infinitely many nonconcyclic rational distance sets of four points on $y = x^2$.

In earlier work, we recognized that points on an elliptic curve give rise to four rational points with all but one of the distances rational. Allan MacLeod [9] improved on this by considering a different elliptic curve. He too found four rational points with all but one of the distances rational and then did a search to find which of these sets had all points at rational distance. To our knowledge he was among the first to produce numerical examples of such 4-tuples. The elliptic curve considered by MacLeod is at the core of the work presented here.

We also hope to convince the reader that even if we remove the nonconcyclic condition from Question 1.3, it remains an interesting (and nontrivial) question.

2. General setup

If we let $P_i$ denote the point on the parabola $y = x^2$ with $x$-coordinate $x_i$ and let $d_{ij}$ denote the distance between $P_i$ and $P_j$, then we have

$$d_{ij} = (x_i - x_j)^2 \cdot (1 + (x_i + x_j)^2).$$

If we assume that each $P_i$ is a rational point, then the $d_{ij}$ are rational precisely when there are rational solutions to

$$\delta_{ij} = 1 + (x_i + x_j)^2.$$

Now, consider the following lemma, which follows immediately from the standard parameterization of rational points on the unit circle:

**Lemma 2.1.** The (affine) rational solutions to

$$\alpha^2 = 1 + \beta^2$$

can be parameterized by $\alpha = \frac{m^2 + 1}{2m}, \beta = \frac{m^2 - 1}{2m}, m \in \mathbb{Q}, m \neq 0$.

**Proof.** Rational points on $(\alpha')^2 + (\beta')^2 = 1$ are parameterized by lines of rational slope, $m$, through the point and $(0, 1)$. Taking $\alpha = 1/\alpha'$ and $\beta = \beta'/\alpha'$, we get the parameterization of the proposition.

Letting $g(m) = \frac{m^2 - 1}{2m}$, Lemma 2.1 immediately implies

**Proposition 2.2.** Suppose $P_1, P_2, P_3$ and $P_4$ are rational points on $y = x^2$. The set $(P_1, P_2, P_3, P_4)$ is a rational distance set if and only if for each $1 \leq i < j \leq 4$, we can find a nonzero rational value $m_{ij}$ such that

$$x_i + x_j = g(m_{ij}).$$

In subsequent sections, it will be convenient to speak of $m_{ij}$ even when $i > j$. Therefore, we set $m_{ij}$ equal to $m_{ji}$ whenever $i > j$.

We point out that $g(m)$ has the following properties:

$$g(m) = g(-1/m),$$
$$g(-m) = -g(m),$$
$$g\left(\frac{m}{m+1}\right) = -1/g(m) \quad \text{which implies}$$
$$g\left(g\left(\frac{m}{m+1}\right)\right) = g(-1/g(m)) = g(g(m)).$$

These properties will prove to be relevant later in the discussion.
A reduced echelon form of a matrix representing the system (2.4) is
\[
M = \begin{bmatrix}
1 & 0 & 0 & \frac{1}{2}(g(m_{12}) + g(m_{13}) - g(m_{23})) \\
0 & 1 & 0 & \frac{1}{2}(g(m_{12}) - g(m_{13}) + g(m_{23})) \\
0 & 0 & 1 & \frac{1}{2}(-g(m_{12}) + g(m_{13}) + g(m_{23})) \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & g(m_{13}) + g(m_{24}) - g(m_{23}) - g(m_{14}) \\
0 & 0 & 0 & g(m_{12}) + g(m_{34}) - g(m_{23}) - g(m_{14})
\end{bmatrix}.
\]

Now we have

**Theorem 2.3.** Suppose $P_1, P_2, P_3$ and $P_4$ are rational points on $y = x^2$. The set \{\(P_1, P_2, P_3, P_4\)\} is a rational distance set if and only if there are rational values \(m_{ij}, 1 \leq i < j \leq 4\), such that

\[
\begin{align*}
x_1 &= \frac{g(m_{12}) + g(m_{13}) - g(m_{23})}{2}, \\
x_2 &= \frac{g(m_{12}) - g(m_{13}) + g(m_{23})}{2}, \\
x_3 &= \frac{-g(m_{12}) + g(m_{13}) + g(m_{23})}{2}, \\
x_4 &= \frac{-g(m_{12}) - g(m_{13}) + g(m_{23}) + 2g(m_{14})}{2},
\end{align*}
\]

and

\[
g(m_{13}) + g(m_{24}) = g(m_{23}) + g(m_{14}) = g(m_{12}) + g(m_{34}).
\]

We are now ready to divide the problem into two cases. First, we consider the case in which the four points are concyclic.

### 3. Concyclic Subsets of Four Points

The proposition below describes precisely when four points on the parabola are concyclic:

**Proposition 3.1.** The four rational points $P_i = (x_i, x_i^2), i = 1, 2, 3, 4$, are concyclic if and only if $x_1 + x_2 + x_3 + x_4 = 0$.

**Proof.** Let $C_{\alpha, \beta, \rho}$ be the circle $(x - \alpha)^2 + (y - \beta)^2 = \rho^2$, where $\alpha, \beta, \rho \in \mathbb{R}$. This circle intersects $y = x^2$ at the points whose $x$-coordinates are the roots of $(x - \alpha)^2 + (x^2 - \beta)^2 - \rho^2$ or equivalently $x^4 - (2\beta - 1)x^2 - 2\alpha x - (\rho^2 - \alpha^2 - \beta^2)$. Since the coefficient of $x^3$ in this polynomial is 0, the roots must sum to 0.

Conversely, given four values, $x_i$, $i = 1, 2, 3, 4$, such that $x_1 + x_2 + x_3 + x_4 = 0$, one can solve

\[
\prod_{i=1}^{4} (x - x_i) = x^4 - (2\beta - 1)x^2 - 2\alpha x - (\rho^2 - \alpha^2 - \beta^2)
\]

for $\alpha, \beta,$ and $\rho$. \qed
Theorem 3.2. Suppose $P_1, P_2, P_3$ and $P_4$ are rational and concyclic. These points are at rational distance if and only if there are nonzero rational values $m_{12}, m_{13}$ and $m_{23}$ such that the first three equations of (2.5) hold. When this is the case, $x_4$ must equal $-g(m_{12}) - g(m_{13}) - g(m_{23})$. Furthermore, the points are distinct if and only if the $g(m_{ij})$ are distinct.

Proof. By Proposition 3.1, $x_4 = -x_1 - x_2 - x_3$. Therefore, for each $i = 1, 2, 3$, $x_i + x_4 = g(m_{i4})$ can be rewritten as $x_j + x_k = -g(m_{i4})$, where $i, j, k$ and 4 are distinct. Since $g(m)$ is an odd function, this is equivalent to requiring $m_{i4} = -m_{jk}$. Plugging this into the equations of Theorem 2.3 gives us the first part of the theorem.

If $x_i = x_j$ for some $i \neq j$, then we are equating two of the equations in (2.5). Solving the resulting equation proves the last statement of this theorem. □

Remark 3.3. Observe that if precisely one of the values $g(m_{ij})$ is 0, then the points are symmetric across the $y$-axis. In this case, we need not assume the points are rational. It is easy to show that when the points are symmetric about the $y$-axis, four points on $y = x^2$ at rational distance must be rational points.

Remark 3.4. We also point out that Theorem 3.2 implies that given any three rational points on the parabola $y = x^2$ at rational distance, the point whose $x$-coordinate is the negative of the sum of the $x$-coordinates of the other three points is necessarily at rational distance to those three. This implies that one strategy for attempting to get five points at rational distance is to first find four nonconcyclic points at rational distance and take the fifth point to be concyclic with some three of them. This would immediately give five points with all but one of the ten distances rational.

One example of five points on $y = x^2$ at rational distance was found while producing nonconcyclic sets of four points—the set of points with $x$-coordinates \{0, ±91/60, ±209/120\}. It may be possible to extend this to an infinite family of examples, but we have not yet been able to do so.

Our inability to completely describe the situation for five points (even if we allow some four of them to be concyclic) suggests that removing the concyclic condition from Question 1.3 does not render it trivial.

We now turn our attention to finding four nonconcyclic points on $y = x^2$ at rational distance.

4. Nonconcyclic subsets of four points

Recall that Theorem 2.3 and equations (2.6) in particular describe a necessary and sufficient condition for points to be at rational distance. The equations (2.6) determine a variety. In order to better understand this condition, we “projectivize” the variety and characterize the set of points in the projective variety that correspond to points at rational distance.

We begin by letting $E$ be the subvariety of $\mathbb{P}^2 \times \mathbb{P}^1$ defined by

$$E : T_1 \ (Y(X^2 - Z^2) + X(Y^2 - Z^2)) = 2T_0XYZ.$$ 

Observe that $E$ is simply the “projective version” of $g(x) + g(y) = t$. Let $\pi$ be the projection map

$$\pi : E \longrightarrow \mathbb{P}^1 \ \text{defined by} \ \pi([X,Y,Z] , [T_0,T_1]) = [T_0,T_1].$$
This projection is a morphism of varieties such that \( \pi^{-1}(T) \) is a curve. If \( \pi^{-1}(T) \) is a nonsingular, smooth curve of genus 1, then we call the curve a **good fiber**. Otherwise, we call the curve a **bad fiber**. With these definitions, we have

**Proposition 4.1.** The only bad fibers of \( \mathcal{E} \) are \( \pi^{-1}([1, 0]) \) and \( \pi^{-1}([0, 1]) \) and all good fibers are elliptic curves.

**Proof.** We define \( \mathcal{E}' \) to be the variety

\[
\mathcal{E}' : Y^2 Z = X \cdot (X^2 + (T_0^4 + 2T_0^2T_1^2) \cdot XZ + T_0^4T_1^4 \cdot Z^2).
\]

The map \( \phi : \mathcal{E} \to \mathcal{E}' \) which sends

\[
\begin{bmatrix}
X \\
Y \\
Z \\
T_0 \\
T_1
\end{bmatrix}
\mapsto
\begin{bmatrix}
-T_0^2 & T_0^3 & 0 & 0 & 0 \\
T_0^3 & T_0^3 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
X \\
Y \\
Z \\
T_0 \\
T_1
\end{bmatrix}
\]

is an isomorphism with inverse

\[
\begin{bmatrix}
X \\
Y \\
Z \\
T_0 \\
T_1
\end{bmatrix}
\mapsto
\begin{bmatrix}
-T_0^2 & 1 & 0 & 0 & 0 \\
-T_0^2 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
X \\
Y \\
Z \\
T_0 \\
T_1
\end{bmatrix}
\]

If we similarly define \( \pi' : \mathcal{E}' \to \mathbb{P}^1 \) to be the projection onto its second factor, then the fibers \( (\pi')^{-1}([T_0, T_1]) \) are clearly elliptic curves except when the discriminant \( \Delta = T_0^4T_1^8(t_0^2 + 4T_1^2) \) is zero. Since the curves \( \pi^{-1}([T_0, T_1]) \) and \( (\pi')^{-1}([T_0, T_1]) \) are isomorphic, this proves the theorem.

**Remark 4.2.** We will refer to the curve \( \pi^{-1}([t, 1]) \) as \( E_t \) and to the curve \( \pi^{-1}([1, 0]) \) as \( E_{\infty} \). Likewise, we let \( E'_t \) denote the curve \( (\pi')^{-1}([t, 1]) \) and \( E'_{\infty} \) denote the curve \( (\pi')^{-1}([1, 0]) \). With this notation, we have

1. \( E_{\infty} \) is defined by the equation \( XYZ = 0 \).
2. \( E_0 \) is defined by the equation \( (XY - Z^2)(X + Y) = 0 \).
3. For all \( t \in \mathbb{Q}^* \), \( E'_t \) is an elliptic curve defined over \( \mathbb{Q} \) in Weierstrass form isomorphic to \( E_t \) and \( \phi \) maps \( E_t \) to \( E'_t \).
4. The point \([1, -1, 0]\) is on \( E_t \) for every \( t \) and \( \phi([1, -1, 0]) = [0, 1, 0] \).

Given the remark above, we take \( \mathcal{O} = [1, -1, 0] \) to be the identity of the group of (rational) points on \( E_0 \). We note that the statements in the remark can be summarized by saying that \( \mathcal{E} \), together with \( \pi \) and the **zero section** \( \sigma_0 : \mathbb{P}^1 \to \mathcal{E} \) defined by \( \sigma_0(T) = ([1, -1, 0], T) \), is an elliptic surface. (See [12] for precise definitions.)

Now, we define \( \mathcal{H} \) to be

\[
\mathcal{E} \times_{\mathbb{P}^1} \mathcal{E} \times_{\mathbb{P}^1} \mathcal{E} = \{(U, V, W) \in \mathcal{E} \times \mathcal{E} \times \mathcal{E} \mid \pi(U) = \pi(V) = \pi(W)\}.
\]

(We say that \( \mathcal{H} \) is a **fiber product over** \( \mathbb{P}^1 \). We again refer the reader to [12] for precise definitions.) Just as we can think of \( \mathcal{E} \) as the projective version of \( g(x) + g(y) = t \), \( \mathcal{H} \) is the “projective version” of \( \mathcal{P} \).

We let \( \mathcal{H}(\mathbb{Q}) \) be the set of rational points in \( \mathcal{H} \) and we let \( \mathcal{R} \) be the set of 4-tuples of rational points on \( y = x^2 \) at rational distance. Theorem [2] then gives a correspondence between elements of \( \mathcal{R} \) and sets of points in \( \mathcal{H}(\mathbb{Q}) \). The correspondence
is between $\mathcal{R}$ and sets of points in $\mathcal{H}(\mathbb{Q})$ because there are many 6-tuples of rational values $\{m_{ij}\}$, $1 \leq i < j \leq 4$, that give rise to the same element of $\mathcal{R}$. If we let $\mathcal{H}_0$ be the set of points in $\mathcal{H}(\mathbb{Q})$ that correspond to some element of $\mathcal{R}$, then we can define a relation on $\mathcal{H}_0$ as follows: for $A, B \in \mathcal{H}_0$, we will say $A \sim B$ if they each correspond to the same four tuple of points on $y = x^2$ at rational distance. This is clearly an equivalence relation and we can let $\mathcal{H}_0/\sim$ denote the set of equivalence classes. Much of Theorem 2.3 can then be restated as

**Theorem 4.3.** There is a well-defined, one-to-one map $\psi : \mathcal{R} \longrightarrow \mathcal{H}_0/\sim$.

**Proof.** Suppose $\{P_1, P_2, P_3, P_4\} \in \mathcal{R}$. By Theorem 2.3 there are rational values $m_{ij}$, $1 \leq i < j \leq 4$, such that

$$A = \left((m_{13}, m_{24}), (m_{23}, m_{14}), (m_{12}, m_{34})\right)$$

when $A \in \mathcal{H}_0$, where $t = g(m_{13}) + g(m_{24})$ and $m_{ij} \neq 0$. We define the map $\psi$ by taking $\{P_1, P_2, P_3, P_4\}$ to the equivalence class of the point $A$. $\psi$ is clearly well-defined and one-to-one. \hfill $\square$

**Remark 4.4.** When $A$ is a point in $\mathcal{H}_0$, we will often write

$$A = \left((m_{13}, m_{24}), (m_{23}, m_{14}), (m_{12}, m_{34})\right)$$

to mean (4.1) with the understanding that $t = g(m_{13}) + g(m_{24})$. Moreover, we use the convention of letting $(X/Z, Y/Z)$ denote the point in projective space $[X, Y, Z]$ whenever $Z \neq 0$.

This theorem says that if we can describe the elements of $\mathcal{H}_0/\sim$ (and in particular those equivalence classes coming from distinct, nonconyclic points on $y = x^2$), then we can characterize all four tuples of rational points on $y = x^2$ at rational distance. The remainder of this section is dedicated to laying out this description. We begin by recharacterizing the equivalence relation $\sim$ as the equivalence relation induced by a particular group action.

Let $S_n$ denote the group of permutations on $n$ letters. For any

$$A = \left((m_{13}, m_{24}), (m_{23}, m_{14}), (m_{12}, m_{34})\right) \in \mathcal{H}_0$$

and any $\sigma \in S_4$, define $\sigma \circ A$ as follows:

$$\sigma \circ A = \left((m_{\sigma(1)\sigma(3)}, m_{\sigma(2)\sigma(4)}), (m_{\sigma(2)\sigma(3)}, m_{\sigma(1)\sigma(4)}), (m_{\sigma(1)\sigma(2)}, m_{\sigma(3)\sigma(4)})\right)$$

We now have

**Theorem 4.5.** $S_4$ acts on $\mathcal{H}_0$ by $\circ$. Furthermore, suppose

$$A = \left((m_{13}, m_{24}), (m_{23}, m_{14}), (m_{12}, m_{34})\right) \in \mathcal{H}_0$$

Let $\langle P_1, P_2, P_3, P_4 \rangle$ be the ordered set of four points at rational distance given by Theorem 2.3 (determined by the $m_{ij}$). Then $\sigma \circ A$ corresponds to the ordered set $\langle P_{\sigma(1)}, P_{\sigma(2)}, P_{\sigma(3)}, P_{\sigma(4)} \rangle$.

**Proof.** First we note that if $i, j, k$ and $l$ are distinct in $\{1, 2, 3, 4\}$, then for any $\sigma \in S_4$, $\sigma(i), \sigma(j), \sigma(k)$ and $\sigma(l)$ are distinct as well. This implies that $\sigma \circ A \in \mathcal{H}_0$ whenever $A \in \mathcal{H}_0$. Since it is clear that $(\tau \sigma) \circ A = \tau \circ (\sigma \circ A)$, we have that $\circ$ defines a group action.

It remains to show that $\sigma \circ A$ corresponds to permuting the points according to $\sigma$. Since the transpositions $(1 \ 2), (1 \ 3), (1 \ 4)$, and $(2 \ 3)$ generate $S_4$, this correspondence follows from the information given in Table 1. The table illustrates the association
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between changes in the coordinates of $A$ and changes in the $P_i$ as determined by Theorem 2.3. $A$ is written as $(U, V, W)$ with $U = (m_{13}, m_{24}), V = (m_{23}, m_{14})$ and $W = (m_{12}, m_{34})$ to make things clearer.

**Corollary 4.6.** If $A \in \mathcal{H}_0$ and $\sigma \in S_4$, then $A \sim \sigma \circ A$.

Furthermore, suppose we let $n = (n_{13}, n_{24}, n_{23}, n_{14}, n_{12}, n_{34}) \in (\mathbb{Z}/2\mathbb{Z})^6$ and again let

$$A = ((m_{13}, m_{24}), (m_{23}, m_{14}), (m_{12}, m_{34})) \in \mathcal{H}_0.$$ 

Let $A_n$ be $A$ with $m_{ij}$ replaced by $-1/m_{ij}$ whenever $n_{ij} = 1$ (and $m_{ij}$ unchanged otherwise). Then since $g(m) = g(-1/m)$, $(\mathbb{Z}/2\mathbb{Z})^6$ acts on $\mathcal{H}_0$ by $n \cdot A = A_n$. To be concise, below we use $(n_{ij})$ to denote $n$.

We now combine the two individual group actions of $S_4$ and $(\mathbb{Z}/2\mathbb{Z})^6$ together into one action. In the theorem below, let $\theta$ be the homomorphism $\theta : S_4 \to \text{Aut}((\mathbb{Z}/2\mathbb{Z})^6)$ defined by $\theta(\sigma)(n_{ij}) = (n_{\sigma(i)\sigma(j)})$ and let

$$\Gamma = (\mathbb{Z}/2\mathbb{Z})^6 \rtimes S_4,$$ 

the semidirect product relative to $\theta$.

(As in the case of $m_{ij}$, we set $n_{ij}$ to $n_{ji}$ whenever $i > j$.)

**Theorem 4.7.** $\Gamma$ acts on $\mathcal{H}_0$ by $(n, \sigma) \ast A = n \cdot (\sigma \circ A)$ and the equivalence relation induced by this group action is $\sim$. Equivalently, two points, $A$ and $B$, in $\mathcal{H}_0$ correspond to the same set of four rational points on $y = x^2$ at rational distance if and only if there is a $\gamma \in \Gamma$ such that $\gamma \ast A = B$.

---

**Table 1.** Correspondence between changes to $A$ and changes to $P$.

<table>
<thead>
<tr>
<th>The change in coordinates:</th>
<th>Corresponds to interchanging:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(U, V, W) \mapsto (V, U, W)$</td>
<td>$P_1$ and $P_2$.</td>
</tr>
<tr>
<td>or equivalently $(m_{13}, m_{24}) \mapsto (m_{23}, m_{14})$</td>
<td>$(m_{12}, m_{34}) \mapsto (m_{23}, m_{14})$</td>
</tr>
<tr>
<td>$(m_{23}, m_{14}) \mapsto (m_{13}, m_{24})$</td>
<td></td>
</tr>
<tr>
<td>$(m_{12}, m_{34}) \mapsto (m_{23}, m_{14})$</td>
<td></td>
</tr>
<tr>
<td>$(U, V, W) \mapsto (U, W, V)$</td>
<td>$P_1$ and $P_3$.</td>
</tr>
<tr>
<td>or equivalently $(m_{13}, m_{24}) \mapsto (m_{13}, m_{24})$</td>
<td></td>
</tr>
<tr>
<td>$(m_{23}, m_{14}) \mapsto (m_{12}, m_{34})$</td>
<td></td>
</tr>
<tr>
<td>$(m_{12}, m_{34}) \mapsto (m_{23}, m_{14})$</td>
<td></td>
</tr>
<tr>
<td>$(U, V, W) \mapsto (V, W, U)$</td>
<td>$P_1$ and $P_4$.</td>
</tr>
<tr>
<td>or equivalently $(m_{13}, m_{24}) \mapsto (m_{34}, m_{12})$</td>
<td></td>
</tr>
<tr>
<td>$(m_{23}, m_{14}) \mapsto (m_{23}, m_{14})$</td>
<td></td>
</tr>
<tr>
<td>$(m_{12}, m_{34}) \mapsto (m_{24}, m_{13})$</td>
<td></td>
</tr>
<tr>
<td>$(U, V, W) \mapsto (W, V, U)$</td>
<td>$P_2$ and $P_3$.</td>
</tr>
<tr>
<td>or equivalently $(m_{13}, m_{24}) \mapsto (m_{12}, m_{34})$</td>
<td></td>
</tr>
<tr>
<td>$(m_{23}, m_{14}) \mapsto (m_{23}, m_{14})$</td>
<td></td>
</tr>
<tr>
<td>$(m_{12}, m_{34}) \mapsto (m_{13}, m_{24})$</td>
<td></td>
</tr>
</tbody>
</table>
Let \( (m, \tau) \) and \( (n, \sigma) \) be elements of \( \Gamma \). We need to verify that
\[
(4.2) \quad (m, \tau) \ast ((n, \sigma) \ast A) = (m \theta(\tau)(n), \tau \sigma) \ast A.
\]
Since \( (\mathbb{Z}/2\mathbb{Z})^6 \) and \( S_4 \) act on \( H_0 \) individually, verifying \((4.2)\) is equivalent to showing
\[
\tau \circ (n \cdot B) = \theta(\tau)(n) \cdot (\tau \circ B),
\]
where \( B = \sigma \circ A \). But the homomorphism \( \theta \) is constructed precisely so that this works.

The action of \( (\mathbb{Z}/2\mathbb{Z})^6 \) corresponds to choosing positive or negative values for \( \delta_{ij} \) in equations \((2.1)\). (To see this, observe how the value of \( \alpha \) in Lemma \((2.1)\) changes when \( m \) is replaced by \(-1/m\).) This and Theorem \((4.5)\) verify that for any \( A, B \in H_0 \), if there exists a \( \gamma \in \Gamma \) such that \( A = \gamma \ast B \), then \( A \sim B \). The converse is clear from \((2.4)\).

\[ \square \]

Let \([A]\) denote the orbit of a point \( A \in H_0 \) under this group action and \( H_0/\Gamma \) denote the set of orbits. The theorem above says that \( H_0/\Gamma \) is a free orbit. The stabilizer subgroup \( \Gamma_A \) is trivial or equivalently \( |[A]| = |\Gamma| = 4 \cdot 2^6 \).

**Proposition 4.8.** Let \( A = ((u_1, u_2), (u_3, u_4), (u_5, u_6)) \in H_0 \). \([A]\) is a free orbit if and only if

1. \( g(u_i) \neq g(u_j) \) for all \( i \neq j \), or
2. \( g(u_{2k-1}) = g(u_{2k}) \) for exactly one value of \( k \in \{1, 2, 3\} \) and \( g(u_i) \neq g(u_j) \) for all other \( i \neq j \).

Proof. Let \( U_i = (u_{2i-1}, u_{2i}) \) so that we may write \( A = (U_1, U_2, U_3) \). The points in the orbit of \( A \) resulting from the action of \( S_4 \subset \Gamma \) consists of all points in \( H_0 \) of the form
\[
(4.3) \quad (\varepsilon_1 U_{\sigma(1)}, \varepsilon_2 U_{\sigma(2)}, \varepsilon_3 U_{\sigma(3)}), \quad \sigma \in S_3, \varepsilon_i \in \{\pm 1\} \quad \text{and} \quad \varepsilon_1 \varepsilon_2 \varepsilon_3 = 1.
\]
No two of these are equal if and only if \( u_i \neq u_j \) for all \( i \neq j \) or \( U_i \) is of the form \((m, m)\) for precisely one \( i \). Since \(-1/x \neq x\) for any rational value \( x \), when we consider the action of the entire group \( \Gamma \), we get the conditions of the theorem. \[ \square \]

**Remark 4.9.** There are two group actions on \( H_0 \) not covered by \( \Gamma \). First, there is the action of \( \mathbb{Z}/2\mathbb{Z} \) on \( H_0 \) corresponding to reflecting four points on the parabola across the \( y \)-axis. Since \( g(m) \) is an odd function, this action is defined by
\[
1 \bullet ((m_{13}, m_{24}), (m_{23}, m_{14}), (m_{12}, m_{34})) = ((-m_{13}, -m_{24}), (-m_{23}, -m_{14}), (-m_{12}, -m_{34})).
\]
We will for the most part ignore this action since it is present in both \( R \) and \( H_0 \).

More interesting is the action of \( \mathbb{Z}/2\mathbb{Z} \) on \( H_0 \) defined by
\[
(4.4) \quad 1 \circ (U, V, W) = (-U, V, W).
\]

The existence of this last action means that one element of \( H_0 \) may correspond to two distinct elements of \( R \). Before we can be more precise, we first observe that Proposition \((4.8)\) (and the description \((4.3)\) in particular) implies the following propositions.

**Proposition 4.10.** Suppose \( A \in H_0 \) such that \([A]\) is a free orbit. The \( \mathbb{Z}/2\mathbb{Z} \) action described by \((4.4)\) is trivial on \([A]\) (i.e. \( 1 \circ A = [A] \)) if and only if \([A]\) is of the second form in Proposition \((4.8)\).
Proposition 4.11. If $A \in \mathcal{H}_0$ such that $[A]$ is not a free orbit, then the $\mathbb{Z}/2\mathbb{Z}$ action described by (4.4) is trivial on $[A]$.

The former of the propositions above justifies defining a free orbit $[A]$ to be doubly free if $A$ is of the first form in Proposition 4.8 and to be singularly free if $A$ is of the second form in the proposition. We are now ready to prove

Proposition 4.12. $\psi^{-1}([U, V, W]) \neq \psi^{-1}([-U, V, W])$ if and only if $[U, V, W]$ is a doubly free orbit.

Proof. $\psi$ is one-to-one and so $\psi^{-1}([U, V, W]) = \psi^{-1}([-U, V, W])$ if and only if $[U, V, W] = [-U, V, W]$. But then this occurs if and only if $[U, V, W]$ is not a doubly free orbit.

The propositions and theorems below give the necessary and sufficient conditions for an element of $\mathcal{H}_\Gamma$ to correspond to a distinct and nonconcyclic set of points at rational distance.

Theorem 4.13. Let $P = \{P_1, P_2, P_3, P_4\} \in \mathcal{R}$. $P$ is a set of distinct points if and only if $\psi(P)$ is a free orbit.

Proof. Suppose $\psi(P) = [(m_{13}, m_{24}), (m_{14}, m_{23}), (m_{12}, m_{34})]$. The equations for the sum of the $x$-coordinates of two points given in Proposition 2.4 imply that points are not distinct if and only if $x_i + x_j = x_i + x_k$ for some set of distinct indices $i, j, k \in \{1, 2, 3, 4\}$. Since $x_i + x_j = g(m_{ij})$, this implies that the points are distinct if and only if the $g(m_{ij})$ are distinct with possible exceptions for $g(m_{ij}) = g(m_{kl})$, where $i, j, k, l$ are distinct.

By Proposition 4.8, the $g(m_{ij})$ are distinct if and only if $[\psi(P)]$ is a doubly free orbit. Now, suppose the $g(m_{ij})$ are not distinct. Then $g(m_{ij}) = g(m_{kl})$ for some distinct $i, j, k, l$. If $[\psi(P)]$ is a singularly free orbit, then there will only be one such equality and the points in $P$ will be distinct.

Now suppose $[\psi(P)]$ is not a free orbit and we have

\[ g(m_{ij}) = g(m_{kl}) \quad \text{and} \quad g(m_{ik}) = g(m_{jl}) \]

for $i, j, k, l$ distinct. By definition of $\mathcal{H}$, $g(m_{ij}) + g(m_{kl}) = g(m_{ik}) + g(m_{jl})$. Therefore (4.5) holds if and only if $g(m_{ij}) = g(m_{ik})$. But then the points of $P$ are not distinct.

Theorem 4.14. Let $P = \{P_1, P_2, P_3, P_4\} \in \mathcal{R}$ and $\psi(P) = [(U, V, W)] \in \mathcal{H}_\Gamma$. $P$ is a set of nonconcyclic points if and only if $\pi(U) \neq [0, 1]$.

Proof. First, note that $\pi$ is well defined in this context. More precisely, if $(U, V, W) \sim (U', V', W')$, then $\pi(U) = \pi(U')$.

Suppose the $x$-coordinate of $P_i$ is $x_i$. Theorem 4.13 and Proposition 2.4 say that $\psi(P) = [(U, V, W)]$, where $U$ can be taken to be $[m_{13}, m_{24}, 1, [g(m_{13}) + g(m_{24}), 1]]$ with $g(m_{13}) = x_1 + x_3$ and $g(m_{24}) = x_2 + x_4$. Therefore, $\pi(U) = [g(m_{13}) + g(m_{24}), 1] = [x_1 + x_2 + x_3 + x_4, 1]$. Hence, by Proposition 4.1, the points are concyclic if and only if $\pi(U) = [0, 1]$.

We may now turn our attention to the last piece of the puzzle of understanding the set $\mathcal{H}_\Gamma$—namely, that of describing all the points of $\mathcal{H}(\mathbb{Q})$ as completely as possible. Since $\mathcal{H}$ is the fiber product of three copies of $\mathcal{E}$, this problem is equivalent to describing the rational points of the elliptic surface $\mathcal{E}$. The following theorems
outline the most general facts about $E$. Recall that one way to characterize the group law of an elliptic curve is to say $R_1 + R_2 + R_3 = O$ if and only if the $R_i$ are collinear. Throughout the following, we let $Q = [1, 0, 0]$ and $O = [1, -1, 0]$, the identity of the group.

**Theorem 4.15.** For any $t \in \mathbb{Q}^*$, the group of rational points on $E_t$ contains a subgroup of order 4. More specifically, $Q = [1, 0, 0]$ is a generator of this subgroup with

$$2Q = (0, 0) \quad \text{and} \quad 3Q = [0, 1, 0].$$

**Proof.** The tangent line at $Q$ intersects $E_t$ at $(0, 0)$; the tangent line at $(0, 0)$ intersects $E_t$ at $[1, -1, 0]$; and the three points $[1, 0, 0], [0, 1, 0]$ and $[1, -1, 0]$ are collinear.

**Theorem 4.16.** For all $t \in \mathbb{Q}^*$, if $P = (x, y) \in E_t(\mathbb{Q})$ with $xy \neq 0$, then we have the following group law formulas:

\begin{align*}
(4.6) \quad & P = (y, x), \\
(4.7) \quad & P + Q = (y, -1/x), \\
(4.8) \quad & 2P = \left( \frac{y(x^2 + 1)(xy + 1)}{x(y^2 + 1)(x-y)} - \frac{x(y^2 + 1)(xy + 1)}{y(x^2 + 1)(x-y)} \right).
\end{align*}

**Proof.** The points $P, O$ and $(y, x)$ are collinear and likewise for the points $P, Q$ and $(-1/x, y)$. The final formula is attained by calculating the third point of intersection of the tangent line at $P$.

**Corollary 4.17.** For all $t \in \mathbb{Q}^*$, if $P = (x, y) \in E_t(\mathbb{Q})$ with $xy \neq 0$, then

1. $P$ is a point of order 2 if and only if $x = y$. If this is the case, the torsion subgroup of $E_t(\mathbb{Q})$ is either $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z}$ or $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/8\mathbb{Z}$.
2. $P$ is a point of order 4 if and only if $x = -1/y$. If this is the case, we again have that the torsion subgroup of $E_t(\mathbb{Q})$ is either $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z}$ or $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/8\mathbb{Z}$.
3. $P$ is a point of order 8 if and only if $y = -(x + 1)/(x - 1)$ or $y = (x - 1)/(x + 1), x \neq \pm 1$. If this is the case, the torsion subgroup of $E_t(\mathbb{Q})$ must be $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/8\mathbb{Z}$.

Furthermore, the subgroups above are the only possibilities for the torsion subgroups.

**Proof.** If $P$ is a point of order 2, then $P = -P$. By formula (4.6), this means that $(x, y) = (y, x)$.

If $P$ is a point of order 4, then $2P = (x', y')$ is a point of order 2. Therefore, $x' = y'$ and so by formulas (4.8) and (1.6), $xy + 1 = 0$.

If $P$ is a point of order 8, then $2P = [x', y', z']$ is a point of order 4. Therefore, either $x' = z' = 0, y' = z' = 0$ or $z' = 1$ and $x' = -1/y'$. By formula (1.8), the first two cases cannot occur. This rules out the possibility that the torsion subgroup is equal to $\mathbb{Z}/8\mathbb{Z}$. The last case occurs when $(x + \frac{y-1}{y+1})/(x - \frac{y-1}{y+1}) = 0$. In this case, the torsion subgroup of $E_t(\mathbb{Q})$ is $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/8\mathbb{Z}$.

Since $E_t(\mathbb{Q})$ must contain a subgroup of order 4, Mazur’s theorem tells us that the only other torsion subgroup possible is $\mathbb{Z}/12\mathbb{Z}$. This subgroup contains a point of order 3 and so we need only check the condition that $2P = -P$. By formulas (1.6) and (1.8), we see that this cannot occur.

Using the formulas for the group law, we then have
Corollary 4.18. If a rational point of a particular finite order exists on $E_t$, then it must be of the form given by

<table>
<thead>
<tr>
<th>Order of Points:</th>
<th>Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>$(x, -\frac{x+1}{x+1}), (x, \frac{x-1}{x-1}), \frac{(-x+1)}{x}, \frac{(-x-1)}{x}$, $(-\frac{1}{x}, \frac{1}{x})$, $(-\frac{1}{x}, \frac{x-1}{x})$, $(-\frac{1}{x}, -\frac{1}{x})$, $(-\frac{1}{x}, \frac{x+1}{x})$, $(-\frac{1}{x}, -\frac{1}{x})$, $(-\frac{1}{x}, \frac{x+1}{x})$, $(x', -\frac{1}{x'})$, $(-\frac{1}{x'}, x')$, $[1, 0, 0]$, $[0, 1, 0]$</td>
</tr>
<tr>
<td>4</td>
<td>$2$</td>
</tr>
<tr>
<td>2</td>
<td>$(x', x')$, $(-\frac{1}{x'}, -\frac{1}{x'})$, $[0, 0]$</td>
</tr>
<tr>
<td>0</td>
<td>$[1, -1, 0]$</td>
</tr>
</tbody>
</table>

where $x' = g(x)$ if the points of order 8 are on the curve.

Corollary 4.19. Let $x$ and $y$ be two rational values such that $xy \neq 0$ and $y \notin \{\pm x, \pm 1/x, \frac{x-1}{x+1}, -\frac{x+1}{x-1}\}$. If $t = g(x) + g(y)$, then $E_t$ is an elliptic curve defined over $\mathbb{Q}$ and $(x, y)$ is a point of infinite order in $E_t(\mathbb{Q})$.

Remark 4.20. Note that Corollary 4.19 does not imply that if $t = g(x) + g(y)$ where $y \in \{\pm x, \pm 1/x, \frac{x-1}{x+1}, -\frac{x+1}{x-1}\}$, then there are no points of infinite order in $E_t(\mathbb{Q})$. It only says that the point $(x, y) \in E_t(\mathbb{Q})$ is not one of them. Indeed it was discovered that there are curves of rank greater than 0 for each of the possible torsion subgroups. For example, if $t = 4$, then $E_t(\mathbb{Q})$ is an elliptic curve of rank 1 with torsion subgroup equal to $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/3\mathbb{Z}$. (The minimal Weierstrass form of this curve is $y + xy = x^3 - 49423080x + 130545230400$ and a generator for the group of rational points is $(4760, 53720)$. The rank and generator were found using John Cremona’s mwrank program [5].)

Corollary 4.21. Let $A = (U_1, U_2, U_3)$ be a point in $\mathcal{H}_0$ such that $\psi(P) = [A]$ for some $P \in \mathcal{R}$ and let $t = \pi(U_1)$. If $P$ is a set of distinct, nonconcylic points, then

1. $U_i$ cannot equal $O, Q, 2Q$ or $3Q$ for any $i$.
2. $U_i$ cannot equal $m \cdot U_j + n \cdot Q$ where $m \in \{-1, 0, 1\}, n \in \mathbb{Z}$ and $i \neq j$.

In particular, $E_t(\mathbb{Q})$ must contain a point of infinite order.

Proof. $U_i$ must be of the form $([u, v, 1], [t, 1])$ with $u, v \neq 0$ and $t \neq 0$. This immediately gives us the first condition. The second condition must be satisfied in order for $[A]$ to be a free or almost free orbit. \qed

Remark 4.22. Observe that the corollary above completely characterizes all points in $\mathcal{H}_0$ that correspond to distinct, nonconcylic sets of points at rational distance in $\mathcal{R}$. A direct consequence of the two preceding corollaries is the following:

Corollary 4.23. There are infinitely many sets of four distinct, nonconcylic, rational points at rational distance on $y = x^2$.

5. Examples

Let $\mathcal{R}_0$ be the subset of $\mathcal{R}$ consisting of 4-tuples of distinct, nonconcylic points. The points in $\mathcal{R}_0$ in Table 2 were found by choosing a pair of positive rational values
Table 2. Examples of nonconcyclic points on $y = x^2$ at rational distance

<table>
<thead>
<tr>
<th>$t$</th>
<th>$\mathcal{H}_t$</th>
<th>$\mathcal{R}_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13/6</td>
<td>$[(\frac{3}{10}, \frac{15}{2}), (\frac{1}{2}, 6), (\frac{4}{5}, 4)]$</td>
<td>$(-\frac{307}{240}, \frac{317}{240}, \frac{757}{240})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{3}{10}, \frac{15}{2}), (\frac{1}{2}, 6), (\frac{4}{5}, 4)]$</td>
<td>$(-\frac{307}{240}, \frac{317}{240}, \frac{757}{240})$</td>
</tr>
<tr>
<td>16/15</td>
<td>$[(\frac{4}{5}, 5), (\frac{4}{5}, 5), (\frac{4}{5}, 5)]$</td>
<td>$(-\frac{265}{240}, \frac{265}{240}, \frac{449}{240})$</td>
</tr>
<tr>
<td>19/12</td>
<td>$[(\frac{1}{2}, 6), (\frac{4}{5}, 4), (\frac{3}{5}, 5)]$</td>
<td>$(-\frac{259}{240}, \frac{259}{240}, \frac{443}{240})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{1}{2}, 6), (\frac{4}{5}, 4), (\frac{3}{5}, 5)]$</td>
<td>$(-\frac{259}{240}, \frac{259}{240}, \frac{443}{240})$</td>
</tr>
<tr>
<td>21/8</td>
<td>$[(\frac{4}{5}, 6), (\frac{4}{5}, 5), (2, 4)]$</td>
<td>$(-\frac{97}{240}, \frac{97}{240}, \frac{157}{240})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{4}{5}, 6), (\frac{4}{5}, 5), (2, 4)]$</td>
<td>$(-\frac{97}{240}, \frac{97}{240}, \frac{157}{240})$</td>
</tr>
<tr>
<td>25/24</td>
<td>$[(\frac{1}{2}, 6), (\frac{7}{12}, \frac{7}{2}), (2, \frac{4}{3})]$</td>
<td>$(-\frac{67}{42}, \frac{67}{42}, \frac{173}{42}, \frac{317}{42})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{1}{2}, 6), (\frac{7}{12}, \frac{7}{2}), (2, \frac{4}{3})]$</td>
<td>$(-\frac{67}{42}, \frac{67}{42}, \frac{173}{42}, \frac{317}{42})$</td>
</tr>
<tr>
<td>33/56</td>
<td>$[(\frac{27}{65}, \frac{31}{12}), (1, \frac{7}{2}), (\frac{7}{2}, \frac{27}{12})]$</td>
<td>$(-\frac{254}{720}, \frac{254}{720}, \frac{354}{720}, \frac{467}{720})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{27}{65}, \frac{31}{12}), (1, \frac{7}{2}), (\frac{7}{2}, \frac{27}{12})]$</td>
<td>$(-\frac{254}{720}, \frac{254}{720}, \frac{354}{720}, \frac{467}{720})$</td>
</tr>
<tr>
<td>31/60</td>
<td>$[(\frac{1}{2}, 6), (\frac{11}{15}, \frac{11}{5}), (\frac{2}{5}, \frac{2}{5})]$</td>
<td>$(-\frac{983}{720}, \frac{983}{720}, \frac{1193}{720}, \frac{1463}{720})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{1}{2}, 6), (\frac{11}{15}, \frac{11}{5}), (\frac{2}{5}, \frac{2}{5})]$</td>
<td>$(-\frac{983}{720}, \frac{983}{720}, \frac{1193}{720}, \frac{1463}{720})$</td>
</tr>
<tr>
<td>91/60</td>
<td>$[(\frac{1}{2}, 6), (\frac{9}{15}, \frac{9}{15}), (\frac{2}{5}, \frac{2}{5})]$</td>
<td>$(-\frac{551}{720}, \frac{551}{720}, \frac{623}{720}, \frac{682}{720})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{1}{2}, 6), (\frac{9}{15}, \frac{9}{15}), (\frac{2}{5}, \frac{2}{5})]$</td>
<td>$(-\frac{551}{720}, \frac{551}{720}, \frac{623}{720}, \frac{682}{720})$</td>
</tr>
<tr>
<td>133/30</td>
<td>$[(\frac{5}{10}, \frac{21}{5}), (\frac{8}{5}, \frac{21}{5}), (\frac{3}{5}, \frac{15}{4})]$</td>
<td>$(-\frac{917}{720}, \frac{917}{720}, \frac{1097}{720}, \frac{1297}{720})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{5}{10}, \frac{21}{5}), (\frac{8}{5}, \frac{21}{5}), (\frac{3}{5}, \frac{15}{4})]$</td>
<td>$(-\frac{917}{720}, \frac{917}{720}, \frac{1097}{720}, \frac{1297}{720})$</td>
</tr>
<tr>
<td>†</td>
<td>$[(\frac{5}{10}, \frac{21}{5}), (\frac{1}{2}, \frac{5}{2}), (\frac{4}{7}, \frac{4}{7})]$</td>
<td>$(-\frac{301}{720}, \frac{453}{720}, \frac{483}{720}, \frac{1073}{720})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{5}{10}, \frac{21}{5}), (\frac{1}{2}, \frac{5}{2}), (\frac{4}{7}, \frac{4}{7})]$</td>
<td>$(-\frac{301}{720}, \frac{453}{720}, \frac{483}{720}, \frac{1073}{720})$</td>
</tr>
<tr>
<td>209/120</td>
<td>$[(\frac{1}{2}, \frac{5}{2}), (\frac{3}{5}, \frac{10}{3}), (\frac{12}{5}, \frac{12}{5})]$</td>
<td>$(-\frac{292}{720}, \frac{292}{720}, \frac{377}{720}, \frac{459}{720})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{1}{2}, \frac{5}{2}), (\frac{3}{5}, \frac{10}{3}), (\frac{12}{5}, \frac{12}{5})]$</td>
<td>$(-\frac{292}{720}, \frac{292}{720}, \frac{377}{720}, \frac{459}{720})$</td>
</tr>
<tr>
<td>231/80</td>
<td>$[(\frac{5}{10}, \frac{21}{5}), (\frac{8}{5}, \frac{21}{5}), (\frac{3}{5}, \frac{15}{4})]$</td>
<td>$(-\frac{553}{720}, \frac{480}{720}, \frac{587}{720}, \frac{1103}{720})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{5}{10}, \frac{21}{5}), (\frac{8}{5}, \frac{21}{5}), (\frac{3}{5}, \frac{15}{4})]$</td>
<td>$(-\frac{553}{720}, \frac{480}{720}, \frac{587}{720}, \frac{1103}{720})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{8}{5}, 5), (\frac{8}{5}, \frac{15}{4}), (\frac{16}{5}, \frac{16}{5})]$</td>
<td>$(-\frac{647}{720}, \frac{563}{720}, \frac{747}{720}, \frac{1033}{720})$</td>
</tr>
<tr>
<td></td>
<td>$[(\frac{8}{5}, 5), (\frac{8}{5}, \frac{15}{4}), (\frac{16}{5}, \frac{16}{5})]$</td>
<td>$(-\frac{647}{720}, \frac{563}{720}, \frac{747}{720}, \frac{1033}{720})$</td>
</tr>
</tbody>
</table>
x, y such that \( y \notin \{ x, 1/x, \frac{x-1}{x+1}, -\frac{x+1}{x-1} \} \), setting \( t = g(x) + g(y) \) and searching for points in \( E_t(\mathbb{Q}) \). If we let \( T_t \) be the subgroup of points of finite order in \( E_t(\mathbb{Q}) \), then the theorems in the previous section give very explicit formulas to determine when \( U \in T_t \) and when \( U + T_t = \pm V + T_t \) for any \( U, V \in E_t(\mathbb{Q}) \). Therefore, producing elements of \( H_t \) that correspond to elements of \( R_0 \) from points in \( E_t(\mathbb{Q}) \) is an easy (and efficient) matter.

The points shown in the table represent a small fraction of the total list compiled. Those entries in the table written in bold have all \( x \)-coordinates positive and those that are italicized have one of the \( x \)-coordinates equal to the negative of the other. The entry marked by \( \dagger \) gives rise to the example of five points at rational distance with four of the points concyclic mentioned in Section \ref{sec:5}

We note that we could have set \( U = (x, y) \in E_t(\mathbb{Q}) \) and generated points in \( H \) of the form \( A = (n_1 U, n_2 U, n_3 U) \). If \( n_i \in \mathbb{Z}, n_i \neq 0 \) and \( n_i \neq \pm n_j \) for \( i \neq j \), then \( A \) is a point in \( \mathcal{H}_0 \) such that \( \psi^{-1}(\{ A \}) \in \mathcal{R}_0 \). Unfortunately, since the height of \( n U \in E_t \) is quadratic in \( n \), this strategy generally produces points with very large numerators and denominators. Ideally we would like to find \( t \) such that \( E_t \) has both large rank and small regulator. This would give a number of points in \( \mathcal{H}_0 \) that correspond to elements of \( \mathcal{R}_0 \) with relatively small height.

6. Further work

We see three natural progressions of this work. First, we might try to use the techniques presented here to characterize all 5-tuples (or more) of points on \( y = x^2 \) at rational distance. Given some preliminary work on this, it seems plausible that descriptions similar to those of Corollary \ref{cor:5} are possible. What is not yet clear is if such a description will tell us if there are infinitely many 5-tuples of rational points on \( y = x^2 \) at rational distance, a positive, finite number of them, or no such sets of points on \( y = x^2 \).

Second, we might extend the question to other conics (or other smooth, plane curves). Again, some preliminary work suggests that the techniques presented here might be able to answer the question

**Question 6.1. For which smooth conics are there four points at rational distance with no four concyclic?**

Note that the collinearity condition is unnecessary here as well since no line can intersect any conic in more than two points. Clearly the conic cannot be a circle, but what can we say beyond this trivial exclusion? As an immediate consequence of the work above, we have the following

**Theorem 6.2.** Let \( C \) be a parabola and let \( d \) be the distance from the focus of \( C \) to its directrix. If \( d \) is rational, then there are infinitely many 4-tuples of nonconcyclic points on \( C \) at rational distance.

**Proof.** If \( C \) and \( d \) are defined as in the statement of the theorem, then \( C \) is a translation and rotation of the parabola \( C' : y = \frac{1}{2d} x^2 \). Now suppose \( \{ P_1, P_2, P_3, P_4 \} \) is a set of points at rational distance on \( y = x^2 \) and let \( x_i \) denote the \( x \)-coordinate of \( P_i \). If \( x'_i = 2d \cdot x_i \) and \( P'_i = (x'_i, \frac{1}{2d}(x'_i)^2) \), then \( \{ P'_1, P'_2, P'_3, P'_4 \} \) is a set of rational distance points on \( C' \). Furthermore, \( \{ P_1, P_2, P_3, P_4 \} \) is a concyclic set if and only if \( \{ P'_1, P'_2, P'_3, P'_4 \} \) is a concyclic set. Therefore, Corollary \ref{cor:5} gives us the theorem. \( \square \)
Furthermore, we believe that we can take \( d = \sqrt{5}, \ c \in \mathbb{Q} \), and get the same conclusion. The details of this have not been completely worked out, but the idea would be to parallel the work done here. We include the example of points on \( y = \sqrt{5}x^2 \) with \( x \)-coordinates

\[
\left\{ \frac{840837}{2306524}, \frac{-941477}{2306524}, \frac{2618949}{2306524}, \frac{1675371}{2306524} \right\}
\]

to give some hint as to how one might proceed. We found this example by first parameterizing solutions to \( \delta^2 = 1 + 5 \cdot \beta^2 \) using the chord and tangent method described in Section 2. The parameterization can be defined by \( \beta = g_5(m) = (2m)/(m^2 - 5) \). To produce the example above, we “randomly” set \( t = g_5(3) + g_5(7) \) and searched for other points on the elliptic curve \( g_5(x) + g_5(y) = t \). We found that \((3,7), (4, -3/2), \) and \((37/340, 1234/435)\) were points on this curve. Now, by assuming that the theorems of the previous sections all hold with \( g_5 \) in place of \( g \), we arrive at the example above. We believe more generally that all the theorems hold with \( g_a(m) = (2m)/(m^2 - \alpha) \) in place of \( g \). Since \( g_a(m) \) parameterizes solutions to \( \delta^2 = 1 + \alpha \cdot \beta^2 \), this would give us the result.

Finally, observe that the focus of the parabola \( C' \) is \( F = (0, d/2) \) and that rational points on \( C' \) are necessarily at rational distance to \( F \). Therefore, we have immediately that the set \( F \) together with any four rational points on \( C' \) forms a rational distance set in the plane. This in turn may lead to new configurations of six points in the plane at rational distance with no three collinear and no four concyclic. More generally, this leads very naturally back to the unsolved problem mentioned in the opening section—namely

**Question 6.3.** Can you find more than 6 points in the plane at rational distance with no four concyclic and no three collinear?
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