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ABSTRACT. We study strictly positive definite functions on the unit circle in the Euclidean space of dimension two. We develop several conditions pertaining to the determination of such functions. The major result is obtained by considering the set of real numbers as a vector space over the field of rational numbers and then applying the Kronecker approximation theorem and Weyl’s criterion on equidistributions.

1. Introduction

Let $S^m$ ($m \geq 1$) denote the unit sphere in the Euclidean space $\mathbb{R}^{m+1}$. Let $x$ and $y$ be two points on $S^m$. The usual geodesic distance between the two points is given by

$$d_m(x, y) = \arccos(xy).$$

Here $xy$ denotes the usual inner product of $x$ and $y$. A continuous function $f : [0, \pi] \rightarrow \mathbb{R}$ is said to be positive definite on $S^m$ if, for every $N \in \mathbb{N}$ and every set of $N$ points $x_1, \ldots, x_N$ on $S^m$, the $N \times N$ matrix $A$ with $ij$ entry $A_{ij} = \left(f(d_m(x_i, x_j))\right)$ is nonnegative definite, i.e.,

$$c^T Ac = \sum_{i=1}^{N} \sum_{j=1}^{N} c_i c_j f(d_m(x_i, x_j)) \geq 0, \quad c = (c_1, \ldots, c_N) \in \mathbb{R}^N. \quad (1.1)$$

If the above inequality becomes strict under the additional hypotheses that the points $x_1, \ldots, x_N$ are all distinct and that the numbers $c_1, \ldots, c_N$ are not all zero, we then call the function $f$ strictly positive definite on $S^m$. This notion of strict positive-definiteness first appeared in print in a paper by Xu and Cheney [XC].

Schoenberg [S] characterized all the positive definite functions on $S^m$ as those of the form

$$f(t) = \sum_{k=0}^{\infty} a_k P_k^{(\lambda)}(\cos t) \quad (1.2)$$

in which $\lambda = (m - 1)/2$, $a_k \geq 0$, and $\sum a_k < \infty$. Here $P_k^{(\lambda)}$ denote the standard Gegenbauer polynomials normalized so that $P_k^{(\lambda)}(1) = 1$. Gegenbauer polynomials are also called ultraspherical polynomials in the literature; see [Sz, p. 81].
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An elementary continuity argument shows that the set of all strictly positive definite functions is a proper subset of all positive definite functions. To see whether or not a function \( f \) expressed as in equation (1.2) is strictly positive definite, one needs to check that there are “enough” positive coefficients \( a_k \) in the Gegenbauer polynomial expansion. The key word here is positive, the actual values of the \( a_k \)'s are immaterial as far as strict positive-definiteness is concerned. For this purpose, we cite the following definition from [CMS].

**Definition 1.1.** Let \( \mathbb{Z}_+ \) denote the set of nonnegative integers. A subset \( K \) of \( \mathbb{Z}_+ \) is said to induce strict-positive-definiteness (abbreviated as S.P.D.) on \( S^m \) if the function

\[
t \mapsto \sum_{k \in K} \frac{P_k(\lambda) (\cos t)^{2k}}{2^k}
\]

is strictly positive definite on \( S^m \).

The sequence \( 2^{-k} \) is chosen here for the sole purpose that the series above converges uniformly. Consequently, any other choice suitable for the purpose will also suffice. Menegatto [M] showed that \( K \) must contain infinitely many odd integers as well as infinitely many even ones to induce S.P.D. on \( S^m \). For \( m \geq 2 \), this necessary condition has been proved to be also sufficient by Chen, Menegatto, and Sun [CMS]. Thus, we have the following result: in order for a subset \( K \subset \mathbb{Z}_+ \) to induce S.P.D. on \( S^m \) (\( m \geq 2 \)), it is necessary and sufficient that \( K \) contain infinitely many odd integers as well as infinitely many even ones. This characterization, however, fails to stand for strictly positive definite functions on the unit circle, which corresponds to the case \( m = 1 \). For example, Ron and Sun [RS2] showed that the set \( \{4k, 4k + 1, k \in \mathbb{Z}_+\} \) does not induce S.P.D. on \( S^1 \).

In this note, we study strictly positive definite functions on \( S^1 \). We first obtain a necessary condition by considering points that are rational multiples of \( 2\pi \). The condition asserts that in order that a subset \( K \subset \mathbb{Z}_+ \) induce S.P.D. on \( S^1 \), it is necessary that for every natural number \( N \) and every \( j = 0, 1, \ldots, N - 1 \), the intersection \( K \cap Z_N^j \) be infinite, where \( K := \{\pm k : k \in K\} \) and \( Z_N^j := \{k \in \mathbb{Z} : k \equiv j \pmod{N}\} \). We then consider the set of real numbers as a vector space over the field of rational numbers, and we use the Kronecker approximation to prove that in order that a subset \( K \subset \mathbb{Z}_+ \) induce S.P.D. on \( S^1 \), it is sufficient that for every natural number \( N \) and every \( j = 0, 1, \ldots, N - 1 \), the intersection \( K \cap Z_N^j \) has the Kronecker approximation property; see [A, Theorem 7.10]. The version of the Kronecker approximation theorem that we need in this paper follows from Weyl’s criterion on “equidistribution” [W].

There is a gap between the necessary condition and the sufficient one, which we will elaborate upon in the last section of the paper. Giving a full characterization for strictly positive definite functions on the unit circle appears to be a rather challenging task. We have tried very hard but are so far unable to show that the necessary condition that the intersection \( K \cap Z_N^j \) be infinite for each natural number \( N \) and every \( j = 0, 1, \ldots, N - 1 \) is also a sufficient condition for the subset \( K \subset \mathbb{Z}_+ \) to induce S.P.D. on \( S^1 \). We hope that the challenge will inspire other able mathematicians to devote their energy to this problem.
2. Equivalent conditions

When \( m = 1 \), the Gegenbauer polynomials in equation (1.2) are just the Tchebychev polynomials \( T_k(\cdot) = \cos k(\cos^{-1} \cdot) \). Accordingly, the positive definite functions on \( S^1 \) can be expressed in the form

\[
(2.1) \quad f(t) = \sum_{k=0}^{\infty} a_k \cos kt, \quad t \in [0, \pi].
\]

Given two points \( x_1, x_2 \in S^1 \), we identify them with two angles \( 0 < \theta_1 < \theta_2 \leq 2\pi \). Thus

\[
d_1(x_1, x_2) = \begin{cases} 
\theta_2 - \theta_1, & \text{if } \theta_2 - \theta_1 \leq \pi, \\
2\pi - (\theta_2 - \theta_1), & \text{if } \theta_2 - \theta_1 > \pi.
\end{cases}
\]

Since for each \( k = 0, 1, \ldots \), we have \( \cos k\left(2\pi - (\theta_2 - \theta_1)\right) = \cos(k(\theta_2 - \theta_1)) \), we can work with the angular variable \( \theta \) and study positive definite functions on the unit circle in the domain \((0, 2\pi]\). We then use the scaling factor \( 2\pi \) and Euler’s formula and express the positive definite functions on the unit circle in the form

\[
(2.2) \quad f(t) = \sum_{k=-\infty}^{\infty} b_k \exp(2\pi ikt), \quad t \in (0, 1],
\]

in which \( b_0 = a_0 \) and \( b_{-k} = b_k = a_k/2 \geq 0 \) (\( k > 0 \)) and \( \sum_{k=-\infty}^{\infty} b_k < \infty \).

Let \( K \subset \mathbb{Z}_+ \), and let \( A \) be a finite subset of \( \mathbb{Z}_+ \). A moment’s reflection reveals that \( K \) induces S.P.D. on \( S^1 \) if and only if \( K \setminus A \) does. In particular, we can interchangeably assume that \( K \subset \mathbb{Z}_+ \) or that \( K \subset \mathbb{N} \), when deciding whether or not a subset \( K \subset \mathbb{Z}_+ \) induces S.P.D. on \( S^1 \).

**Theorem 2.1.** Let \( K \subset \mathbb{N}, \quad \overline{K} := \{\pm k : k \in K\} \), and let

\[
g(t) := \sum_{k \in K} 2^{-k} \cos(2\pi ikt) = \sum_{k \in \overline{K}} 2^{-(|k|+1)} \exp(2\pi ikt), \quad t \in (0, 1].
\]

Then the following statements are equivalent:

(i) The subset \( K \) induces S.P.D. on \( S^1 \).

(ii) For every natural number \( N \) and every set of \( N \) distinct numbers \( \theta_1, \ldots, \theta_N \) in \((0, 1]\), the \( N \) functions

\[
\theta \mapsto g(\theta - \theta_j), \quad j = 1, \ldots, N,
\]

are linearly independent on the set \( \{\theta_1, \ldots, \theta_N\} \) over the field of real numbers.

(iii) For every natural number \( N \) and every set of \( N \) distinct numbers \( \theta_1, \ldots, \theta_N \) in \((0, 1]\), the \( N \) functions

\[
u \mapsto \exp(2\pi i\theta_j u), \quad j = 1, \ldots, N,
\]

are linearly independent on the set \( \overline{K} \) over the field of real numbers.
Proof. To prove the equivalence between parts (i) and (ii), let \(\theta_1, \ldots, \theta_N\) be \(N\) (\(N \in \mathbb{N}\)) distinct numbers in \((0, 1]\). By Schoenberg’s result \([S]\), we know that the \(N \times N\) matrix with \(ij\)-entry \(g(\theta_i - \theta_j)\) is nonnegative definite. In order that it be positive definite, it is necessary and sufficient that the matrix be nonsingular, which is equivalent to saying that the \(N\) functions

\[\theta \mapsto g(\theta - \theta_j), \quad j = 1, \ldots, N,\]

are linearly independent on the set \(\{\theta_1, \ldots, \theta_N\}\) over the field of real numbers.

To prove the equivalence between parts (i) and (iii), we use equation (2.2) and work on the quadratic form

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} c_i c_j g(\theta_i - \theta_j) = \sum_{k \in \mathbb{K}} 2^{-(|k|+1)} \left| \sum_{i=1}^{N} c_i \exp(2\pi ik(\theta_i - \theta_j)) \right|^2.
\]

In order that the quadratic form be positive for every nonzero vector \((c_1, \ldots, c_N) \in \mathbb{R}^N\), it is necessary and sufficient that there be a \(k \in \mathbb{K}\) such that \(\sum_{j=1}^{N} c_j \exp(2\pi ik\theta_j) \neq 0\), which is equivalent to saying that the \(N\) functions as shown in equation (2.3) are linearly independent on the set \(\mathbb{K}\) over the field of real numbers. \(\square\)

The equivalent condition as stated in part (iii) of Theorem 2.1 is the most useful in this paper. Since for a given \(K \subset \mathbb{N}\) and each fixed real number \(\theta\), the set of complex numbers \(\{\exp(i\theta k), \ k \in \mathbb{K}\}\) is closed under the operation of complex number conjugation, we have the following result.

**Proposition 2.2.** Let \(K \subset \mathbb{N}\), and let \(\theta_1, \ldots, \theta_N\) be \(N\) (\(N \geq 1\)) distinct real numbers. Then the following statements are equivalent:

(i) The \(N\) functions as shown in equation (2.3) are linearly independent on the set \(\mathbb{K} := \{\pm k : k \in K\}\) over the field of real numbers.

(ii) The \(N\) functions as shown in equation (2.3) are linearly independent on the set \(K\) over the field of real numbers.

(iii) The \(N\) functions as shown in equation (2.3) are linearly independent on the set \(\mathbb{K}\) over the field of complex numbers.

3. Ubiquitous sets and a necessary condition

Let \(K \subset \mathbb{Z}_+\). In light of Theorem 2.1, we seek conditions on \(K\) so that for every natural number \(N\), and every set of \(N\) distinct numbers \(\theta_1, \ldots, \theta_N\) in \((0, 1]\), the \(N\) functions as shown in equation (2.3) are linearly independent on the set \(\mathbb{K}\) over the field of real numbers. In this section, we study the case in which the \(N\) distinct numbers \(\theta_1, \ldots, \theta_N\) in \((0, 1]\) are all rational.

**Definition 3.1.** A subset \(\Gamma\) of \(\mathbb{Z}\) is said to be **ubiquitous modulo** (or simply ubiquitous), if for every positive integer \(N\) (\(N \geq 2\)) and every \(j\) (\(0 \leq j \leq N - 1\)), there is a \(k \in \Gamma\), such that \(k \equiv j \pmod{N}\).

**Proposition 3.2.** Assume that a subset \(\Gamma \subset \mathbb{Z}\) is ubiquitous. Then for every positive integer \(N\) (\(N \geq 2\)) and every \(j\) (\(0 \leq j \leq N - 1\)), there are infinitely many \(k \in \Gamma\), such that \(k \equiv j \pmod{N}\).
Proof. Fix an \( N \in \mathbb{N} \) \((N \geq 2)\) and a \( j \) \((0 \leq j \leq N - 1)\). We show that for every natural number \( p \), there is a \( k \in \Gamma, |k| \geq pN, \) such that \( k \equiv j \pmod{N} \). Since \( \Gamma \) is ubiquitous, there is a \( k \in \Gamma, \) such that

\[
k \equiv pN + j \pmod{3pN}.
\]

That is, there is a \( q \in \mathbb{Z}, \) such that \( k = q \cdot (3pN) + pN + j = (3pq + p)N + j, \) implying \( k \equiv j \pmod{N} \). It is easy to see that \(|k| \geq pN. \) One then completes the proof by noting that \( p \) is an arbitrary natural number. \( \square \)

If a subset \( \Gamma \) of \( \mathbb{Z} \) contains arbitrarily long strings of consecutive odd integers as well as even ones, then we have the following two results about \( \Gamma \): (i) \( \Gamma \) is ubiquitous; (ii) \( \Gamma \) induces S.P.D. on \( S^n \) for all \( m = 1, 2, \ldots \). The first result is obvious, and the second result is proved in [RSI]. The word “ubiquitous” and the result of Proposition 3.2 may have helped in creating an image that the elements of a ubiquitous subset of \( \mathbb{Z}_+ \) occur in \( \mathbb{Z}_+ \) with a certain “high density”. But in fact, one can make a ubiquitous subset of \( \mathbb{Z}_+ \) whose elements occur as sparsely in \( \mathbb{Z}_+ \) as one wishes. To make this statement more precise, we use the concept of “counting function” as defined in [RSI] p. 85. The counting function \( D(r) \) of a sequence \( r_1, r_2, \ldots, r_n, \ldots, 0 < r_1 \leq r_2 \leq \cdots \leq r_n \leq \cdots, \) is defined as the number of those \( r_n \)’s that are not greater than \( r, \) \( r \geq 0 : \)

\[
D(r) = \sum_{r_n \leq r} 1.
\]

Generally speaking, the smaller the counting function of a sequence, the faster the sequence approaches infinity.

Proposition 3.3. Let \( X \) be any given sequence of positive real numbers that approaches infinity, and let \( D_X(r) \) be the counting function for \( X. \) There exists a ubiquitous subset \( K \) of \( \mathbb{Z}_+ \) with counting function \( D_K(r), \) such that

\[
D_K(r) \leq D_X(r), \quad \text{for all } r \geq 0.
\]

Proof. For the convenience of writing, we doubly index the elements of \( X \) as \( x_{n,j}, n = 2, 3, \ldots, 0 \leq j \leq n - 1, \) with the order

\[
0 \leq x_{2,0} \leq x_{2,1} \leq x_{3,0} \leq x_{3,1} \leq x_{3,2} \leq \cdots \leq x_{n,0} \leq x_{n,1} \leq \cdots \leq x_{n,(n-1)} \leq \cdots.
\]

We use mathematical induction to choose the elements of \( K. \) Choose \( k_{2,0} \in \mathbb{N}, \) such that \( k_{2,0} > x_{2,0} \) and \( k_{2,0} \equiv 0 \pmod{2}, \) and choose \( k_{2,1} \in \mathbb{N}, \) such that \( k_{2,1} > \max\{x_{2,1}, k_{2,0}\} \) and \( k_{2,1} \equiv 1 \pmod{2}. \) Suppose that for an \( n \) \((n \geq 3), \) the elements \( k_{(n-2),j} \) \((0 \leq j \leq \frac{n-2}{2})\) have been properly chosen. We choose \( k_{n,0} \in \mathbb{N} \) such that \( k_{n,0} > \max\{x_{n,0}, k_{(n-1),(n-2)}\} \) and \( k_{n,0} \equiv 0 \pmod{n}. \) Then we successively choose \( k_{n,j} \in \mathbb{N}, 1 \leq j \leq n - 1, \) so that \( k_{n,j} > \max\{x_{n,j}, k_{n,(j-1)}\} \) and \( k_{n,j} \equiv j \pmod{n}. \) We therefore obtain the sequence

\[
0 < k_{2,0} < k_{2,1} < k_{3,0} < k_{3,1} < k_{3,2} < \cdots < k_{n,0} < k_{n,1} < \cdots < k_{n,(n-1)} < \cdots.
\]

Denote this sequence by \( K. \) It then follows that the set \( K \) is ubiquitous and that equation (3.1) holds true. \( \square \)

Lemma 3.4. Let \( N \) be a natural number, and let \( \theta_j := p_j/q_j \) \((1 \leq j \leq N)\) be \( N \) distinctive rational numbers in \((0,1]. \) Let \( Q \) \((\geq N)\) be a common multiple of \( q_j \) \((1 \leq j \leq N). \) Let \( \Gamma \subset \mathbb{Z}. \) Assume that for each \( l = 0, 1, \ldots, N - 1, \) there is a \( k \in \Gamma, \) such that \( k \equiv l \pmod{Q}. \) Then the \( N \) functions as shown in equation (2.3) are linearly independent on \( \Gamma \) over the field of complex numbers.
Proof. Suppose that \(c_1, \ldots, c_N\) are \(N\) complex numbers such that
\[
\sum_{j=1}^{N} c_j \exp(2\pi i k \theta_j) = 0, \quad \text{for all } k \in \Gamma.
\]
We show that all the \(c_j\)'s are zero. For each \(l = 0, 1, \ldots, N - 1\), select a \(k \in \Gamma\), such that \(k \equiv l \pmod{Q}\). That is, \(k = sQ + l\), where \(s\) is an integer. We then have, for each \(l = 0, 1, \ldots, N - 1\),
\[
\sum_{j=1}^{N} c_j \exp(2\pi i k \theta_j) = \sum_{j=1}^{N} c_j \exp(2\pi i (sQ + l) \cdot \frac{p_j}{q_j}) = \sum_{j=1}^{N} c_j \exp(2\pi i l \cdot \frac{p_j}{q_j}) = 0.
\]
The \(N \times N\) Vandermonde matrix with \(jl\)-entries \(\exp(2\pi i l \cdot \frac{p_j}{q_j})\) \((1 \leq j \leq N, \ 0 \leq l \leq N - 1\) and \(N\) distinct complex numbers \(\exp(2\pi i \cdot \frac{p_j}{q_j})\) \((1 \leq j \leq N\) in the second row has nonzero determinant. Therefore all the \(c_j\)'s are zero.

Theorem 3.5. Let \(\Gamma \subset \mathbb{Z}\). The following two statements are equivalent:

(i) For every natural number \(N\) and every set of \(N\) distinct rational numbers \(\theta_j\) \((j = 1, \ldots, N)\) in \((0, 1]\), the \(N\) functions as shown in equation (2.3) are linearly independent on \(\Gamma\) over the field of complex numbers.

(ii) The subset \(\Gamma\) of \(\mathbb{Z}\) is ubiquitous.

Proof. It is a direct consequence of Lemma 3.4 that part (ii) implies part (i). To show that part (i) implies part (ii), assume that \(\Gamma\) is not ubiquitous. Then there is a positive integer \(N > 1\) and a nonnegative integer \(l\) \((0 \leq l \leq N - 1)\) for which there is no \(k \in \Gamma\) such that \(k \equiv l \pmod{N}\). For \(j = 1, \ldots, N\), let \(c_j := \exp\left(-2\pi i \frac{l}{N}\right)\) and \(\theta_j := \frac{N}{l}\). Write each \(k \in K\) in the form \(k = \mu N + \nu\), where \(\nu \neq l\). We then have
\[
\sum_{j=1}^{N} c_j \exp(2\pi i k \theta_j)
= \sum_{j=1}^{N} \exp\left(-2\pi i \frac{l}{N}\right) \cdot \exp\left(2\pi i (\mu N + \nu) \cdot \frac{j}{N}\right)
= \sum_{j=1}^{N} \exp\left(2\pi i \left(\frac{\nu}{N} - \frac{l}{N}\right) j\right)
= \exp\left(2\pi i \left(\frac{\nu - l}{N}\right) \right) \cdot \frac{1 - \exp\left(2\pi i \left(\frac{\nu - l}{N}\right)\right) N}{1 - \exp\left(2\pi i \left(\frac{\nu - l}{N}\right)\right)} = 0. \quad \Box
\]

Corollary 3.6. Let \(K \subset \mathbb{Z}_+\). In order that \(K\) induce S.P.D. on \(S^1\), it is necessary that \(\overline{K}\) be ubiquitous.

Proof. Suppose that \(\overline{K}\) is not ubiquitous. Then by Theorem 3.5, there exist \(N\) \((N \geq 2)\) distinct rational numbers \(\theta_j\) in \((0, 1]\) such that the \(N\) functions as shown in equation (2.3) are linearly dependent on \(\overline{K}\) over the field of complex numbers. By Proposition 2.2 and Theorem 2.1, the subset \(K \subset \mathbb{Z}_+\) does not induce S.P.D. on \(S^1\). \(\Box\)
4. Kronecker approximation and equidistribution

We consider the set of all real numbers as a vector space over the field of rational numbers. Let \( \tau_1, \ldots, \tau_M \) be \( M \) arbitrary real numbers. If there exist \( M \) rational numbers \( r_1, \ldots, r_M \), not all zero, such that \( r_1 \tau_1 + \cdots + r_M \tau_M = 0 \), then we say that \( \tau_1, \ldots, \tau_M \) are linearly dependent over the field of rational numbers. Otherwise, we say that \( \tau_1, \ldots, \tau_M \) are linearly independent over the field of rational numbers.

**Definition 4.1.** Let \( \Gamma \) be a subset of \( \mathbb{Z} \). If \( \tau_1, \ldots, \tau_M \) are arbitrary real numbers, if \( \theta_1, \ldots, \theta_M \) are irrational numbers such that the \( (M+1) \) numbers \( 1, \theta_1, \ldots, \theta_M \) are linearly independent over the field of rational numbers, and if for every given \( \epsilon > 0 \) there are an integer \( k \in \Gamma \) and integers \( m_1, \ldots, m_M \) such that

\[
|k\theta_j - m_j - \tau_j| < \epsilon \quad \text{for} \quad j = 1, \ldots, M,
\]

then we say that \( \Gamma \) has the Kronecker approximation property.

The well-known Kronecker approximation theorem (e.g., [A] p. 154) asserts that the set \( \mathbb{Z}_+ \) has the Kronecker approximation property. Exercise 7 in Chapter 7 in [A] p. 160 asserts that for an arbitrary large (fixed) natural number \( N \), the set \( \{N, N+1, \ldots\} \) has the Kronecker approximation property. In the theory of random variables, the stronger notion “equidistribution” (or uniform distribution) prevails. A sequence in \( M \) dimensions \( \tau^{(n)} = (\tau_1^{(n)}, \ldots, \tau_M^{(n)}) \) is equidistributed in the unit cube

\[
C_M : 0 \leq \tau_1 \leq \cdots \leq 0 \leq \tau_M \leq 1,
\]

if for \( 0 \leq a_j < b_j \leq 1 \) (\( j = 1, \ldots, M \)),

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{1 \leq n \leq N, a_j \leq \tau_j^{(n)} \leq b_j (j = 1, \ldots, M)} 1 = \prod_{j=1}^{M} (b_j - a_j).
\]

Let \( \text{frac}\{x\} := x - \lfloor x \rfloor \) denote the fractional part of \( x \). Let \( \Gamma \subset \mathbb{Z} \). If the \( M \)-dimensional sequence \( \{k\theta_1, \ldots, \{k\theta_M\} \} \) \((k \in \Gamma)\) is equidistributed in \( C_M \), then the sequence is automatically dense in \( C_M \), and therefore \( \Gamma \) has the Kronecker approximation property. It is reasonable to think that there is a \( \Gamma \subset \mathbb{Z} \) that has the Kronecker approximation property, but the \( M \)-dimensional sequence \( \text{frac}\{k\theta_1\}, \ldots, \text{frac}\{k\theta_M\} \) \((k \in \Gamma)\) is not equidistributed in \( C_M \). Nevertheless, we are unable to find such an example in the literature.

In this paper, we only need the Kronecker approximation property. However, it appears that equidistribution is more extensively studied in the literature. The celebrated Weyl’s criterion [W] asserts that the \( M \)-dimensional sequence \( \tau^{(n)} = (\tau_1^{(n)}, \ldots, \tau_M^{(n)}) \) is equidistributed in \( C_M \) if and only if

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \exp\left(2\pi i (k_1 \tau_1^{(n)} + \cdots + k_M \tau_M^{(n)})\right) = 0
\]

for every set of integers \( k_1, \ldots, k_M \) not all zero. Weyl [W] also proved that “polynomial” sequences of the form

\[
x_n := \text{frac}\{\alpha n^q + a_1 n^{q-1} + \cdots + a_q\},
\]

\( \alpha \) is an irrational number, and \( a_1, \ldots, a_q \) are real numbers, are equidistributed in \( C_1 := [0,1] \). As an easy consequence of Weyl’s results, we have the following:
Theorem 4.2. Suppose that \( \theta_1, \ldots, \theta_M \) are \( M \) real numbers so that the \((M + 1)\) numbers \( 1, \theta_1, \ldots, \theta_M \) are linearly independent over the field of rational numbers. Let \( p(n) := a_0n^q + a_1n^{q-1} + \cdots + a_q \) be a polynomial of degree \( q \) \((q \geq 1)\) with integer coefficients. Then the \( M \)-dimensional sequence
\[
\left( \frac{p(n)\theta_1}{\ldots}, \frac{p(n)\theta_M}{\ldots} \right)
\]
is equidistributed in \( C_M \).

Proof. By the sufficiency part of Weyl’s criterion, it suffices to show that, for every set of integers \( k_1, \ldots, k_M \), not all zero,
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \exp \left( 2\pi i (k_1p(n)\theta_1 + \cdots + k_M p(n)\theta_M) \right) = 0.
\]
Since the \((M + 1)\) real numbers \( 1, \theta_1, \ldots, \theta_M \) are linearly independent over the field of rational numbers, the number \( k_1\theta_1 + \cdots + k_M\theta_M \) is irrational; therefore the polynomial sequence
\[
y_n := \frac{k_1p(n)\theta_1 + \cdots + k_M p(n)\theta_M}{\ldots}
\]
is equidistributed in \( C_1 \). Using the necessity part of the one-dimensional version of Weyl’s criterion, we see that equation (4.1) is true. □

5. A SUFFICIENT CONDITION

Theorem 5.1. Let \( K \) be a subset of \( \mathbb{Z}_+ \). In order that \( K \) induce S.P.D. on \( S^1 \), it is sufficient that for every \( N \geq 2 \) and every \( j = 0, 1, \ldots, N-1 \) the set \( \overline{K} \cap \mathbb{Z}_N^j \) have the Kronecker approximation property.

Proof. Let \((N + 1)\) distinct real numbers \( \theta_0, \theta_1, \ldots, \theta_N \) in \((0, 1]\) be given. We will show that the \((N + 1)\) functions
\[
u \mapsto \exp(2\pi i \theta_j u), \quad j = 0, 1, \ldots, N,
\]
are linearly independent on the set \( \overline{K} \) over the field of real numbers. Equivalently, assume that there are \((N + 1)\) real numbers \( c_j \) \((j = 0, 1, \ldots, N)\) such that
\[
\Phi(k) := \sum_{j=0}^{N} c_j \exp(2\pi i k \theta_j) = 0, \quad k \in \overline{K}.
\]
We show that \( c_0 = c_1 = \cdots = c_N = 0 \). Rotating the unit circle if necessary, we can assume \( \theta_0 = 1 \). Recall that the set of real numbers is a vector space over the field of rational numbers. Consider the \((N + 1)\) real numbers \( \theta_0, \theta_1, \ldots, \theta_N \) as vectors in this space, and assume that they span a subspace \( \Theta \) of dimension \((M + 1)\) \((0 \leq M \leq N)\). We need to discuss three cases for \( M \): (i) \( M = 0 \); (ii) \( M = N \); (iii) \( 0 < M < N \).
Case (i). In this case, all the numbers \( \theta_0, \theta_1, \ldots, \theta_N \) are rational, which is a case covered by Theorem 3.5. Note that the Kronecker approximation property is not needed there.

Case (ii). When \( M = N \), the numbers \( 1, \theta_1, \ldots, \theta_N \) are linearly independent over the field of rational numbers. The set \( \mathbb{K} \) has the Kronecker approximation property. Therefore for each \( n \)-tuple \( \left( \tau_1, \ldots, \tau_N \right) \in C_N \), there is a sequence \( \{k_\gamma\} \subset \mathbb{K} \), such that \( \lim_{\gamma \to \infty} \frac{\{k_\gamma \theta_j\}}{k_\gamma} = \tau_j \) (1 \( \leq j \leq N \)). This implies that

\[
c_0 + \sum_{j=1}^{N} c_j \exp(2\pi i \tau_j) = \lim_{\gamma \to \infty} \left( c_0 + \sum_{j=1}^{N} c_j \exp(2\pi i \cdot \frac{\{k_\gamma \theta_j\}}{k_\gamma}) \right)
\]

\[
= \lim_{\gamma \to \infty} \left( c_0 + \sum_{j=1}^{N} c_j \exp(2\pi i k_\gamma \theta_j) \right) = 0.
\]

Since the \((N + 1)\) functions defined on \( C_N \),

\[
(\tau_1, \ldots, \tau_N) \mapsto 1, \quad (\tau_1, \ldots, \tau_N) \mapsto \exp(2\pi i \tau_j), \quad j = 1, \ldots, N,
\]

are linearly independent on \( C_M \) over the field of real numbers, we conclude that all the \( c_j \)'s are zero.

Case (iii). By reordering the set \( \{1, \theta_1, \ldots, \theta_N\} \), we may assume that \( 1, \theta_1, \ldots, \theta_M \) form a basis for the subspace \( \Theta \), and we express \( \theta_{M+1}, \ldots, \theta_N \) in linear combinations of \( 1, \theta_1, \ldots, \theta_M \) with rational coefficients. We also adapt the equivalent relation “\( \equiv \)” on the set \( \{\theta_j, j = 0, 1, \ldots, N\} : \theta_i \equiv \theta_j \) if and only if \( \theta_i - \theta_j \) is rational. Since \( 1, \theta_1, \ldots, \theta_M \) are linearly independent over the field of rational numbers, each of them represents a distinctive equivalence class. Let us assume that there is a total of \( L \) (\( L \geq M + 1 \)) equivalence classes. Each element of the set \( \{\theta_{M+1}, \ldots, \theta_N\} \) is in exactly one of the \( L \) equivalence classes. Reordering the elements of the set \( \{\theta_{M+1}, \ldots, \theta_N\} \) while necessary, we can designate \( L + 1 \) natural numbers \( E_0, E_1, \ldots, E_L \), \( M + 1 = E_0 \leq E_1 \leq \cdots \leq E_L = N + 1 \) so that for each \( n \) (\( 0 \leq n \leq L - 1 \)), all the numbers in the set \( \{\theta_j : E_n \leq j < E_{n+1}\} \) belong to the same equivalence class. If \( E_n = E_{n+1} \) for some \( n \) (\( 0 \leq n \leq L - 1 \)), then we consider the set \( \{\theta_j : E_n \leq j < E_{n+1}\} \) empty. Therefore we may write the numbers of the set \( \{\theta_{M+1}, \ldots, \theta_N\} \) in the following forms:

\[
\theta_j = p_j/q_j + \theta_n, \quad \text{if} \quad E_n \leq j < E_{n+1} \quad (0 \leq n \leq M),
\]

\[
\theta_j = p_j/q_j + \sum_{s=1}^{M} r_{sn} \theta_s, \quad \text{if} \quad E_n \leq j < E_{n+1} \quad (M + 1 \leq n \leq L - 1).
\]

Here \( p_j, q_j \) (\( q_j \neq 0 \)) (\( M + 1 \leq j \leq N \)) are integers, and \( r_{sn} \) (\( 1 \leq s \leq M, \ M + 1 \leq n \leq L - 1 \)) are rational numbers. Furthermore, as \( M \)-dimensional vectors in \( \mathbb{R}^M \), the following are all distinct:

\[
(0, \ldots, 0), (1, 0, \ldots, 0), \ldots, (0, 0, \ldots, 1), (r_{1n}, \ldots, r_{Mn}) \quad (M + 1 \leq n \leq L - 1).
\]
Using equation (5.1), we write

\[ \Phi(k) = c_0 + \sum_{j=1}^{M} c_j \exp(2\pi ik\theta_j) \]

\[ + \sum_{n=0}^{L-1} \sum_{j=E_n}^{E_{n+1}-1} c_j \exp(2\pi ik\theta_j) \]

\[ = c_0 + \sum_{j=1}^{M} c_j \exp(2\pi ik\theta_j) \]

\[ + \sum_{n=0}^{M} \sum_{j=E_n}^{E_{n+1}-1} c_j \exp\left(2\pi i k (\theta_n + \frac{p_j}{q_j})\right) \]

\[ + \sum_{n=M+1}^{L-1} \sum_{j=E_n}^{E_{n+1}-1} c_j \exp\left(2\pi i k \left(\sum_{s=1}^{M} r_{sn} \theta_s + \frac{p_j}{q_j}\right)\right) \]

\( (5.2) \)

\[ = c_0 + \sum_{j=1}^{M} c_j \exp(2\pi ik\theta_j) \]

\[ + \sum_{n=0}^{M} \left[ \sum_{j=E_n}^{E_{n+1}-1} c_j \exp\left(2\pi i k \frac{p_j}{q_j}\right) \right] \cdot \exp\left(2\pi i k \theta_n\right) \]

\[ + \sum_{n=M+1}^{L-1} \left[ \sum_{j=E_n}^{E_{n+1}-1} c_j \exp\left(2\pi i k \frac{p_j}{q_j}\right) \right] \cdot \exp\left(2\pi i k \sum_{s=1}^{M} r_{sn} \theta_s\right) \]

\[ = \sum_{n=0}^{M} \left[ c_n + \sum_{j=E_n}^{E_{n+1}-1} c_j \exp\left(2\pi i k \frac{p_j}{q_j}\right) \right] \cdot \exp\left(2\pi i k \theta_n\right) \]

\[ + \sum_{n=M+1}^{L-1} \left[ \sum_{j=E_n}^{E_{n+1}-1} c_j \exp\left(2\pi i k \frac{p_j}{q_j}\right) \right] \cdot \exp\left(2\pi i k \sum_{s=1}^{M} r_{sn} \theta_s\right). \]

Let \( Q := \text{lcm}\{q_{M+1}, \ldots, q_N\} \). By the hypothesis, for each \( l \ (0 \leq l \leq Q - 1) \), the set \( \mathcal{K} \cap \mathbb{Z}_Q^l \) has the Kronecker approximation property. Since the \((M+1)\) numbers \( 1, \theta_1, \ldots, \theta_M \) are linearly independent over the field of rational numbers, for each \((\tau_1, \ldots, \tau_M) \in \mathbb{C}_M\), there is a sequence

\[ \{k_{\gamma}\}_{\gamma=1}^{\infty} \subset \mathcal{K} \cap \mathbb{Z}_Q^l, \]

such that

\[ \lim_{\gamma \to \infty} \frac{k_{\gamma} \theta_j}{k_{\gamma}} = \tau_j, \quad j = 1, 2, \ldots, M. \]

Our intention is to take the limit in equation (5.2). However, the existence of \( \lim_{\gamma \to \infty} \Phi(k_{\gamma}) \) as in the present form is uncertain. On one hand, we have for each fixed \( j \ (M + 1 \leq j \leq N) \) and all \( k_{\gamma} \),

\[ \exp\left(2\pi i k_{\gamma} \cdot \left(p_j/q_j\right)\right) = \exp\left(2\pi i \cdot \left(p_j/q_j\right)\right). \]
On the other hand, the sequence \( \exp\left(2\pi ik\sum_{s=1}^{M} r_s \theta_s \right) \) may not have a limit as \( \gamma \to \infty \). To circumvent the difficulty, we write

\[
\exp\left(2\pi i \sum_{s=1}^{M} r_s \theta_s \right) = \exp\left(2\pi i \left( \sum_{s=1}^{M} r_s \left( \lfloor k_\gamma \theta_s \rfloor + \frac{k_\gamma \theta_s}{\gamma} \right) \right) \right) = \exp\left(2\pi i \sum_{s=1}^{M} r_s \theta_s \right) \cdot \exp\left(2\pi i \sum_{s=1}^{M} r_s \frac{k_\gamma \theta_s}{\gamma} \right).
\]

We see that for each \( n \) \(( M + 1 \leq n \leq N)\), the set consisting of the numbers \( \exp\left(2\pi i \sum_{s=1}^{M} r_s \lfloor k_\gamma \theta_s \rfloor \right), \gamma = 1, \ldots, \infty \), is finite. Therefore we can repeatedly apply the Pigeon Hole Principle to pick infinitely many \( k_\gamma \mu \in \{k_\gamma \ldots, \infty \} \) so that for each \( n \) \(( M + 1 \leq n \leq N)\), there is a fixed rational number \( R_n \), such that

\[
\exp\left(2\pi i \sum_{s=1}^{M} r_s \lfloor k_\gamma \mu \theta_s \rfloor \right) = \exp\left(2\pi i R_n\right)
\]

for all \( k_\gamma \mu \). Hence, setting \( k = k_\gamma \mu \) in equation (5.2) and letting \( \mu \to \infty \), we have

\[
\lim_{\mu \to \infty} \Phi(k_\gamma \mu) = 0 = [c_0 + \sum_{j=0}^{E_0} c_j \exp\left(2\pi i p_j \right)]
\]

\[
+ \sum_{n=1}^{M} \left[ c_n + \sum_{j=E_n}^{E_{n+1}-1} c_j \exp\left(2\pi i p_j \right) \right] \cdot \exp\left(2\pi i \tau_n\right)
\]

\[
+ \sum_{n=M+1}^{L-1} \left[ \sum_{j=E_n}^{E_{n+1}-1} c_j \exp\left(2\pi i p_j \right) \right] \cdot \exp\left(2\pi i R_n\right) \cdot \exp\left(2\pi i \sum_{s=1}^{M} r_s \tau_s \right).
\]

Consider the \( L \) functions \( g_0, \ldots, g_{L-1} \) defined on \( C_M \),

(5.3) \( g_n : \tau := (\tau_1, \ldots, \tau_M) \mapsto \exp(2\pi i \tau n) \),

where \( \omega_0 = (0, \ldots, 0), \omega_1 = (1, 0, \ldots, 0), \ldots, \omega_M = (0, 0, \ldots, 1) \), and \( \omega_n = (r_{1n}, \ldots, r_{Mn}) \) for \( n \) with \( M + 1 \leq n \leq L - 1 \). Since the \( L \) functions as shown in equation (5.3) are linearly independent on \( C_M \) over the field of complex numbers, we have, for each \( n = 0, 1, \ldots, M \),

(5.4a) \( c_n + \sum_{j=E_n}^{E_{n+1}-1} c_j \exp\left(2\pi i p_j \right) = 0 \).
and for each \( n = M + 1, \ldots, L - 1 \),

\[
(5.4b) \quad \sum_{j=E_n}^{E_{n+1}-1} c_j \exp\left(\frac{2\pi il}{q_j}\right) = 0.
\]

Note that for each \( n = 0, 1, \ldots, M \), the rational numbers \( 1, p_j/q_j \ (E_n \leq j < E_{n+1} - 1) \) are all distinct, and for each \( n = M + 1, \ldots, L - 1 \), the rational numbers \( p_j/q_j \ (E_n \leq j < E_{n+1} - 1) \) are also distinct. Also note that equations (5.4a) and (5.4b) hold true for all \( l = 0, 1, \ldots, Q - 1 \). Therefore we can use Lemma 3.4 to conclude that all the \( c_j \)'s are zero. \( \square \)

**Corollary 5.2.** For each fixed \( M \in \mathbb{N}, M \geq 2 \), let

\[
K := \{kM + j : 0 \leq j \leq \lfloor \frac{M}{2} \rfloor, \ k \in \mathbb{N}\}.
\]

Then \( K \) induces S.P.D. on \( S^1 \).

**Proof.** By Theorem 5.1, it suffices to prove that for each fixed \( N \in \mathbb{N} \ (N \geq 2) \) and each fixed \( j \ (0 \leq j \leq N - 1) \), the set \( \overline{K} \cap Z^j_N \) has the Kronecker approximation property. In fact, if \( j \equiv i \pmod{M} \) for \( 0 \leq i \leq \lfloor \frac{M}{2} \rfloor \), i.e., there is an \( s \in \mathbb{Z} \) such that \( j = sM + i \), then for each \( k \in \mathbb{N} \), the natural number \( kMN + j \in \mathbb{Z}_N \). Writing \( kMN + j = kMN + sM + i = (kN + s)M + i \), we see that \( kMN + j \in K \). Therefore \( kMN + j \in \overline{K} \cap Z^j_N \). For the fixed \( M, N \) and \( j \), the set \( \{kMN + j : k \in \mathbb{N}\} \) has the Kronecker approximation property by Theorem 4.2. If \( j \equiv i \pmod{M} \) for \( \lfloor \frac{M}{2} \rfloor < i \leq N - 1 \), then for each \( k \in K \), \( -kMN + j \in \mathbb{Z}_N \). Writing \( -kMN + j = -kMN + sM + i = -(kN - s - 1)M + (M - i) \), we see that \( -kMN + j \in K \). Therefore \( -kMN + j \in \overline{K} \cap Z^j_N \). Again, for the fixed \( M, N \) and \( j \), the set \( \{-kMN + j : k \in \mathbb{N}\} \) has the Kronecker approximation property. \( \square \)

Some special cases of Corollary 5.2 have been proved by Ron and Sun \([RS2]\). For instance, they show that the set \( \{3k, 3k + 1 : k \in \mathbb{N}\} \) induces S.P.D. on \( S^1 \). Using Theorem 4.2 and Theorem 5.1, we can construct subsets of \( \mathbb{Z}_+ \) of “polynomial growth” that induce S.P.D. on \( S^1 \). For instance, one can start with a polynomial \( P \) of degree no less than one with integer coefficients and make a subset \( \Gamma \) of \( \mathbb{Z} \) in the form \( \Gamma := \{P^k(n) + k : n \in \mathbb{N}; \ 0 \leq k \leq n - 1\} \). One shows that for every positive integer \( N \geq 2 \) and every \( j = 0, 1, \ldots, N - 1 \), the set \( \Gamma \cap Z^j_N \) has the Kronecker approximation property, and therefore, the set \( \Gamma \cap \mathbb{Z}_+ \) induces S.P.D. on \( S^1 \).

There is a gap between our sufficient condition (Theorem 5.1) and the necessary condition (Corollary 3.6). The necessary condition requires that the set \( \overline{K} \) be ubiquitous, which, by Proposition 3.2, means that for every positive integer \( N \geq 2 \) and every \( j = 0, 1, \ldots, N - 1 \), the set \( \overline{K} \cap Z^j_N \) is infinite. The sufficient condition, however, needs each set \( \overline{K} \cap Z^j_N \) to have the Kronecker approximation property.

There are abundant examples in the literature that show that infinite subsets of \( \mathbb{Z}_+ \) do not have the Kronecker approximation property. An interesting example was given by Polya and Szego \([PS\); Part 2, Problem 171\]: the sequence \( n!e - \lfloor n!e \rfloor \) has only one accumulation point: zero. From another perspective, we do not see that Theorem 5.1 implies the known result that every subset of \( \mathbb{Z}_+ \) that contains arbitrarily long strings of consecutive odd integers as well as consecutive even ones induce S.P.D. on \( S^1 \); see \([RSI]\). This may suggest that some algebraic methods are needed in order to fully characterize strictly positive definite functions on \( S^1 \).
Despite repeated failures, the author is still motivated to show that $\tilde{K}$ ubiquitous is sufficient for $K$ to induce S.P.D. on $S^1$.
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