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Abstract. Smale’s analysis of Newton’s iteration function induce a lower bound on the gap between two distinct zeros of a given complex-valued analytic function $f(z)$. In this paper we make use of a fundamental family of iteration functions $B_m(z)$, $m \geq 2$, to derive an infinite family of lower bounds on the above gap. However, even for $m = 2$, where $B_2(z)$ coincides with Newton’s, our lower bound is more than twice as good as Smale’s bound or its improved version given by Blum, Cucker, Shub, and Smale. When $f(z)$ is a complex polynomial of degree $n$, for small $m$ the corresponding bound is computable in $O(n \log n)$ arithmetic operations. For quadratic polynomials, as $m$ increases the lower bounds converge to the actual gap. We show how to use these bounds to compute lower bounds on the distance between an arbitrary point and the nearest root of $f(z)$. In particular, using the latter result, we show that, given a complex polynomial $f(z) = a_nz^n + \cdots + a_0$, $a_na_0 \neq 0$, for each $m \geq 2$ we can compute upper and lower bounds $U_m$ and $L_m$ such that the roots of $f(z)$ lie in the annulus \{ $z$ : $L_m \leq |z| \leq U_m$ \}. In particular, $L_2 = \frac{1}{2} \max \{|a_k/a_0|^{1/k} : k = 1, \ldots, n\}$, $U_2 = 2 \max \{|a_{n-k}/a_n|^{1/k} : k = 1, \ldots, n\}$; and $L_3 = [(\sqrt{5} - 1)/2] \max \{|(a_{n-1}a_{n-1} - a_0a_k)/|a_2|^{1/k} : k = 2, \ldots, n + 1\}$, $U_3 = [(\sqrt{5} + 1)/2] \max \{|(a_{n-1}a_{n-k+1} - a_na_{n-k})/|a_n|^{1/k} : k = 2, \ldots, n + 1\}$, where $a_{-1} = a_{n+1} = 0$. An application of the latter bounds is within Weyl’s classical quad-tree algorithm for computing all roots of a given complex polynomial.

1. Introduction

Let $f(z)$ be a complex-valued function analytic everywhere on the complex plane. For a complex number $c = a + ib$, its modulus is denoted by $|c| = \sqrt{a^2 + b^2}$. Consider Newton’s iteration function

$$N(z) = z - \frac{f(z)}{f'(z)}.$$ (1.1)

Define

$$\gamma(z) = \sup \left\{ \left\{ \frac{f^{(k)}(z)}{f'(z)k!} \right\}^{1/(k-1)} : k \geq 2 \right\}.$$ (1.2)
From Smale’s analysis of the one-point theory for Newton’s method the following theorem is deducible:

**Theorem 1.1** (Smale [23]). If $\xi, \xi'$ are distinct zeros of $f$, $\xi$ a simple zero, then they are separated by a distance

\[(1.3) \quad |\xi - \xi'| \geq \frac{3 - \sqrt{7}}{2\gamma(\xi)} \approx \frac{177}{\gamma(\xi)}.
\]

The following stronger lower bound is given in Blum et al. [1] (Corollary 1, page 158):

\[(1.4) \quad |\xi - \xi'| \geq \frac{5 - \sqrt{17}}{4\gamma(\xi)} \approx \frac{219}{\gamma(\xi)}.
\]

Such theorems are referred as separation theorems. Dedieu [2] gives separation theorems for systems of complex polynomials and in particular polynomials in one complex variable.

In this paper we will derive a family of lower bounds indexed by an integer $m \geq 2$ on the gap of Theorem 1.1 which in particular when $m = 2$ improves (1.3) as well as (1.4) by replacing their lower bounds with $1/(2\gamma(\xi))$, which is more than twice as good. Our results make use of a fundamental family of iteration functions, called the basic family, $\{B_m(z), m = 2, \ldots \}$. The order of convergence of each $B_m(z)$ to a simple root of $f(z)$ is $m$. Moreover, $B_2(z)$ coincides with Newton’s iteration function.

The paper is organized as follows: In Section 2, we describe the basic family and its significant relevant properties for complex polynomials. We then extend these to the case of analytic functions. In Section 3, we make use of the basic family to derive lower bounds on the distance from a simple zero of $f(z)$ to its nearest distinct zero. In Section 4, we make use of the preceding lower bounds to obtain lower bounds on the distance between an arbitrary point and the nearest root of $f$. In particular, using the latter result, we show that, given a complex polynomial $f$, for each $m \geq 2$ we can compute an annulus containing the roots. In Section 5, we consider the application of the bounds on the modulus of roots within Weyl’s algorithm. We conclude the paper in Section 6.

### 2. The basic family

Assume that $f(z)$ is a complex polynomial of degree $n$. Define $D_0(z) = 1$, and for each $m \geq 1$, let

\[(2.1) \quad D_m(z) = \text{det} \begin{pmatrix} f'(z) & f''(z) & \cdots & f^{(m-1)}(z) & f^{(m)}(z) \\ f(z) & f'(z) & \cdots & f^{(m-1)}(z) & f^{(m)}(z) \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & f(z) & \cdots & f^{(m-1)}(z) & f^{(m)}(z) \\ 0 & 0 & \cdots & 0 & f^{(m)}(z) \end{pmatrix},
\]
where det denotes determinant. Also, given any \( m \geq 1 \), for each \( k \geq (m + 1) \) define

\[
\begin{pmatrix}
\frac{f''(z)}{2!} & \frac{f'''(z)}{3!} & \ldots & \frac{f^{(m)}(z)}{(m)!} & \frac{f^{(k)}(z)}{k!} \\
\hat{f}'(z) & \frac{f''(z)}{2!} & \ldots & \frac{f^{(m-1)}(z)}{(m-1)!} & \frac{f^{(k-1)}(z)}{(k-1)!} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & f'(z) & \frac{f^{(k-m+2)}(z)}{(k-m+2)!} \\
\end{pmatrix}
\]

(2.2) \( \hat{D}_{m,k}(z) = \text{det} \)

Note that for \( k \geq m + n \), \( \hat{D}_{m,k}(z) \) is identically zero. The following theorem is a consequence of results proved in Kalantari et al. [7] and Kalantari [9]. The main result of this paper makes use of the generalization of Theorem 2.1, stated for consequence of results proved in Kalantari et al. [7] and Kalantari [9]. The main result of this paper makes use of the generalization of Theorem 2.1, stated for complex polynomials, to arbitrary analytic functions (Theorem 2.2).

**Theorem 2.1.** Assume that \( f(z) \) is a complex polynomial of degree \( n \). For each \( m \geq 2 \), define

(2.3) \( B_m(z) = z - f(z) \frac{D_{m-2}(z)}{D_{m-1}(z)} \).

Let \( \xi \) be a simple root of \( f(z) \). Then

(2.4) \( B_m(z) = \xi + \sum_{k=m}^{m+n-2} (-1)^m \frac{\hat{D}_{m-1,k}(z)}{D_{m-1}(z)} (\xi - z)^k \).

In particular, there exists \( r > 0 \) such that given any \( z_0 \in N_r(\xi) = \{ z : |z - \xi| \leq r \} \), the fixed-point iteration

(2.5) \( z_{i+1} = B_m(z_i), \quad i = 1, 2, \ldots \),

is well-defined and it converges to \( \xi \) having order \( m \). Specifically,

(2.6) \( \lim_{m \to \infty} \frac{(\xi - z_{i+1})^{m-1}}{(\xi - z_i)^m} = (-1)^{m-1} \frac{\hat{D}_{m-1,m}(\xi)}{D_{m-1}(\xi)} = (-1)^{m-1} \frac{\hat{D}_{m-1,m}(\xi)}{p'(\xi)^{m-1}} \).

The family of iteration functions \( \{ B_m(z) \}_{m=2}^{\infty} \) was derived in [7] and is called the basic family. Theorem 2.1 in particular gives the order of convergence of each \( B_m \), and its asymptotic error constant. The first member, \( B_2(z) \), is simply Newton’s iteration function. The next member, \( B_3(z) \), is credited to the astronomer Edmund Halley [3]. For the history, variations, and other interesting facts about Halley’s method, see Scavo and Thoo [20], Traub [24], Ypma [26], and Kalantari [11]. In particular, Halley’s method, which according to Traub [24] is the most rediscovered iteration function after Newton’s, inspired the celebrated Taylor’s theorem (see [20]).

Other individual members of the basic family have been rediscovered by several authors through different means. An earliest derivation of the basic family goes back to Schröder [21] (see its English translation by Stewart [21]). The basic family is sometimes also called König’s family, see e.g. Vrscay and Gilbert [25]. What is often known in the literature as the Schröder and sometimes the Euler-Schröder family happens to be a second family of iteration functions; see, e.g., [4], [5], [22], [24]. A simple derivation of this latter family is given in Kalantari et al. [7] and [9].

Kalantari et al. [7] derive the basic family completely algebraically. This derivation reveals many interesting minimality and uniqueness properties of the basic
family, in particular the important expansion given in (2.4). More generally, a non-trivial determinantal generalization of Taylor’s theorem in Kalantari [9] gives a more general development of the basic family and its multipoint version. Each member $B_m$ of the basic family blossoms into $m$ iteration functions, $B_m^{(1)} = B_m, \ldots, B_m^{(m)}$, where $B_m^{(k)}$ is a $k$-point iteration function. The order of convergence of these iteration functions is derived in [8]. A simple development of the basic family for square and cube roots is given in [6]. For some other properties of the basic family see Kalantari and Gerlach [12], and Kalantari and Jin [16]. An application of the basic family in deriving new formulas for approximation of $\pi$ is given in [13]. Finally, [17] describes some visualization techniques using the basic family and its educational/artistic applications.

We will now proceed by proving a more general version of Theorem 2.1.

**Theorem 2.2.** Let $f(z)$ be a complex-valued function analytic over the entire complex plane. For each $m \geq 2$, define $B_m(z)$ as in (2.3). Then if $\xi$ is a simple root of $f(z)$, $B_m(z)$ satisfies the expansion

\begin{equation}
B_m(z) = \xi + \sum_{k=m}^{\infty} (-1)^m \frac{D_m-1,k(z)}{D_m-1(z)} (\xi - z)^k.
\end{equation}

**Sketch of Proof.** Since $f(z)$ is analytic and $\xi$ a root from Taylor’s theorem, we have

\begin{equation}
0 = f(\xi) = \sum_{k=0}^{\infty} \frac{f^{(k)}(\xi)}{k!} (\xi - z)^k.
\end{equation}

Adding and subtracting the quantity $z - f(z) = \xi - (\xi - z) - f(z)$ to both sides of (2.8), we get

\begin{equation}
B_1(z) \equiv z - f(z) = \xi + \frac{f'(z)}{2!} (\xi - z)^2 + \sum_{k=2}^{\infty} \frac{f^{(k)}(z)}{k!} f'(z) (\xi - z)^k.
\end{equation}

From (2.8) one can also easily obtain the following expansion for Newton’s iteration, which coincides with (2.7) for $m = 2$:

\begin{equation}
B_2(z) \equiv z - \frac{f(z)}{f'(z)} = \xi + \sum_{k=2}^{\infty} \frac{f^{(k)}(z)}{k! f'(z)} (\xi - z)^k.
\end{equation}

Subtracting (2.10) from (2.9), we get

\begin{equation}
B_1(z) - B_2(z) = -f(z) + \frac{f(z)}{f'(z)}
\end{equation}

\begin{equation}
= (f'(z) - 1)(\xi - z) + \sum_{k=2}^{\infty} \frac{(f'(z) - 1)f^{(k)}(z)}{k! f'(z)} (\xi - z)^k.
\end{equation}

Multiplying (2.8) by $-(f'(z) - 1)(\xi - z)$, and (2.11) by $f(z)$ and then adding the results, we get

\begin{equation}
f(z)(B_1(z) - B_2(z)) = f(z)^2 \frac{(1 - f'(z))}{f'(z)} = \sum_{k=2}^{\infty} u_k(z) (\xi - z)^k,
\end{equation}

where for $k \geq 2$

\begin{equation}
u_k(z) = (f'(z) - 1) \frac{f(z) f^{(k)}(z)}{k! f'(z)} - \frac{f^{(k-1)}(z)}{(k-1)!}.
\end{equation}
Multiplying \((3.1)\) by
\[
\frac{f''(z)}{2f'(z)} \frac{1}{u_2(z)} = -\frac{f''(z)}{(1 - f'(z))(2f'(z)^2 - f(z)f''(z))}
\]
and adding the results to \((2.10)\) and simplifying, we get a new iteration function:
\[
B_3(z) \equiv z - \frac{f(z)}{f'(z)} - \frac{f(z)^2f''(z)}{f'(z)(2f'(z)^2 - f(z)f''(z))}
\]
\[
= z - f(z) \frac{f'(z)}{f'(z)^2 - f(z)f''(z)} = z - f(z) \frac{D_1(z)}{D_2(z)}.
\]

The corresponding expansion for \(B_3(z)\) becomes
\[
B_3(z) = \xi - \sum_{k=3}^\infty \frac{f^{(k)}(z)}{k!} \left( \frac{f''(z)}{2f'(z)} \frac{u_k(z)}{u_2(z)} \right) (\xi - z)^k
\]
\[
= \xi - \sum_{k=3}^\infty \left[ \frac{f^{(k)}(z)f'(z)}{k!} - \frac{f''(z)f^{(k-1)}(z)}{2(k-1)!} \right] \sum_{k=3}^{\infty} \frac{D_{2,k}(z)}{D_2(z)} (\xi - z)^k.
\]

This proves the theorem for \(m = 3\) since it coincides with \((3.7)\).

In general we can recursively obtain \(B_{m+1}(z)\) and its corresponding expansion, given \(B_m(z)\), \(B_{m-1}(z)\) and their expansions in the same way that we obtained \(B_3(z)\) from \(B_2(z)\) and \(B_1(z)\). The fact that this process is well-defined, together with the claimed expansion, has already been proved for polynomials in Kalantari et al. [7] and Kalantari [9]. We thus do not give a complete proof, which would just replace polynomials with analytic functions.

3. APPLICATION OF THE BASIC FAMILY IN DERIVING SEPARATION THEOREMS

In this section we will make use of the basic family and Theorem 2.2 to derive a family of lower bounds on the distance from a given zero of \(f(z)\) to its nearest distinct zero. Define
\[
\gamma_m(z) = \sup \left\{ \frac{D_{m-1,k}(z)}{D_{m-1}(z)}^{1/(k-1)} : k \geq m \right\}.
\]

The following is a key result.

**Proposition 3.1.** Assume \(\xi\) is a simple root of \(f(z)\) and let \(u = |z - \xi|\gamma_m(z)\). If \(u < 1\), then
\[
|B_m(z) - \xi| \leq \frac{u^{m-1}}{1 - u} |\xi - z| = \gamma_{m-1}(z) |\xi - z|^{m-1}.
\]

**Proof.** From the definition of \(\gamma_m(z)\) and from the expansion formula \((2.4)\) for \(B_m(z)\) in Theorem 2.2 we have
\[
|B_m(z) - \xi| \leq \sum_{k=m}^{\infty} \gamma_m(z)^{k-1} |\xi - z|^k = |\xi - z| \sum_{k=m}^{\infty} u^{k-1}.
\]
Since $u < 1$,

$$\sum_{k=m}^{\infty} u^{k-1} = u^{-1} \sum_{k=0}^{\infty} u^{k} = \frac{u^{m-1}}{(1-u)}.$$  

Thus we get

$$|B_m(z) - \xi| \leq \frac{u^{m-1}}{(1-u)} |\xi - z| = \frac{\gamma_m^{-1}(z)|\xi - z|^m}{(1-u)}.$$  

Hence the proof. □

**Theorem 3.2.** If $\xi, \xi'$ are zeros of $f$, $\xi$ a simple zero, then they are separated by a distance

$$|\xi - \xi'| \geq \frac{r_m}{\gamma_m(\xi)}.$$  

where $r_m \in [1/2,1)$ is the unique positive root of the polynomial $t^{m-1} + t - 1$. In particular, if $m = 2$, then $r_m = 1/2$; $\gamma_m(\xi)$ coincides with $\gamma(\xi)$ (see [12]), and we get

$$|\xi - \xi'| \geq \frac{1}{2\gamma(\xi)}.$$  

**Proof.** The polynomial $q(t) = t^{m-1} + t - 1$ has a unique positive root $r_m < 1$. The existence, uniqueness, and bound follow from the inequalities $q(0) < 0$, $q(1) > 1$, and the fact that since $q'(t) > 0$, $q(t)$ is monotonically increasing for positive $t$.

Since $r_m < 1$, if $u = \gamma_m(\xi)|\xi' - \xi| \geq 1$, then the lower bound in the statement is already satisfied. So assume that $u = \gamma_m(\xi)|\xi' - \xi| < 1$. Note that since $\xi'$ is a root of $f$, we have $D_m(\xi') = f'(\xi')^m$. Thus, whether or not $\xi'$ is a simple root of $f$, it is a fixed-point of $B_m$ since we have

$$B_m(\xi') = \xi' - f(\xi') \frac{f'(\xi')^{m-2}}{f'(\xi')} = f(\xi') - f(\xi') = \xi'.$$

Then, substituting $\xi'$ for $z$ in Proposition 3.1 since $\xi'$ is a fixed point of $B_m(z)$ we get

$$|B_m(\xi') - \xi| = |\xi' - \xi| \leq \frac{u^{m-1}}{(1-u)} |\xi' - \xi|.$$  

Dividing the above by $|\xi' - \xi|$ yields $u^{m-1} \geq 1 - u$. Equivalently, $q(u) = u^{m-1} + u - 1 \geq 0$. Thus we must have

$$u = \gamma_m(\xi)|\xi - \xi'| \geq r_m.$$  

Equivalently,

$$|\xi - \xi'| \geq \frac{r_m}{\gamma_m(\xi)}.$$  

In particular, if $m = 2$, then $r_2 = 1/2$, and we get

$$|\xi - \xi'| \geq \frac{1}{2\gamma(\xi)} = \frac{1}{2\gamma(\xi)}.$$  

Hence the proof. □

**Remark 1.** For polynomials of degree $n$ and small values of $m$, given $\xi$, the quantity $\gamma_m(\xi)$ is computable within the same complexity as the normalized derivatives of $f(z)$, which can be done in $O(n \log n)$ (see Pan [19]).
Remark 2. For \( m = 2 \) our lower bound is more than twice as good as Smale’s lower bound \((1.3)\) as well as the Blum et al. bound \((1.4)\). It should be mentioned that these bounds are auxiliary results obtained within the context of the analysis of Smale’s one-point theory on Newton’s method (see Smale \cite{23} or Blum et al. \cite{1}). That analysis required a more conservative expansion formula for Newton’s iteration function than the expansion given as \((2.10)\) here. In \cite{18} we will make use of Smale’s analysis and some of the results proved in this paper to give a generalization of Smale’s one-point theory for the entire basic family.

Example 1. We now examine the quality of our lower bound for a simple example. We will consider \( f(z) = z^2 - 1 \). More generally, we could consider \( z^2 - \xi^2 \) (or in fact an arbitrary quadratic polynomial), but the results will be analogous to the case of \( z^2 - 1 \). Then \( \xi = 1, \xi' = -1 \). Then \( f'(\xi) = 2, f''(\xi)/2! = 1 \), and \( f'''(\xi) = 0 \).

For any \( m \geq 2 \) we have \( \hat{D}_{m-1,k}(\xi) = 0 \), whenever \( k > m \). Thus \((3.1)\) implies

\[
\gamma_m(\xi) = \left( \frac{\hat{D}_{m-1,m}(\xi)}{D_{m-1}(\xi)} \right)^{1/(m-1)}.
\]

But it is easy to see that \( D_{m-1}(\xi) = f'(\xi)^{m-1} = 2^{m-1} \), and \( \hat{D}_{m-1,m}(\xi) = 1 \). Thus, \( \gamma_m(\xi) = 1/2 \), and according to Theorem 3.2

\[
|\xi - \xi'| \geq 2r_m.
\]

When \( m = 2 \) we have \( r_m = 1/2 \), and thus the lower bound is only 1. When \( m = 3 \), \( r_m \) is the positive root of \( u^2 + u - 1 \), i.e., the lower bound is \( \sqrt{5} - 1 \). As \( m \) goes to infinity, \( r_m \) converges to 1 and hence the lower bounds converge to the actual gap, namely 2.

Remark 3. Estimation of the quantity \( \gamma_m(\xi) \) (see \((3.1)\)) for \( m \) large and for a general polynomial or analytic function can be cumbersome. For this reason we may consider an estimate of this quantity which can be computed efficiently. If for each \( k \) we have an upper bound \( M_k \) on the modulus of column \( k \) of the matrix corresponding to \( \hat{D}_{m-1,k}(\xi) \), then from Hadamard’s bound on determinants we have

\[
|\hat{D}_{m-1,k}(\xi)| \leq \prod_{k=1}^{m-1} M_k.
\]

Also \( D_{m-1}(\xi) = f'(\xi)^{m-1} \). Since \( M_k \) can easily be calculated, we see that an efficiently computable upper bound on \( \gamma_m(\xi) \) may be available.

4. ESTIMATE TO A NEAREST ZERO AND UPPER AND LOWER BOUNDS ON ZEROS

The previous section gives lower bounds on the distance between a given root of \( f(z) \) and its nearest root. In this section we show that the above results can be used to estimate the distance to the nearest zero of \( f(z) \) for an arbitrary point in the complex plane. Before doing so, let us recall the quantities \( \gamma_m(z), D_{m-1}(z), \hat{D}_{m-1,k}(z) \) defined in \((3.1), (2.4), (2.5)\), respectively. We will first represent these as two-variable functions

\[
\gamma_m(z,f), D_{m-1}(z,f), \hat{D}_{m-1,k}(z,f),
\]

to indicate that they are defined with respect to a given \( z \) and a given function \( f \).

We next prove...
Theorem 4.1. Let $z_0$ be a given complex number different than a root of $f(z)$. Let $F(z) = f(z) - z - z_0$. For a given $m \geq 2$, define

$$
\gamma_m(z, F) = \left\{ \frac{D_{m-1,k}(z, F)}{D_{m-1}(z, F)} \right\}^{1/(k-1)} : k \geq m \bigg\}.
$$

Then, if $\xi$ is any root of $f(z)$, we have

$$
|z_0 - \xi| \geq \frac{r_m}{\gamma_m(z_0, F)},
$$

where $r_m \in [1/2, 1)$ is the unique positive root of the polynomial $t^{m-1} + t - 1$. In particular, for $m = 2$, $r_m = 1/2$, we have

$$
\gamma_2(z_0, F) = \sup \left\{ \left| \frac{f(k)(z_0)}{f(z_0)k!} \right|^{1/k} : k \geq 1 \right\},
$$

and

$$
|z_0 - \xi| \geq \frac{1}{2\gamma_2(z_0, F)};
$$

and for $m = 3$, $r_m = (\sqrt{5} - 1)/2$, we have

$$
\gamma_3(z_0, F) = \max \left\{ \frac{1}{f(z_0)^2} \det \left( \begin{array}{cc}
\frac{f'(z_0)}{f(z_0)} & \frac{f^{(k)}(z_0)}{f^{(k-1)}(z_0)} \\
0 & f(z_0)
\end{array} \right) \right\}^{1/k} : k \geq 2 \bigg\},
$$

and

$$
|z_0 - \xi| \geq \frac{\sqrt{5} - 1}{2\gamma_3(z_0, F)}.
$$

Proof. The first assertion is merely the application of Theorem 3.2 to $F(z)$ at its root $z_0$. To prove the formula for $\gamma_2(z_0, F)$ requires us to verify that

$$
F^{(k)}(z_0) = kf^{(k-1)}(z_0).
$$

But this can be shown easily. This gives

$$
\gamma_2(z_0, F) = \sup \left\{ \left| \frac{F^{(k)}(z_0)}{F'(z_0)k!} \right|^{1/(k-1)} : k \geq 2 \right\} = \sup \left\{ \left| \frac{f^{(k-1)}(z_0)}{f(z_0)(k-1)!} \right|^{1/(k-1)} : k \geq 2 \right\}.
$$

Now, changing $k - 1$ to $k$, we obtain the claimed result for $\gamma_2(z_0, F)$, and hence the lower bound on the gap $|z_0 - \xi|$. For $m = 3$, $r_m$ is the positive root $t^2 + t + 1$. This is as claimed. Next we need to compute $\gamma_3(z_0, F)$. From 3.2, we have

$$
D_2(z_0, F) = \det \left( \begin{array}{cc}
\frac{f''(z_0)}{f(z_0)} & \frac{f'''(z_0)}{f''(z_0)} \\
0 & \frac{f'(z_0)}{f(z_0)}
\end{array} \right) = \det \left( \begin{array}{cc}
f(z_0) & f'(z_0) \\
0 & f(z_0)
\end{array} \right) = f(z_0)^2.
$$

For each $k \geq 3$ from 3.2 we have

$$
\tilde{D}_{m-1,k}(z_0, F) = \det \left( \begin{array}{cc}
\frac{f''(z_0)}{f'(z_0)} & \frac{f'''(z_0)}{f''(z_0)} \\
\frac{f^m(z_0)}{f(z_0)^m} & \frac{f^{(k-1)}(z_0)}{(k-1)!}
\end{array} \right) = \det \left( \begin{array}{cc}
f'(z_0) & \frac{f^{(k-1)}(z_0)}{(k-1)!} \\
f(z_0) & \frac{f^{(k-2)}(z_0)}{(k-2)!}
\end{array} \right).
$$

Next, changing $k - 1$ to $k$, we get the claimed quantity for $\gamma_3(z_0, F)$. \qed
We will now state two corollaries of the above, giving upper and lower bounds on the modulus of polynomial roots. We will refer to the first as a second-order bound since it is based on $m = 2$, and the next as third-order bound since it is based on $m = 3$. More generally, for any natural number $m \geq 2$ we can state an $m$th-order bound.

**Corollary 4.2** (Second-order lower bound). Assume that $f(z) = a_nz^n + a_{n-1}z^{n-1} + \cdots + a_0$, $a_n a_0 \neq 0$. Then the modulus of each root of $f$ is bounded from below by the quantity

$$L_2 = \frac{1}{2} \left( \max \left\{ \frac{a_k}{a_0}^{1/k} : k = 1, \ldots, n \right\} \right)^{-1}.$$

**Proof.** Let $m = 2$, set $z_0 = 0$ and apply Theorem 4.1 using that $f(0) = a_0$, $f^{(k)}(0)/k! = a_k$.

**Corollary 4.3** (Third-order lower bound). Assume that $f(z) = a_n z^n + a_{n-1} z^{n-1} + \cdots + a_0$, $a_n a_0 \neq 0$. Then the modulus of each root of $f$ is bounded below by the quantity

$$L_3 = \frac{\sqrt{5} - 1}{2} \left( \max \left\{ \left( \frac{|a_1 a_{k-1} - a_0 a_k|}{|a_0|^k} \right)^{1/k} : k = 2, \ldots, n + 1 \right\} \right)^{-1}.$$

where $a_{n+1} \equiv 0$.

**Proof.** Let $m = 3$, set $z_0 = 0$ and apply Theorem 4.1 to compute $\gamma_3(z_0, F)$. First observe that

$$\det \begin{pmatrix} f''(0) & f^{(k)}(0) \\ f'(0) & f^{(k-1)}(0) \end{pmatrix} = \det \begin{pmatrix} a_1 & a_k \\ a_0 & a_{k-1} \end{pmatrix} = a_1 a_{k-1} - a_0 a_k.$$

The index $k$ ranges from 2 to $n + 1$, and since $f^{(n+1)}(0) = 0$, we can set $a_{n+1} = 0$. Also $f(0)^2 = a_0^2$. Hence we have

$$\gamma_3(z_0, F) = \max \left\{ \left( \frac{|a_1 a_{k-1} - a_0 a_k|}{|a_0|^k} \right)^{1/k} : k = 2, \ldots, n + 1 \right\}.$$

From this and Theorem 4.1 we get the desired lower bound on $|z_0 - \xi|$.

Applying the above corollaries to the polynomial

$$g(z) = z^n f \left( \frac{1}{z} \right) = a_0 z^n + a_1 z^{n-1} + \cdots + a_{n-1} z + a_n,$$

we obtain second and third order lower bounds on the roots of $g(z)$. But since the roots of $g(z)$ are the reciprocal of the roots of $f(z)$, we obtain the following second and third order upper bounds to the modulus of the roots of $f(z)$.

**Corollary 4.4** (Second-order upper bound). Assume that $f(z) = a_n z^n + a_{n-1} z^{n-1} + \cdots + a_0$, $a_n a_0 \neq 0$. Then the modulus of each root of $f$ is bounded above by the quantity

$$U_2 = 2 \max \left\{ \left( \frac{a_{n-k}}{a_n} \right)^{1/k} : k = 1, \ldots, n \right\}.$$
Corollary 4.5 (Third-order upper bound). Assume that \( f(z) = a_n z^n + a_{n-1} z^{n-1} + \cdots + a_0 \), \( a_n, a_0 \neq 0 \). Then the modulus of each root of \( f \) is bounded above by the quantity

\[
U_3 = \frac{\sqrt{5} + 1}{2} \max \left\{ \left( \frac{|a_{n-k+1} - a_n a_{n-k}|}{|a_n|^k} \right)^{1/k} : k = 2, \ldots, n+1 \right\},
\]

where \( a_{-1} \equiv 0 \).

Remark 4. The upper bound given in Corollary 4.4 was derived through different means in Henrici [4] (Corollary 6.4k, page 457). Also a more relaxed version of it is given in Blum et al. [1] (Lemma 2, page 170).

Example 2. We consider a simple example to indicate the utility of the last four corollaries. Let \( f(z) = z^n - 1 \), where the roots are roots of unity. From the above four corollaries we deduce the following second- and third-order upper and lower bounds:

\[
\{ z : L_2 \leq |z| \leq U_2 \} = \{ z : \frac{1}{2} \leq |z| \leq 2 \},
\]

\[
\{ z : L_3 \leq |z| \leq U_3 \} = \left\{ z : \frac{\sqrt{5} - 1}{2} \leq |z| \leq \frac{\sqrt{5} + 1}{2} \right\}.
\]

We see that the annulus reduces in size as we go from \( m = 2 \) to \( m = 3 \). It is tempting to conclude that as \( m \) increases the annulus converges to the circle of radius one, i.e., the tightest possible annulus containing the roots. We will establish this elsewhere by proving that for each \( m \geq 2 \) the roots lie in the annulus

\[
\{ z : L_m \leq |z| \leq U_m \} = \{ z : r_m \leq |z| \leq r_m^{-1} \}.
\]

5. Applications

Here we discuss some applications of the above bounds. Clearly it is always desirable to have lower and upper bounds on the roots of a given analytic function. But one direct application is in Weyl’s algorithm for computing all roots of a given complex polynomial (see Henrici [4], Pan [19], Weyl [27]). The algorithm can be viewed as a two-dimensional version of the bisection algorithm. It begins with an initial suspect square containing all the roots. Given a suspect square, we partition it into four congruent subsquares. At the center of each of the four subsquares we perform a proximity test, i.e., we estimate the distance from the center to the nearest zero. If the proximity test guarantees that the distance exceeds half of the length of the diagonal of the square, then the square cannot contain any zeros and it is discarded. The remaining squares are called suspect, and each of them will recursively be partitioned into four congruent subsquares and the process repeated.

We see that our lower bounds can be used as alternative proximity tests to the existing ones, possibly much more effective since we have exhibited infinitely many lower bounds. Moreover, our upper bounds can be used to obtain a tight initial suspect square.

6. Concluding remarks

In this paper we have made use of the basic family to arrive at infinitely many new lower bounds on the distance between a zero of an analytic function or a complex polynomial and its nearest distinct zero. We then showed how to obtain from these lower bounds an estimate of the distance to the nearest zero for an arbitrary point.
in the complex plane. Moreover, we showed that for each natural number \( m \geq 2 \) we can obtain an \( m \)-th-order upper and lower bound on the modulus of the roots of complex polynomials. These bounds in particular suggest a new proximity test in Weyl’s algorithm for the computation of all roots of complex polynomials.

From the practical point of view, for small values of \( m \) the bounds are efficiently computable. We will report on their effectiveness in Weyl’s algorithm in the future. From the theoretical point of view our bounds on zeros provide alternatives to existing bounds on the modulus of zeros. A detailed comparison with some existing bounds is worthy of a separate note. Our results also suggest new research problems. For instance, is it the case that for every complex polynomial the upper and lower bounds converge to the tightest annulus containing the roots? What is the efficiency of computing the upper and lower bounds as a function of \( n \), the degree of the polynomial and the parameter \( m \)? Finally, in [18] we will make use of some of the results proved in this paper to give a generalization of Smale’s one-point theory on Newton’s method to the entire basic family.
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