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Abstract. This paper completes a previous work on a Black and Scholes equation with stochastic volatility. This is a degenerate parabolic equation, which gives the price of a European option as a function of the time, of the price of the underlying asset, and of the volatility, when the volatility is a function of a mean reverting Orstein–Uhlenbeck process, possibly correlated with the underlying asset. The analysis involves weighted Sobolev spaces. We give a characterization of the domain of the operator, which permits us to use results from the theory of semigroups. We then study a related model elliptic problem and propose a finite element method with a regular mesh with respect to the intrinsic metric associated with the degenerate operator. For the error estimate, we need to prove an approximation result.

1. Introduction

We consider a financial asset whose price is given by the stochastic differential equation

\[ dX_t = \mu X_t dt + \sigma_t X_t dW_t, \]

where \( \mu X_t dt \) is a drift term, \((W_t)\) is a Brownian motion, and \((\sigma_t)\) is the volatility. The simplest models (see [19] for a complete overview) take a constant volatility, but these models are generally too rough to match real prices. A more realistic model consists in assuming that \((\sigma_t)\) is a function of a mean reverting Orstein–Uhlenbeck process:

\[ \sigma_t = f(Y_t), \]
\[ dY_t = \alpha (m - Y_t) dt + \beta d\hat{Z}_t, \]

where \( \alpha, m, \) and \( \beta \) are positive constants, and \((\hat{Z}_t)\) is a linear combination of \((W_t)\) and an independent Brownian motion \((Z_t)\):

\[ \hat{Z}_t = \rho W_t + \sqrt{1 - \rho^2} Z_t. \]

The correlation factor \( \rho \) lies in \([-1, 1]\). In [2], the parameter \( \alpha \) is called the rate of mean reversion, and \( \frac{1}{\alpha} \) can be thought of as a correlation time. For convenience,
we introduce the parameter $\nu$

\begin{equation}
\nu^2 = \frac{\beta^2}{2\alpha}.
\end{equation}

Consider a European derivative on this asset with expiration date $T$ and payoff function $h(X_T)$. Its price at time $t$ will depend on $t$, on the price of the underlying asset $X_t$, and on $Y_t$. We denote by $P(t, X_t, Y_t)$ the price of the derivative, and by $\bar{r}(t)$ the interest rate. As explained in [9], by using the no arbitrage principle and the two-dimensional Itô’s formula, it is possible to prove that $P$ satisfies the partial differential equation

\begin{equation}
\frac{\partial P}{\partial t} + \frac{1}{2} f(y)^2 x^2 \frac{\partial^2 P}{\partial x^2} + \rho \beta x f(y) \frac{\partial^2 P}{\partial x \partial y} + \frac{1}{2} \beta^2 \frac{\partial^2 P}{\partial y^2} + \bar{r}(t) \left( x \frac{\partial P}{\partial x} - P \right) + \left( \alpha (m - y) - \beta \Lambda(t, x, y) \right) \frac{\partial P}{\partial y} = 0, \quad 0 \leq t < T, \quad x > 0, \ y \in \mathbb{R},
\end{equation}

where

\begin{equation}
\Lambda(t, x, y) = \rho \frac{\mu - \bar{r}(t)}{f(y)} + \sqrt{1 - \rho^2} \tilde{\gamma}(t, x, y),
\end{equation}

and the function $\tilde{\gamma}(t, x, y)$ is used to model the contribution of the second source of randomness $dZ_t$ to the market price of the volatility risk $\beta \Lambda(S, y, t) \frac{\partial P}{\partial y}$. Equation (5) is complemented with the terminal condition $P(T, x, y) = h(x)$. The function $\tilde{\gamma}(t, x, y)$ can be chosen arbitrarily. We will assume hereafter that $\tilde{\gamma}$ is a bounded function.

As in [9], we can group the differential operator in (5) as follows:

\begin{equation}
\frac{\partial P}{\partial t} + \frac{1}{2} f(y)^2 x^2 \frac{\partial^2 P}{\partial x^2} + \rho \beta x f(y) \frac{\partial^2 P}{\partial x \partial y} + \bar{r}(t) \left( x \frac{\partial P}{\partial x} - P \right) + \rho \beta x f(y) \frac{\partial^2 P}{\partial x \partial y} = 0
\end{equation}

or

\begin{equation}
\frac{\partial P}{\partial t} + \frac{1}{2} \beta^2 \frac{\partial^2 P}{\partial y^2} + \alpha (m - y) \frac{\partial P}{\partial y} - \beta \Lambda(t, x, y) \frac{\partial P}{\partial y}.
\end{equation}

In the premium term, the term $\frac{\mu - \bar{r}(t)}{f(y)}$ is the excess return to risk ratio.

Remark 1. For options on stocks, typical values for $m$ and $\bar{r}$ are 0.2 and 0.05, and generally $\alpha \gg 1$, while $\nu^2 = \frac{\beta^2}{2\alpha}$ (the variance of the invariant distribution of $Y$) is not too large; see [9].

There remains to choose the function $f$. In [18], Stein and Stein have considered the case when

\begin{equation}
f(y) = |y|.
\end{equation}

In [11], a variational approach has been studied for (7), in both the uncorrelated case ($\rho = 0$) and the correlated case ($\rho \neq 0$). Here we will focus on the case when $\rho = 0$. Some of the results obtained in [11] will be recalled here. In particular, the following change of unknown function was employed

\begin{equation}
u(t, x, y) = P(T - t, x, y)e^{-\eta \frac{(y - m)^2}{2\nu^2}},
\end{equation}

where $\eta$ is a parameter such that $0 < \eta < 1$, because it can be seen very easily that if $\bar{r} = 0$, $\Lambda = 0$, and $\rho = 0$, then the function $e^{\frac{(y - m)^2}{2\nu^2}}$ satisfies (5). If $P$ is a bounded
To obtain a key ingredient for that is the study of a local regularization operator, done in Section 5.

2. The elliptic problem

In the rest of the paper, we use the notation $Q = \mathbb{R}_+ \times \mathbb{R}$. For $t \geq 0$, let us denote by $A_t$ the unbounded operator in $L^2(Q)$ defined as follows: let $r$ be a continuous positive function, $\gamma$ a bounded measurable function, and finally let $\alpha, \beta, \eta,$ and $m$ be positive constants. We set

$$\frac{\partial u}{\partial t} - A_t u = 0$$

with

$$A_t(u) = \frac{1}{2} y^2 x^2 \frac{\partial^2 v}{\partial x^2} + \frac{1}{2} \beta^2 \frac{\partial^2 v}{\partial y^2} + r(t) x \frac{\partial v}{\partial x} + ((1 - 2\eta)\alpha(y - m) - \beta \gamma(t, x, y)) \frac{\partial v}{\partial y}$$

$$- \left( r(t) + 2 \frac{\alpha^2}{\beta^2} \eta(1 - \eta)(y - m)^2 + 2(1 - \eta) \frac{\alpha}{\beta} \gamma(t, x, y) - \alpha(1 - \eta) \right) v.$$

The paper is organized as follows. Section 2 is devoted to a regularity result for the elliptic problem with operator $A_t$: we give a characterization of the domain of $A_t$, and we prove in particular that it is independent of $t$. In the next section, we show that the evolution equation involves a perturbation of an analytic semigroup, so we have a smoothing effect. In the fourth section, we propose a finite element discretization for a related degenerate elliptic problem in a bounded domain, with a simpler operator retaining yet the essential characteristics of the operator $A_t$. The essential feature of this method is that the employed meshes are not regular (in the sense of [2]) with respect to the Euclidean metric. Error estimates are then obtained: a key ingredient for that is the study of a local regularization operator, done in Section 5.
Endowed with the norm
\[
\|v\|_V = \left( \int_Q (1 + y^2)|v|^2 + |\frac{\partial v}{\partial y}|^2 + x^2 y^2 |\frac{\partial v}{\partial x}|^2 \right)^{\frac{1}{2}},
\]

\(V\) is a Hilbert space. We call \(V'\) the dual of \(V\). As it is proved in [1], \(V\) enjoys the following properties:

1. \(V\) is separable;
2. Denoting by \(D(Q)\) the space of smooth and compactly supported real-valued functions in \(Q\), \(D(Q) \subset V\) and \(D(Q)\) is dense in \(V\);
3. \(V\) is dense in \(L^2(Q)\);
4. \(\|\cdot\|_V\) defined by
\[
\|v\|_V = \left( \int_Q v^2 + |\frac{\partial v}{\partial y}|^2 + x^2 y^2 |\frac{\partial v}{\partial x}|^2 \right)^{\frac{1}{2}}
\]
is a norm in \(V\), equivalent to \(\|\cdot\|\).

It is clear that \(A_{2,t}\) is a bounded operator from \(V\) to \(L^2(Q)\), so that we can write also
\[D_t = \{ v \in V : A_{1,t}v \in L^2(Q) \}.\]

The following results can be found in [1]

Lemma 1. The operator \(v \to \beta x \frac{\partial v}{\partial x}\) is continuous from \(V\) into \(V'\).

Proposition 1. Assume that \(r\) is a bounded function of time and that \(\gamma\) is bounded by a constant. Then the operators \(-A_t, t \geq 0\), are bounded linear operators from \(V\) into \(V'\) with norm uniformly bounded by a constant \(L > 0\) independent of \(t\).

2.1. Estimates on the resolvent. In this section, we deal with complex-valued functions. The notation \(L^2(Q)\) is still used for complex-valued functions whose modulus is square integrable. Remember that the scalar product of complex-valued functions in \(L^2(Q)\) is the sesquilinear form defined by \(\langle u, v \rangle := \int_Q u \overline{v}\). We can extend also the definition of \(V\) to complex-valued functions, so that all the results stated above are still valid.

Proposition 2. Assume that \(r\) is a bounded function of time and that \(\gamma\) is bounded by a constant \(\Gamma\). Assume that \(\alpha > \beta\), then there exist two positive constants \(C_0\) and \(c_0\) independent of \(t\) and two constants \(0 < \eta_1 < \frac{1}{2} < \eta_2 < 1\) such that, for \(\eta_1 < \eta < \eta_2\) and for any \(v \in V\),
\[
\Re(-\langle A_t v, v \rangle) \geq C_0 \|v\|_V^2 - c_0 \|v\|_{L^2(Q)}^2.
\]

Proof. By density, it is enough to prove the assertion when \(v \in D(Q)\). We can write
\[
-\langle A_t v, v \rangle = \sum_{i=1}^6 I_i,
\]
Remark 1. The assumption \( \alpha > \beta \) says that the rate of mean reversion should not be too small compared to the asymptotic variance of the volatility. This assumption is usually verified in practice; see Remark 1.

From Propositions 1 and 2 we deduce

\[
\int_{\Omega} r(t) + 2(1-\eta)\frac{\alpha}{\beta}(y-m)\gamma(t,x,y) (\zeta \beta - \zeta) |v|^2 \geq 0.
\]
Proposition 3. With the assumptions of Proposition 2 for all \( t \in [0, T] \), the resolvent \( R(\lambda : A_t) = (\lambda I - A_t)^{-1} \) of \( A_t \) exists for \( \Re(\lambda) \geq c_0 \) (where \( c_0 \) is defined in Proposition 2), and there exists a constant \( M \) independent of \( t \geq 0 \) such that

\[
\|R(\lambda : A_t)\|_{L(L^2(Q))} \leq \frac{M}{|\lambda - c_0| + 1}.
\]

Proof. If \( \Re(\lambda) \geq c_0 \), the operator \( \lambda I - A_t \) is bounded from \( V \) to \( V' \) and satisfies the coercivity estimate

\[
\Re((\lambda I - A_t)v, v) \geq C_0\|v\|_V^2 + \Re(\lambda - c_0)\|v\|_{L^2(Q)}^2.
\]

Therefore, for all \( f \in L^2(Q) \), there exists a unique function \( u \equiv R(\lambda : A_t)f \in V \) such that \( (\lambda I - A_t)u = f \) and hence

\[
\lambda\|u\|_{L^2(Q)} - \langle A_t u, u \rangle = \int_Q f \bar{u}.
\]

By taking the real part of (19), we get

\[
(C_0 + \Re(\lambda - c_0))\|u\|_{L^2(Q)} \leq \|f\|_{L^2(Q)},
\]

and

\[
C_0\|u\|_V^2 \leq \|f\|_{L^2(Q)}\|u\|_{L^2(Q)}.
\]

The imaginary part of (19) leads to

\[
|\Im(\lambda)|\|u\|_{L^2(Q)}^2 = |\Im(\int_Q f \bar{u} + \langle A_t u, u \rangle)| \leq \|f\|_{L^2(Q)}\|u\|_{L^2(Q)} + L\|u\|_V^2 \\
\leq \left(1 + \frac{L}{C_0}\right)\|f\|_{L^2(Q)}\|u\|_{L^2(Q)},
\]

where the last estimate is a consequence of (21). From (20) and (22), we deduce

\[
(|\Im(\lambda)| + |\Re(\lambda) - c_0|)\|u\|_{L^2(Q)} \leq (2 + \frac{L}{C_0})\|f\|_{L^2(Q)},
\]

which together with (21) yields the desired result. \( \square \)

2.2. The regularity result for the elliptic problem. In this section we go back to real-valued functions. Let us start with a density result.

Lemma 2. The space \( \mathcal{D}(Q) \) is dense in \( D_t \) with the graph norm.

Proof. The proof is done in two steps: a truncation, then a convolution by a mollifier. We first perform the change of variables \( Q \to \mathbb{R}^2, (x, y) \to (\xi, \eta) = (\log(x), y) \). We introduce the weighting function \( w(\xi, y) = \exp(\xi) \). By this change of variables, the space \( V \) is mapped to \( \tilde{V} = \{ v : \sqrt{1 + y^2}v, \frac{\partial v}{\partial y}, y \frac{\partial v}{\partial \xi} \in L^2_w(\mathbb{R}^2) \} \). Likewise, calling \( \tilde{A} \) the operator,

\[
\tilde{A}v = \frac{1}{2}y^2(\frac{\partial^2 v}{\partial \xi^2} - \frac{\partial v}{\partial \xi}) + \frac{1}{2}y^2(\frac{\partial^2 v}{\partial y^2}) - r(t)\frac{\partial v}{\partial \xi} + 2\frac{\alpha^2}{\beta^2} \eta(1 - \eta)y^2v - \alpha(1 - 2\eta)y \frac{\partial v}{\partial y},
\]

the domain of the operator is mapped to \( \tilde{D} = \{ v \in \tilde{V} : \tilde{A}v \in L^2_w(\mathbb{R}^2) \} \), and the desired result is equivalent to the density of \( \mathcal{D}(\mathbb{R}^2) \) in \( \tilde{D} \) supplied with its graph norm.
Let \( \phi_R : \mathbb{R}^2 \to [0, 1] \) be a smooth function such that

- \( \phi_R(\xi, y) = 0, \) if \( \sqrt{\xi^2 + y^2} \geq 2R, \)
- \( \phi_R(\xi, y) = 1, \) if \( \sqrt{\xi^2 + y^2} \leq R, \)
- \( \| \nabla \phi_R \|_{\infty} \leq \frac{C}{R}, \) \( |D^2 \phi_R|_{\infty} \leq \frac{C}{R^2}. \)

One can check that for any \( v \in \hat{V}, \) \( \lim_{R \to \infty} \| v - \phi_R v \|_{\hat{V}} = 0. \) We are also interested in estimating \( \| \hat{A}v - \hat{A}(\phi_R v) \|_{L^2_{R}(\mathbb{R}^2)} \) for \( v \in D. \) We have that

\[
\hat{A}(\phi_R v) - \hat{A}v = (\phi_R - 1)\hat{A}v + y^2 \frac{\partial v}{\partial \xi} \frac{\partial \phi_R}{\partial \xi} + \beta^2 \frac{\partial^2 v}{\partial y^2} \frac{\partial \phi_R}{\partial y} + \frac{2}{2} \beta^2 \frac{\partial^2 \phi_R}{\partial y^2} + r(t) \frac{\partial \phi_R}{\partial y} - \alpha(1 - 2\eta) \frac{\partial \phi_R}{\partial y}.
\]

(24)

It can be proved easily that the \( L^2_{\infty}(\mathbb{R}^2) \) norm of each term in the right-hand side of (24) vanishes as \( R \to \infty. \) For the sake of brevity, we prove this result only for the term \( y^2 \frac{\partial v}{\partial \xi} \frac{\partial \phi_R}{\partial \xi} \) (the proof for the other terms is similar). We have that \( y \frac{\partial \phi_R}{\partial \xi} \in L^2_{\infty}(\mathbb{R}^2) \) and that \( |y \frac{\partial \phi_R}{\partial \xi}| \) is a function bounded by \( C \) and with support in the ring \( R \leq \sqrt{\xi^2 + y^2} \leq 2R. \) The product \( y^2 \frac{\partial v}{\partial \xi} \frac{\partial \phi_R}{\partial \xi} \) tends to zero in \( L^2_{\infty}(\mathbb{R}^2) \) norm as \( R \) tends to \( \infty \) by Lebesgue theorem.

So we have proved that the function in \( \hat{D} \) with compact supports are dense in \( \hat{D}. \)

The next part of the proof follows the arguments of Friedrichs [14]. We take a function \( v \) with compact support and such that \( v \in \hat{D}, \) or equivalently, \( v \in \hat{D}, \)

\[
\hat{D} = \{ v : v, \frac{\partial v}{\partial y}, \frac{\partial v}{\partial \xi}, \hat{A}v \in L^2(\mathbb{R}^2) \},
\]

with

\[
\hat{A}v = y^2 \frac{\partial^2 v}{\partial \xi^2} + \beta^2 \frac{\partial^2 v}{\partial y^2} - 2r(t) \frac{\partial v}{\partial \xi},
\]

because \( v \) has a compact support. The space \( \hat{D} \) is supplied with the norm \( \| \cdot \|_{\hat{D}}: \)

\[
\| v \|_{\hat{D}}^2 = \| v \|_{L^2(\mathbb{R}^2)}^2 + \| \frac{\partial v}{\partial y} \|_{L^2(\mathbb{R}^2)}^2 + \| y \frac{\partial v}{\partial \xi} \|_{L^2(\mathbb{R}^2)}^2 + \| \hat{A}v \|_{L^2(\mathbb{R}^2)}^2.
\]

We also introduce the space \( \hat{V} = \{ v : v, \frac{\partial v}{\partial y}, y \frac{\partial v}{\partial \xi} \in L^2(\mathbb{R}^2) \}, \) supplied with the norm \( \| v \|_{\hat{V}} = (\| v \|_{L^2(\mathbb{R}^2)}^2 + \| \frac{\partial v}{\partial y} \|_{L^2(\mathbb{R}^2)}^2 + \| y \frac{\partial v}{\partial \xi} \|_{L^2(\mathbb{R}^2)}^2)^{\frac{1}{2}}. \)

We wish to show that \( v \) can be approached in \( \hat{D} \) by a sequence of smooth functions with compact supports. For that we choose a smooth function \( j : \mathbb{R} \to \mathbb{R}_+, \) supported in \([-1, 1]\) and such that \( \int_{-1}^{1} j = 1. \) Then we call \( j_\epsilon \) the function \( j_\epsilon : \mathbb{R}^2 \to \mathbb{R}_+, \) \( j_\epsilon(\xi, y) = \frac{1}{\epsilon} j(\frac{\xi}{\epsilon}) j(\frac{y}{\epsilon}). \)

The function \( v_\epsilon = j_\epsilon * v \) is a smooth function with compact support. We want to estimate \( \| v - v_\epsilon \|_{\hat{D}}. \) It is clear that \( \| v - v_\epsilon \|_{L^2(\mathbb{R}^2)} \) tends to zero as \( \epsilon \) tends to zero. Also, it is proved in the pioneering paper of Friedrichs [14] that

\[
\lim_{\epsilon \to 0} \| \frac{\partial v_\epsilon}{\partial y}(v - v_\epsilon) \|_{\hat{V}} = 0.
\]

This implies that \( \mathcal{D}(\mathbb{R}^2) \) is dense in \( \hat{V}. \) It remains to prove that

\[
\lim_{\epsilon \to 0} \| \hat{A}(v - v_\epsilon) \|_{L^2(\mathbb{R}^2)} = 0.
\]

Calling \( J_\epsilon \) the integral operator, \( J_\epsilon v = j_\epsilon * v, \) we have that

\[
\| \hat{A}v - \hat{A}J_\epsilon v \|_{L^2(\mathbb{R}^2)} \leq \| \hat{A}v - J_\epsilon \hat{A}v \|_{L^2(\mathbb{R}^2)} + \| \hat{A}J_\epsilon v - J_\epsilon \hat{A}v \|_{L^2(\mathbb{R}^2)}.
\]

It is clear that \( \lim_{\epsilon \to 0} \| \hat{A}v - J_\epsilon \hat{A}v \|_{L^2(\mathbb{R}^2)} = 0. \) It remains to consider the term \( \| \hat{A}J_\epsilon v - J_\epsilon \hat{A}v \|_{L^2(\mathbb{R}^2)} \).

However, it is proved in the pioneering paper of Friedrichs [14] that

\[
H_n(x, y) = \int_{\mathbb{R}^2} h_n(\xi, y) v(\xi, y) d\xi dy,
\]

where
with $h_r(\xi, \bar{y}, \xi, y) = (\bar{y}^2 - y^2)\frac{\partial^2}{\partial \xi^2}g_r(\xi, \bar{y}, \xi, y)$ and $g_r(\xi, \bar{y}, \xi, y) = j_r(\xi - \xi, y - \bar{y})$. The operator $H_r$ has three important properties:

a) $h(\xi, \bar{y}, \xi, y) = 0$, if $\max(|\xi - \bar{\xi}|, |y - \bar{y}|) > \epsilon$.

b) $H_r = 0$.

c) There exists a positive constant $C$, such that $\forall v \in \mathcal{D}$, with compact support, $\|H_r v\|_{L^2(\mathbb{R}^2)} \leq C \|v\|_{\tilde{V}}$.

Let us prove briefly the last property:

$$H_r v(\xi, y) = \int_{\mathbb{R}^2} h_r(\xi, \bar{y}, \xi, y)v(\xi, \bar{y})\,d\bar{y} = \int_{\mathbb{R}^2} \left(\bar{y}^2 - y^2\right)\frac{\partial^2}{\partial \xi^2}g_r(\xi, \bar{y}, \xi, y)v(\xi, \bar{y})\,d\bar{y}$$

$$= -\int_{\mathbb{R}^2} (\bar{y} - y)^2\frac{\partial^2}{\partial \xi^2}g_r(\xi, \bar{y}, \xi, y)v(\xi, \bar{y})\,d\bar{y} + 2\int_{\mathbb{R}^2} (\bar{y} - y)\frac{\partial^2}{\partial \xi^2}g_r(\xi, \bar{y}, \xi, y)v(\xi, \bar{y})\,d\bar{y}$$

But $\frac{\partial^2}{\partial \xi^2}g_r(\xi, \bar{y}, \xi, y) = -\left(\frac{\partial^2}{\partial \xi^2}j_r\right)(\xi - \xi, y - \bar{y})$, and it can be seen that there exists a constant $C$ such that $\|\bar{y}^2\frac{\partial^2}{\partial \xi^2}j_r\|_{L^2(\mathbb{R}^2)} \leq C$, so Young’s inequality gives $\|H_r\|_{L^2(\mathbb{R}^2)} \leq C\|\bar{y}^2\|_{L^2(\mathbb{R}^2)}$. Likewise, $\frac{\partial^2}{\partial \xi^2}g_r(\xi, \bar{y}, \xi, y) = (\frac{\partial^2}{\partial \xi^2}j_r)(\xi - \xi, \bar{y} - y)$, and there exists a constant $C$ such that $\|\bar{y}^2\frac{\partial^2}{\partial \xi^2}j_r\|_{L^2(\mathbb{R}^2)} \leq C$, so we have $\|H_r\|_{L^2(\mathbb{R}^2)} \leq C\|v\|_{L^2(\mathbb{R}^2)}$.

The property (c) is proved.

Let us prove that

$$\lim_{\epsilon \to 0} \|H_r v\|_{L^2(\mathbb{R}^2)} = 0.$$  

For that, we use the density of $\mathcal{D}(\mathbb{R}^2)$ in $\tilde{V}$, so, thanks to property (c), we only have to prove (25) for $v \in \mathcal{D}(\mathbb{R}^2)$. Then $H_r v = \int_{\mathbb{R}^2} h_r(\xi, \bar{y}, \xi, y)v(\xi, \bar{y})\,d\bar{y} = \int_{\mathbb{R}^2} (\bar{y} - y)\frac{\partial^2}{\partial \xi^2}g_r(\xi, \bar{y}, \xi, y)v(\xi, \bar{y})\,d\bar{y}$ thanks to property (b). Now (25) stems from the continuity of $v$. This concludes the proof.

**Theorem 1.** If for all $t$, $r(t) > 0$, then the domain $D_t$ of $A_{1,t}$ does not depend on $t$: $D_t = D$. Moreover, if there exists a constant $r_0 > 0$ such that $r(t) > r_0$ a.e., and if $\frac{\partial^2}{\partial \xi^2} > 2$, then for well-chosen values of $\eta$ (in particular such that $2\frac{\partial^2}{\partial \xi^2}\eta(1 - \eta) > 1$),

$$D = \left\{ v \in V; y^2 x^2 \frac{\partial^2 v}{\partial x^2}, \frac{\partial^2 v}{\partial y^2}, yx \frac{\partial^2 v}{\partial x \partial y}, x \frac{\partial v}{\partial x}, y \frac{\partial v}{\partial y}, \bar{y}^2 v \in L^2(Q) \right\}.$$  

**Proof.** The proof is in two steps.

1. In the first step, we prove that $v \in D_t \Rightarrow x \frac{\partial v}{\partial x} \in L^2(Q)$.

   This implies that $D_t = D$ does not depend on $t$.

2. In the second step, we prove that if $v \in D$ satisfies $x \frac{\partial v}{\partial x} \in L^2(Q)$, then

$$y^2 x^2 \frac{\partial^2 v}{\partial x^2}, \frac{\partial^2 v}{\partial y^2}, yx \frac{\partial^2 v}{\partial x \partial y}, x \frac{\partial v}{\partial x}, y \frac{\partial v}{\partial y}, \bar{y}^2 v \in L^2(Q).$$

Let $v$ be a smooth function with compact support in $Q$ and call $f$ the function $f = -A_{1,t} v$. We call $A_{1,t} v = r(t)x \frac{\partial v}{\partial x}$ and $B v = A_{1,t} v - A_{1,t} v$. We have

$$\|B v + A_{1,t} v\|_{L^2(Q)}^2 = \|f\|_{L^2(Q)}^2,$$
or
\[ \|Bv\|_{L^2(Q)}^2 + \|A_{1,1,t}v\|_{L^2(Q)}^2 + 2 \int_Q BvA_{1,1,t}v = \|f\|_{L^2(Q)}^2. \]

Let us write in detail the last term in the left-hand side:
\[ 2 \int_Q BvA_{1,1,t}v = r(t) \left( \int_Q y^2 x^3 \frac{\partial^2 v}{\partial x^2} \frac{\partial v}{\partial x} + \beta^2 \int_Q x \frac{\partial^2 v}{\partial y^2} \frac{\partial v}{\partial x} \right) \]
\[-4 \frac{\alpha^2}{\beta^2} \eta(1-\eta) \int_Q y^2 x v \frac{\partial v}{\partial x} + 2\alpha(1-2\eta) \int_Q y^2 x \frac{\partial v}{\partial y} \frac{\partial v}{\partial x} \right).\]

Let us look separately at each of the terms in the equality above.

\[ |I| = \frac{1}{2} \int_Q y^2 x^3 \frac{\partial}{\partial x} \left( \frac{\partial v}{\partial x} \right)^2 = \frac{3}{2} \int_Q y^2 x^2 \left( \frac{\partial v}{\partial x} \right)^2 \leq \frac{3}{2} \|v\|^2_V. \]

\[ |II| = | - \int_Q x \frac{\partial v}{\partial y} \frac{\partial^2 v}{\partial y \partial x} | = \frac{1}{2} \int_Q x \frac{\partial v}{\partial x} \frac{\partial v}{\partial y} \frac{\partial v}{\partial y} | = \frac{1}{2} \int_Q \left( \frac{\partial v}{\partial y} \right)^2 \leq \frac{1}{2} \|v\|^2_V. \]

\[ |III| = \frac{1}{2} \int_Q y^2 x \frac{\partial^2 v}{\partial x} \left| \frac{\partial v}{\partial y} \right|^2 = \frac{1}{2} \int_Q y^2 v^2 \leq C \|v\|^2_V. \]

\[ |IV| = | \int_Q y^2 x \frac{\partial v}{\partial y} \frac{\partial v}{\partial x} | \leq C \|v\|^2_V. \]

Thus
\[ (27) \quad \|Bv\|_{L^2(Q)}^2 + \|A_{1,1,t}v\|_{L^2(Q)}^2 \leq \|A_{1,1,t}v\|_{L^2(Q)}^2 + C \|v\|^2_V. \]

Since \( D(Q) \) is dense in \( D_1 \), the first step is achieved. We have proved that the domain of \( A_t \) does not depend on \( t \).

Now we know that the function \( v \) satisfies
\[ v \in V, \]
\[ Bv = g \in L^2(Q), \]
\[ A_{1,1,t}v \in L^2(Q), \]
and we have to write \( \|Bv\|_{L^2(Q)}^2 \) in detail. We have \( Bv = \sum_{i=1}^4 B_i v \) with \( B_1 v = \frac{1}{2} y^2 x^2 \frac{\partial^2 v}{\partial x^2}, B_2 v = \frac{1}{2} \beta^2 \frac{\partial^2 v}{\partial y^2}, B_3 v = 2 \alpha^2 \eta(1-\eta) y^2 v, \) and \( B_4 v = \alpha(1-2\eta) y \frac{\partial v}{\partial y} \). Of course, we have
\[ (29) \quad \sum_{i=1}^4 \|B_i v\|^2_{L^2(Q)} + \sum_{i=1}^6 I_i = \|g\|^2_{L^2(Q)}, \]
with
\[ (30) \]
\[ I_1 = \frac{1}{2} \beta^2 \int_Q x^2 y^2 \frac{\partial^2 v}{\partial y^2} \frac{\partial^2 v}{\partial x^2}, \quad I_2 = -2 \frac{\alpha^2}{\beta^2} \eta(1-\eta) \int_Q x^2 y^4 v \frac{\partial^2 v}{\partial x^2}, \]
\[ I_3 = \alpha(1-2\eta) \int_Q x^2 y^3 \frac{\partial v}{\partial y} \frac{\partial^2 v}{\partial x^2}, \quad I_4 = -2 \alpha^2 \eta(1-\eta) \int_Q y^2 v \frac{\partial^2 v}{\partial y^2}, \]
\[ I_5 = \alpha \beta^2 (1-2\eta) \int_Q y \frac{\partial v}{\partial y} \frac{\partial^2 v}{\partial y^2}, \quad I_6 = -4 \frac{\alpha^3}{\beta^2} \eta(1-\eta) \int_Q y^3 v \frac{\partial v}{\partial y}. \]
We have
\begin{equation}
I_1 = -\frac{\beta^2}{2} \left( \int_Q 2xy^2 \frac{\partial^2 v}{\partial y^2} \partial x + \int_Q x^2 y^2 \frac{\partial^3 v}{\partial x^2 \partial y^2} \partial x \right)
\end{equation}
\begin{equation}
= \beta^2 \left( \frac{1}{2} \int_Q x^2 y^2 \left( \frac{\partial^2 v}{\partial y \partial x} \right)^2 + \int_Q x^2 y^2 \frac{\partial^2 v}{\partial y \partial x} \partial x + \int_Q x^2 y^2 \frac{\partial^2 v}{\partial y \partial x} \partial y + 2 \int_Q x^2 \frac{\partial v}{\partial y} \partial x \right)
\end{equation}
\begin{equation}
= \frac{\beta^2}{2} \left( \int_Q x^2 y^2 \left( \frac{\partial^2 v}{\partial y \partial x} \right)^2 - \int_Q y^2 \left( \frac{\partial v}{\partial y} \right)^2 - \int_Q x^2 \left( \frac{\partial^3 v}{\partial x^2} \partial y \partial x \right)^2 + 4 \int_Q x^2 \frac{\partial v}{\partial y} \partial x \right).
\end{equation}

But, from the assumption made on \(r(t)\), we know that \(x \frac{\partial v}{\partial x} \in L^2(Q)\), and therefore, we have proven that there exists a constant \(C\) such that
\begin{equation}
\left| I_1 - \frac{\beta^2}{2} \left( \int_Q x^2 y^2 \left( \frac{\partial^2 v}{\partial y \partial x} \right)^2 - \int_Q y^2 \left( \frac{\partial v}{\partial y} \right)^2 \right) \right| \leq C(\|A_{1,1,v}\|_{L^2(Q)} + \|v\|_{L^2}^2).
\end{equation}

Switching to \(I_2\), we see that
\begin{equation}
I_2 = 2 \frac{\alpha^2}{\beta^2} \eta(1 - \eta) \left( \int_Q 2xy^4 \frac{\partial v}{\partial x} + \int_Q x^2 y^4 \left( \frac{\partial v}{\partial y} \right)^2 \right)
\end{equation}
\begin{equation}
= 2 \frac{\alpha^2}{\beta^2} \eta(1 - \eta) \left( - \int_Q y^4 v^2 + \int_Q x^2 y^4 \left( \frac{\partial v}{\partial x} \right)^2 \right).
\end{equation}

For the next terms, we have
\begin{equation}
I_3 = \alpha(1 - 2\eta) \left( - \int_Q 2xy^3 \frac{\partial v}{\partial y} \partial x - \int_Q x^2 y^3 \frac{\partial^3 v}{\partial x^2 \partial y \partial x} \partial x \right)
\end{equation}
\begin{equation}
= \alpha(1 - 2\eta) \left( -2 \int_Q xy^3 \frac{\partial v}{\partial y} \partial x + 3 \int_Q x^2 y^2 \left( \frac{\partial v}{\partial x} \right)^2 \right),
\end{equation}
\begin{equation}
I_4 = -2\alpha^2 \eta(1 - \eta) \int_Q y^2 v^2 \frac{\partial^2 v}{\partial y^2} = 2\alpha^2 \eta(1 - \eta) \left( \int_Q y^2 \left( \frac{\partial v}{\partial y} \right)^2 - \int_Q v^2 \right),
\end{equation}
\begin{equation}
I_5 = -\alpha \beta^2 (1 - 2\eta) \left( \int_Q \left( \frac{\partial v}{\partial y} \right)^2 \right),
\end{equation}
\begin{equation}
I_6 = 6 \frac{\alpha^3}{\beta^2} \eta(1 - \eta) \int_Q y^2 v^2.
\end{equation}

Gathering (32)–(37), we obtain that
\begin{equation}
\sum_{i=1}^{4} \|B_i v\|_{L^2(Q)}^2 + \frac{\beta^2}{2} \int_Q x^2 y^2 \left( \frac{\partial^2 v}{\partial y \partial x} \right)^2 + \left( - \frac{\beta^2}{2} + 2\alpha^2 \eta(1 - \eta) \right) \int_Q y^2 \left( \frac{\partial v}{\partial y} \right)^2
\end{equation}
\begin{equation}
+ 2 \frac{\alpha^2}{\beta^2} \eta(1 - \eta) \left( \int_Q x^2 y^2 \left( \frac{\partial v}{\partial x} \right)^2 - \int_Q y^4 v^2 \right) - 2\alpha(1 - 2\eta) \int_Q xy^3 \frac{\partial v}{\partial y} \partial x
\end{equation}
\begin{equation}
\leq \|g\|^2 + C(\|A_{1,1,v}\|_{L^2(Q)} + \|v\|_{L^2}^2).
\end{equation}
Expanding the first four terms, we get
\[
\frac{1}{4} \int_{Q} x^4 y^4 \left( \frac{\partial^2 v}{\partial x^2} \right)^2 + \frac{1}{4} \int_{Q} \left( \frac{\partial^2 v}{\partial y^2} \right)^2 + \frac{\beta^2}{2} \int_{Q} x^2 y^2 \left( \frac{\partial^2 v}{\partial y \partial x} \right)^2 \\
- 2\alpha (1 - 2\eta) \int_{Q} x y \frac{\partial v}{\partial y} \frac{\partial v}{\partial x} + (\alpha^2 (2\eta^2 - 2\eta + 1) - \frac{\beta^2}{2}) \int_{Q} y^2 \left( \frac{\partial v}{\partial y} \right)^2 \\
+ 2\frac{\alpha^2}{\beta^2} \eta (1 - \eta) \int_{Q} x^2 y^2 \left( \frac{\partial v}{\partial x} \right)^2 \\
+ (4\frac{\alpha^4}{\beta^4} \eta^2 (1 - \eta)^2 - 2\frac{\alpha^2}{\beta^2} \eta (1 - \eta)) \int_{Q} y^4 u^2 \\
\leq \|g\|^2 + C(\|A_{1,1} v\|^2_{L^2(Q)} + \|v\|^2_{V})
\]
(39)

which implies, for any \( \chi > 0 \),
\[
\frac{1}{4} \int_{Q} x^4 y^4 \left( \frac{\partial^2 v}{\partial x^2} \right)^2 + \frac{1}{4} \int_{Q} \left( \frac{\partial^2 v}{\partial y^2} \right)^2 + \frac{\beta^2}{2} \int_{Q} x^2 y^2 \left( \frac{\partial^2 v}{\partial y \partial x} \right)^2 \\
+ (\alpha^2 (2\eta^2 - 2\eta + 1) - \frac{\beta^2}{2} - |1 - 2\eta| \frac{\alpha}{\chi}) \int_{Q} y^2 \left( \frac{\partial v}{\partial y} \right)^2 \\
+ 2\frac{\alpha^2}{\beta^2} \eta (1 - \eta) - |1 - 2\eta| \frac{\alpha}{\chi} \int_{Q} x^2 y^2 \left( \frac{\partial v}{\partial x} \right)^2 \\
+ (4\frac{\alpha^4}{\beta^4} \eta^2 (1 - \eta)^2 - 2\frac{\alpha^2}{\beta^2} \eta (1 - \eta)) \int_{Q} y^4 u^2 \\
\leq \|g\|^2 + C(\|A_{1,1} v\|^2_{L^2(Q)} + \|v\|^2_{V})
\]

The result will be proved if we can find \( \eta, 0 < \eta < 1, \) and \( \chi > 0 \) such that
\[
\frac{\alpha^2}{\beta^2} (2\eta^2 - 2\eta + 1) - |1 - 2\eta| \frac{\alpha}{\chi} - \frac{1}{2} > 0, \\
2\frac{\alpha^2}{\beta^2} \eta (1 - \eta) - |1 - 2\eta| \frac{\alpha}{\chi} > 0, \\
4\frac{\alpha^4}{\beta^4} \eta^2 (1 - \eta)^2 - 2\frac{\alpha^2}{\beta^2} \eta (1 - \eta) > 0.
\]

The last inequality is true as soon as \( 2\frac{\alpha^2}{\beta^2} \eta (1 - \eta) > 1 \). Also, \( 2\eta^2 - 2\eta + 1 \geq \frac{1}{2} \) so we will look for \( \eta \) and \( \chi \) such that
\[
2\frac{\alpha^2}{\beta^2} \eta (1 - \eta) > 1, \\
2\frac{\alpha^2}{\beta^2} - 2|1 - 2\eta| \frac{\alpha}{\chi} - 1 > 0, \\
2\frac{\alpha^2}{\beta^2} \eta (1 - \eta) - |1 - 2\eta| \frac{\alpha}{\chi} > 0.
\]

If \( \frac{\alpha^2}{\beta^2} > 2 \), the inequalities above are satisfied for \( \eta = \frac{1}{2} \) and \( \chi \) arbitrary. \( \square \)

Theorem 1 makes it possible to apply the theory of analytic semigroups. This is carried out in Section 3 below, where existence and regularity results for (10) are proved, in particular a smoothing property typical for parabolic problems but in this case in a weighted Sobolev norm which is adjusted to the degeneracy of the equation.

3. THE EVOLUTION EQUATION

We are interested in the evolution equation
\[
\frac{d}{dt} u - A_1 u = 0, \quad 0 < t \leq T; \\
\quad u(t = 0) = u_0.
\]
(40)

The following result can be found in [1].
Theorem 2. Assume that $\alpha > \beta$ and that $\eta$ has been chosen as in Proposition 2. Then there exists a unique $u$ in $L^2(0,T;V) \cap C^0([0,T];L^2(Q))$, with $\frac{\partial u}{\partial t} \in L^2(0,T;V')$ such that, in the sense of the distributions in time,

$$
\frac{d}{dt}(u,v) - (A_t u, v) = 0, \quad \forall v \in V,
$$

and

$$
u(t=0) = u_0.
$$

The mapping $u_0 \mapsto u$ is continuous from $L^2(Q)$ to $L^2(0,T;V) \cap C^0([0,T];L^2(Q))$.

We can obtain a more precise result with stronger assumptions

Theorem 3. Assume that there exists $\zeta$, where $0 < \zeta \leq 1$ such that $\gamma$ belongs to $C^\infty([0,T],L^\infty(Q))$ and $r$ is a Hölder function of time with exponent $\zeta$. Assume also that $\frac{d}{dt}(t) > r_0$ for a positive constant $r_0$ and that $\frac{\partial^2}{\partial t^2} > 2$. Then for $\eta$ chosen as in Proposition 2 and Theorem 1 if $u_0$ belongs to $D$ defined by (26), then the solution of (11) and (12) given by Theorem 2 belongs also to $C^1((0,T);L^2(Q)) \cap C^0([0,T];D)$ and satisfies the equation

$$
\frac{d}{dt}u - A_t u = 0,
$$

for each $t \in [0,T]$.

Furthermore, for $u_0 \in L^2(Q)$, the weak solution of (11) and (12) given by Theorem 2 belongs also to $C^1([\tau,T);L^2(Q)) \cap C^0([\tau,T];D)$, for all $\tau > 0$ and we have that $\|\frac{d}{dt}(t)\|_{L^2(Q)} + \|A_t u(t)\|_{L^2(Q)} \leq \frac{C}{t}$, for $t > 0$.

Proof. We have that

- the domain of $A_t$ is dense in $L^2(Q)$ and independent on $t$ by Theorem 1;
- for all $t \in [0,T]$, the resolvent $R(\lambda : A_t)$ of $A_t$ exists for $\Re(\lambda) \geq c_0$ (where $c_0$ is defined in Proposition 2), and we have (17);
- there exists a constant $L$ such that

$$
\| (A_t - A_s) A_t^{-1} \|_{L^2(Q)} \leq L|t-s|^\zeta.
$$

With these three facts, we can apply a result of Kato (see [17] Theorem 5.6.1.) which yields the desired result.

Remark 3. It is quite natural to wonder whether the results of Sections 2 and 3 can be extended to more general classes of differential operators. More precisely, we would like to better understand the structure properties of the operator $A_t$ that make these results possible, in particular Gårding’s inequality (16), as well as the second order estimates of Theorem 1 and the regularity results of Theorems 2 and 3. In fact it is straightforward matter to check that all our results hold when we assume that the coefficients $\alpha, \beta, \eta$, and $m$ depend on time (say, they are Hölder continuous in time in order to satisfy (14)), provided they satisfy the prescribed bounds of Proposition 2 and Theorem 1 uniformly for $t > 0$. Indeed, we just have to notice that all our estimates involve only space derivatives and integration with respect to space variables.

On the other hand, the situation changes if we are interested in having the coefficients depend on $x$ and $y$. In this respect, it is worth noticing that the decomposition $A_t = A_{1,t} + A_{2,t}$ in (12) hides the fact that the elementary operators used to build $A_t$ are the vector fields $X = xy \frac{\partial}{\partial x}$, $Y = \frac{\partial}{\partial y}$, and the multiplication
operator $Mv : v \mapsto yv$. Denoting by $X^*, Y^*$, and $M^*$ the formal adjoint operators of $X$, $Y$, and $M$, respectively, i.e., $X^* = -X - M$, $Y^* = -Y$, and $M^* = M$, an elementary computation shows that

$$x^2y^2 \frac{\partial^2}{\partial x^2} = -X^*X - 2M^*X,$$

$$x \frac{\partial}{\partial x} = -Y^*X + X^*Y + M^*Y,$$

and thus we can write $A_{1,t}$ as

$$A_{1,t} = -\left(\frac{1}{2}X^*X + M^*X + \frac{1}{2}\beta^2Y^*Y + r(t)(Y^*X - X^*Y - M^*Y)\right) + 2\frac{\alpha^2}{\beta^2}\eta(1 - \eta)M^*M + \alpha(1 - 2\eta)M^*Y. \tag{45}$$

To obtain a more symmetric structure, notice $M^*Yv = -Y^*Mv - v$, so in (45), the term

$$(-r(t) + \alpha(1 - 2\eta))M^*Y$$

can be replaced by

$$\frac{1}{2}(-r(t) + \alpha(1 - 2\eta))M^*Y - \frac{1}{2}(-r(t) + \alpha(1 - 2\eta))Y^*M - \frac{1}{2}(-r(t) + \alpha(1 - 2\eta))Id,$$

where $Id$ is the identity operator $Id(v) \equiv v$. Thus we can write $A_{1,t}$ in the divergence form

$$A_{1,t} = -(X^*, Y^*, M^*)A(t) \left( \begin{array}{c} X \\ Y \\ M \end{array} \right) + \frac{1}{2}(-r(t) + \alpha(1 - 2\eta))Id,$$

where

$$A(t) = \begin{bmatrix}
\frac{1}{2} & -r(t) & 0 \\
\frac{1}{2} & \frac{1}{2}\beta^2 & -\frac{1}{2}(-r(t) + \alpha(1 - 2\eta)) \\
1 & \frac{1}{2}(-r(t) + \alpha(1 - 2\eta)) & 2\frac{\alpha^2}{\beta^2}\eta(1 - \eta)
\end{bmatrix}. \tag{46}$$

Notice that the symmetric part $A_{sym}(t)$ of $A(t)$ given by

$$A_{sym}(t) = \begin{bmatrix}
\frac{1}{2} & 0 & \frac{1}{2} \\
0 & \frac{1}{2}\beta^2 & 0 \\
\frac{1}{2} & 0 & 2\frac{\alpha^2}{\beta^2}\eta(1 - \eta)
\end{bmatrix}. \tag{47}$$

is positive definite provided we have

$$2\alpha^2\eta(1 - \eta) - \frac{1}{2}\beta^2 > 0,$$

which is possible if $\alpha > \beta$ and $\eta_1 < \eta < \eta_2$, where $\eta_1$, $\eta_2$ are suitable positive constants, $0 < \eta_1 < \frac{1}{2} < \eta_2 < 1$.

On the other hand, the term $A_{2,t}$ in the decomposition (12) contains “lower order terms”. We emphasize the fact that here, the notion of “lower order term” must be understood with respect to the elementary operators $X$, $Y$, and $M$. Thus, for instance, a term like $c(x,y)v$ is a zero order term provided $c \in L^\infty$, and $c(x,y)Yv$ and $Yv$ are order one terms, but $\frac{\partial}{\partial x}$ is not a first order term.
Looking back to Section 2 in this spirit, it is easy to see that Gårding’s inequality (16) holds for very general operators of the form
\[ A_t = -(X^*, Y^*, M^*)A(t, x, y) \left( \begin{array}{c} X \\ Y \\ M \end{array} \right) + \text{(true) lower order terms}, \]
when \( A(t, x, y) \) is a bounded measurable \( 3 \times 3 \) real matrix such that its symmetric part \( A^{sym}(t, x, y) \) is positive definite uniformly with respect to \( t, x, \) and \( y. \)

Concerning Theorem 1, we see that its proof relies heavily on iterate integration by parts with respect to space variables. But, if we allow the coefficients to depend on \( x, y, \) then these integration by parts yield new terms containing derivatives of the coefficients with respect to space variables. When dealing with elliptic equations with smooth coefficients in bounded regions, this is harmless, since these additional terms only contain lower order derivatives. Unfortunately, this is no more true when dealing with degenerate equations with polynomial coefficients in unbounded regions, as in the present case, since the terms containing the derivatives of the coefficients might fail to be “true lower order terms”. Thus, we cannot extend the a priori estimates of Theorem 1 to general operators of the form (48).

4. A finite element discretization for a related problem

4.1. A simpler elliptic problem. We shall hereafter address the question of the discretization by finite elements of equation (10). More precisely, we are going to focus on the question, How should one choose the mesh in order to cope with the degeneracy of the operator (11) on the axis \( y = 0 \) as well as the nonuniformity of the operator with respect to the variable \( x? \) With this aim, we are going to simplify the equation and restrict the domain where this equation is posed, in order to retain only the difficulties due to the degeneracy of the operator.

Denote by \( X \) and \( Y \) the smooth vector fields in \( \mathbb{R}^2 = \mathbb{R}_x \times \mathbb{R}_y \) defined by
\[ X = xy \partial_x, \quad Y = \partial_y. \]

The simplifications are the following.

- We shall take for \( \Omega \) a rectangle \((a, b) \times (-c, c)\) where \( a, b, c \) are three positive numbers, \( 0 < a < b. \) With this choice, we avoid the issue of the discretization near \( x = 0, \) whose answer depends on available information on the regularity of the solution near \( x = 0 \) (for the equation (10), (11) it is shown in [1] that the solution is continuous up to \( x = 0, \) with bounded derivatives so the mesh does not need special refinement near \( x = 0). \) Nevertheless, our discretization scheme will take into account that \( a \) may be as close as necessary to zero, and hence all our error estimates will be explicit in terms of \( a. \) Up to appropriate scalings in the two variables, we can choose \( \Omega = (m, 1) \times (-1, 1) \). We denote \( \Gamma_0 \) (respectively \( \Gamma_1 \)) the horizontal (respectively vertical) part of \( \partial \Omega. \)

- We consider the boundary value problem in \( \Omega: \)
\[ \begin{align*}
-\lambda & y^2 x^2 \frac{\partial^2 u}{\partial x^2} - \frac{\partial^2 u}{\partial y^2} + \Lambda u = f \quad \text{in } \Omega, \\
n_y Y u & = g_0 \quad \text{on } \Gamma_0, \\
n_x X u & = xyg_1 \quad \text{on } \Gamma_1.
\end{align*} \]

where \( n \) is the unit vector normal to \( \partial \Omega, \) pointing out of \( \Omega, \) and \( \Lambda \) is a large enough positive number (see below).
If \( \mathcal{U} \) is an open subset of \( \mathbb{R}^2 \), we denote by \( S^{1,2}(\mathcal{U}) \) the function space
\[
S^{1,2}(\mathcal{U}) = \{ u \in L^2(\mathcal{U}) : X u, Y u \in L^2(\mathcal{U}) \},
\]
edowed with the natural norm
\[
\| u \|^2_{S^{1,2}(\mathcal{U})} = \| u \|^2_{L^2(\mathcal{U})} + \| X u \|^2_{L^2(\mathcal{U})} + \| Y u \|^2_{L^2(\mathcal{U})},
\]
where the seminorm \( \| u \|^2_{S^{1,2}(\mathcal{U})} \) is defined by
\[
\| u \|^2_{S^{1,2}(\mathcal{U})} = \| X u \|^2_{L^2(\mathcal{U})} + \| Y u \|^2_{L^2(\mathcal{U})}.
\]

Analogously, we define
\[
S^{2,2}(\mathcal{U}) = \{ u \in S^{1,2}(\mathcal{U}) : X^2 u, Y^2 u, X Y u, Y X u \in L^2(\mathcal{U}) \},
\]
edowed again with the natural norm
\[
\| u \|^2_{S^{2,2}(\mathcal{U})} = \| u \|^2_{S^{1,2}(\mathcal{U})} + \| X^2 u \|^2_{L^2(\mathcal{U})} + \| Y^2 u \|^2_{L^2(\mathcal{U})} + \| X Y u \|^2_{L^2(\mathcal{U})}.
\]

In addition, we define \( S^1_0(\mathcal{U}) \) as the closure of \( D(\Omega) \) in \( S^{1,2}(\mathcal{U}) \).

The equation in (50) can be written in divergence form
\[
- \frac{\partial}{\partial x} (y^2 x^2 \frac{\partial u}{\partial x}) - \frac{\partial^2 u}{\partial y^2} + 2 y^2 x \frac{\partial u}{\partial x} + \Lambda u = f \quad \text{in} \ \Omega,
\]
and admits a weak formulation in \( S^{1,2}(\Omega) \): find \( u \in S^{1,2}(\Omega) \) such that for all \( v \in S^{1,2}(\Omega) \),
\[
\int_\Omega X u X v + Y u Y v + 2 y v X u + \Lambda u v = \int_\Omega f v + \int_{\Gamma_0} g_0 v + \int_{\Gamma_1} x y g_1 v,
\]
which is well defined if \( f \in L^2(\Omega) \), \( g_0 \in L^2(\Gamma_0) \), and \( g_1 \in L^2(\Gamma_1) \), because for a function \( v \in S^{1,2}(\Omega) \), we can define the traces \( v|_{\Gamma_0} \in L^2(\Gamma_0) \) and \( (x y v)|_{\Gamma_1} \in L^2(\Gamma_1) \).

For \( \Lambda \) large enough, the bilinear form \( A(u, v) = \int_\Omega X u X v + Y u Y v + 2 y X u v + \Lambda u v \) is continuous and coercive in \( S^{1,2}(\Omega) \), so the problem (50) has a unique solution, which depends continuously on the data. We shall hereafter suppose that \( \Lambda \) is large enough so that \( A \) is coercive. This assumption is not restrictive, since the real problem we are interested in is parabolic.

In order to discretize (50), we need first to define an appropriate mesh.

4.2. The Carnot–Carathéodory metric. In the rest of this paper, the notation \( a \approx b \) means that there exist two absolute positive constants \( c \) and \( C \) such that \( cb \leq a \leq Cb \).

Let us recall now the following standard definition of the Carnot–Carathéodory metric associated with a family \( X = (X_1, \ldots, X_m) \) of Lipschitz continuous vector fields in \( \mathbb{R}^n \) (see, e.g., \[ \text{[8], [11], [16]} \].

**Definition.** We say that an absolutely continuous curve \( \gamma : [0, T] \rightarrow \mathbb{R}^n \) is a subunit curve with respect to \( X \) if for any \( \xi \in \mathbb{R}^n \)
\[
\langle \gamma(t), \xi \rangle^2 \leq \sum_{j=1}^m \langle X_j(\gamma(t)), \xi \rangle^2,
\]

where the seminorm \( \| u \|^2_{S^{1,2}(\mathcal{U})} \) is defined by
\[
\| u \|^2_{S^{1,2}(\mathcal{U})} = \| u \|^2_{L^2(\mathcal{U})} + \| X u \|^2_{L^2(\mathcal{U})} + \| Y u \|^2_{L^2(\mathcal{U})}.
\]
for a.e. \( t \in [0, T] \). If \( P_1, P_2 \in \mathbb{R}^n \), we define
\[
d(P_1, P_2) = \inf \{ T > 0 : \text{there exists a subunit curve } \gamma, \\
\gamma : [0, T] \rightarrow \mathbb{R}^n, \quad \gamma(0) = P_1, \quad \gamma(T) = P_2 \}.
\]
If the above set of curves is empty, we take \( d(P_1, P_2) = \infty \).

If we choose now \( X_1 = X, X_2 = Y \), it is well known that \( d(P_1, P_2) < \infty \) for any couple of points \( P_1, P_2 \) belonging to the half-plane \( \{(x, y) : x > 0\} \). Thus, if \((a, b) \in \{(x, y) : x > 0\} \) and \( h > 0 \), we denote by \( B_c((a, b), h) \) the open ball of radius \( h > 0 \) centered at \((a, b)\) for the Carnot–Carathéodory metric \( d \) associated with \((X, Y)\).

If a point \((a, b)\) belongs to a compact subset \( K \) of \( \{(x, y) : x > 0\} \), then it is possible to provide a characterization of \( B_c((a, b), h) \), provided \( h \) is sufficiently small (compared with \( \inf_K x \) and \( (\sup_K x)^{-1} \)).

Since later in this paper this will be precisely the case of interest, take \( K = [m, 1] \times [-1, 1] \), where \( m > 0 \), and assume \( h < m \). Combining Theorem 2.3 in [13] and the previous Remark therein, we obtain the following property of metric balls centered in \( K \).

**Proposition 4.** If \((a, b) \in K \) and \( h < m \), we take
\[
\Lambda_1^*((a, b), h) \equiv \max_{|y-b|<h} |y|a = (|b| + h)a, \quad \Lambda_2^*((a, b), h) \equiv 1, \quad F_i^*((a, b), h) \equiv h\Lambda_i^*((a, b), h), \quad i = 1, 2,
\]
and
\[
Q((a, b), h) \equiv (a - F_1^*((a, b), h), a + F_1^*((a, b), h)) \times (b - F_2^*((a, b), h), b + F_2^*((a, b), h)).
\]
There exists an absolute constant \( \theta > 1 \) and a constant \( h_0 = h_0(m) \) such that
\[
Q((a, b), \frac{h}{\theta}) \subset B_c((a, b), h) \subset Q((a, b), \theta h),
\]
for any \((a, b) \in K \) and \( h < h_0 \).

**Proof.** It is enough to choose in [13], Theorem 2.3, \( \lambda_1(x, y) = |x||y| \) and \( \lambda_2(x, y) = 1 \). In the domain \( K \), the Lipschitz constant of both \( \lambda_1 \) and \( \lambda_2 \) is clearly 1. \( \square \)

**Remark 4.** Since \( F_1^*((a, b), 2h) \leq 4F_1^*((a, b), h) \), we can see directly that the distance \( d \) is doubling with respect to Lebesgue measure, i.e.,
\[
|B_c((a, b), 2h)| \leq C|B_c((a, b), h)|, \quad (a, b) \in K, \ h < h_0,
\]
where \( |E| \) stands for the Lebesgue measure of \( E \subset \mathbb{R}^2 \), and \( C \) is an absolute constant, independent of \( m \). This is a particular case of a well-known result (see e.g., [11] and [16]).

**Remark 5.** When we are “away from \( y = 0 \)”, it will turn out to be easier to work with a slightly different family of equivalent rectangles. For any positive numbers \( h, a, b \) such that \( bh \leq \frac{1}{2} \) and \( b \geq 2h > 0 \), we define \( R_{a,b,h} \) as the rectangle
\[
R_{a,b,h} = \{(x, y) \in \mathbb{R}^2_+, |x - a| \leq abh; |y - b| \leq h\}.
\]
Since \( h < b \), we have \( abh \leq (b + h)ha \leq ab(2h) \), so that
\[
\text{Int}(R_{a,b,h}) \subset Q((a, b), h) \subset R_{a,b,2h}.
\]
4.3. **Definition of the mesh.** We want to construct a triangulation of the domain \( \Omega = (m, 1) \times (-1, 1) \). With this aim, we choose an integer \( N_x > 0 \) and the real number \( \lambda > 1 \) (in the following \( N_x \) will be large and \( \lambda \) will be close to 1), defined by

\[
(62) \quad m = \lambda^{-N_x} \Leftrightarrow \log(\lambda) = -\frac{\log(m)}{N_x}.
\]

We denote by \( L_k \) the length of the interval \([\lambda^{-k-1}, \lambda^{-k}]\); i.e., we set

\[
(63) \quad L_k \equiv \lambda^{-k-1}(\lambda - 1).
\]

For a given constant \( c \), we denote by \( h_{\lambda} \) the real number

\[
(64) \quad h_{\lambda} \equiv c\sqrt{\lambda - 1}.
\]

Note that \( N_x \approx (\log m)h_{\lambda}^{-2} \).

For convenience, we choose a mesh constructed by assembling a Cartesian mesh of the domain \((m, 1) \times (-2\lambda, 2\lambda)\) and more general meshes in the domains \((m, 1) \times (-1, -2\lambda)\) and \((m, 1) \times (2\lambda, 1)\). For \( k, j \in \mathbb{Z} \), let \( S_{k,j} \) be the node in the plane \( \lambda^{-(k-1)} \times \lambda^{-j} \).

We consider the set of nodes \( V_1 \) of \([m, 1] \times [-2\lambda, 2\lambda]\) given by

\[
(65) \quad V_1 = \{ S_{k,j}, \ k = 0, \ldots, N_x, \ |j| \leq 2 \}.
\]

It is possible to construct a Cartesian grid covering \((m, 1) \times (-2\lambda, 2\lambda)\) whose vertices are the nodes of \( V_1 \). Then we divide each rectangle of the grid into two triangles by means of the diagonal straight line passing through its left-up vertex. Doing so, we construct a triangulation called \( T_1 \) of \((m, 1) \times (-2\lambda, 2\lambda)\) which is not regular in the sense of \([3][4]\) with respect to the Euclidean metric. For any triangle \( t \) of this mesh, we introduce the size \( h_t \):

\[
(66) \quad h_t \equiv h_{\lambda}.
\]

This size is of the same order as the diameter of the triangle \( t \) with respect to the intrinsic metric associated with the degenerate operator in \([10]\) (see subsection \([4.2]\) for the definition of the intrinsic metric). Indeed, if we take a point \( S_{k,j} \) of this mesh, then

\[
F^1_t(S_{k,j}, h_{\lambda}) = h_{\lambda}^{-k} (j h_{\lambda} + h_{\lambda}) \approx \lambda^{-k} h_{\lambda}^2 \approx L_{k-1},
\]

and

\[
F^2_t(S_{k,j}, h_{\lambda}) = h_{\lambda},
\]

so that the Carnot–Carathéodory distance of the contiguous points \( S_{k-1,j}, S_{k-1,j+1}, \) \( S_{k-1,j+1} \) to \( S_{k,j} \) is of the order of \( h_{\lambda} \).

Next, for a positive constant \( \mu > 1 \), we consider a triangulation \( T_2 \) of \((m, 1) \times (2\lambda, 1)\) satisfying the following assumptions.

1) The nodes of \( T_2 \) and of \( T_1 \) located on the straight line \( y = 2\lambda \) coincide.
2) For each triangle \( t \in T_2 \), we can choose two points \( (x'_t, y'_t), (x''_t, y''_t) \) and two positive numbers \( h_t, \rho_t \), such that \( y''_t h_t \leq \frac{1}{2} \), \( y'_t \geq 2h_t \), \( y''_t \rho_t \leq \frac{1}{2} \), and

\[
(67) \quad R_{x'_t, y'_t, \rho_t} \subset t \subset R_{x''_t, y''_t, h_t}.
\]

\( h_t = \inf \{ \tau > 0 : \) there exists \( (\xi, \eta) \) such that \( \eta \geq 2\tau, 2\eta \tau \leq 1, \) and \( t \subset R_{\xi, \eta, \tau} \}, \)

\( \rho_t = \sup \{ \tau > 0 : \) there exists \( (\xi, \eta) \) such that \( \eta \geq 2\tau, 2\eta \tau \leq 1, \) and \( R_{\xi, \eta, \tau} \subset t \}, \)
and 
\[ \frac{h_t}{\rho_t} \leq \mu. \]

By Proposition 4 and Remark 5, this assumption says that the mesh is regular with respect to the intrinsic metric.

Note that (68) implies that
\[ R_{x_t',y_t',\rho_t} \subset t \subset R_{x_t',y_t',2h_t} \subset R_{x_t',y_t',h_t} \subset t \subset R_{x_t',y_t',\rho_t} \]

Therefore, for simplicity, we are even going to make a slightly stronger assumption: we assume that there exist a point \((x_t,y_t)\) such that
\[ y_t h_t \leq \frac{1}{2}, \quad y_t \geq 2 h_t, \]

and
\[ R_{x_t,y_t,\rho_t} \subset t \subset R_{x_t,y_t,h_t} \quad \text{with} \quad \frac{h_t}{\rho_t} \leq \mu. \]

We can think of \((x_t,y_t)\) as of a generalized “center of gravity” of \(t\).

For the triangulation \(T_3\) of \((m,1) \times (-1,2h_\lambda)\), we make the same assumptions as for \(T_2\) (all the definitions are modified by using the symmetry with respect to \(y=0\)).

The triangulation \(T\) is obtained as the union \(T = T_1 \cup T_2 \cup T_3\).

**Remark 6.** We give an example of a Cartesian mesh satisfying the assumptions stated above. We define \(N_y\) as the integer part of \(1/h_\lambda\). For \(k,j \in \mathbb{Z}\), let \(\tilde{S}_{k,j}\) be the node in the plane
\[ \tilde{S}_{k,j} = \begin{cases} \lambda^{-k}, \text{sign}(j) \sqrt{|j| + 3}, & \text{if } |j| \leq 2, \\ \lambda^{-k}, \text{sign}(j) \frac{\sqrt{|j| + 3}}{N_y}, & \text{if } |j| \geq 3. \end{cases} \]

Note that if \(h_\lambda\) is small enough, then \(\frac{\sqrt{3}}{N_y} > 2h_\lambda\). We consider the set of nodes \(\mathcal{V}\) of \(\tilde{\Omega}\) given by
\[ \mathcal{V} = \{ \tilde{S}_{k,j}, \ k = 0, \ldots, N_x, \ |j| = 0, \ldots, N_y^2 - 3 \}. \]

It is possible to construct a Cartesian grid covering \(\Omega\) whose vertices are the nodes of \(\mathcal{V}\). Then we divide each rectangle of the grid into two triangles by means of the diagonal straight line passing through its left-up vertex. Doing so, we construct a triangulation satisfying all the assumptions stated above.

Let \(M\) be the number of nodes of \(\mathcal{V}\). We have
\[ M = \#\mathcal{V} \approx N_y^2 N_x \approx N_x^2 \log m^{-1} \approx N_y^4 \log m. \]

Note that this Cartesian triangulation is close to the one proposed in [13] for the so-called Grushin operator. Note also that this triangulation is not quasi-uniform with respect to the intrinsic metric, because the triangles near the axis \(y=0\) have diameter (in the intrinsic metric) of order \(h_\lambda\), whereas the triangles far from \(y=0\) have a diameter of order \(h_\lambda^2\).

Constructing a Cartesian grid which would be also quasi-uniform with respect to the intrinsic metric is not possible.
4.4. The discrete problem. We denote by $V_\lambda$ the vector space of the continuous functions on $\Omega$ which are piecewise linear on the triangles of $T$. We define $\mathcal{V} = \{S_1, \ldots, S_M\}$ as the set of nodes of $T$. The nodal basis of $V_\lambda$ is $(\phi_i)_{i=1,\ldots,M}$, where $\phi_i \in V_\lambda$ is such that $\phi_i(S_j) = \delta_{ij}$.

The discrete version of (50) is find $u_\lambda \in V_\lambda$ such $\forall v_\lambda \in V_\lambda$,

\begin{equation}
\mathcal{A}(u_\lambda, v_\lambda) = \int_{\Omega} f v_\lambda + \int_{\Gamma_0} g_0 v_\lambda + \int_{\Gamma_1} x y g_1 v_\lambda.
\end{equation}

It is now standard matter (see for example [3], [11], [2]) to prove that (73) has a unique solution, and that there exists a positive constant $C$ such that

\begin{equation}
\|u - u_\lambda\|_{S^{1,2}(\Omega)} \leq C \inf_{v_\lambda \in V_\lambda} \|u - v_\lambda\|_{S^{1,2}(\Omega)}.
\end{equation}

We are going to assume that $u \in S^{2,2}(\Omega)$ (this is precisely the regularity proved in Section 2) and we are going to compute the distance $\inf_{v_\lambda \in V_\lambda} |u - v_\lambda|_{S^{1,2}(\Omega)}$ of $u$ to $V_\lambda$. For that, it is not possible to use the standard Lagrange interpolation, since a function $v \in S^{2,2}(\Omega)$ is not necessarily continuous on the line $y = 0$. Instead, we propose to use a local regularization operator due to Clément, [5].

5. A local regularization operator

5.1. Preliminary results. Denote now by $\tilde{X}$ and $Y$ the smooth vector fields in $\mathbb{R}^2 = \mathbb{R}_x \times \mathbb{R}_y$ defined by

\begin{equation}
\tilde{X} = y \partial_x, \quad Y = \partial_y.
\end{equation}

As above, if $U$ is an open subset of $\mathbb{R}^2$, we denote by $\tilde{S}^{1,2}_0(U)$, $\tilde{S}^{1,2}(U)$, and $\tilde{S}^{2,2}(U)$ the function spaces defined as above replacing $X$ by $\tilde{X}$. Related norms and seminorms are defined analogously.

Remark 7. An elementary computation shows that, if $U \subset (0, \infty) \times \mathbb{R}$, then $S^{1,2}(U)$ and $\tilde{S}^{1,2}(U)$ coincide as vector spaces, and the respective norms are equivalent for $i = 1, 2$.

In the rest of this paper, the following compactness result will play a key role.

Theorem 4. Let $U$ be a bounded open rectangle in $\mathbb{R}^2$. Then

i) $\tilde{S}^{1,2}_0(U)$ is compactly embedded in $L^2(U)$;
ii) $\tilde{S}^{2,2}(U)$ is compactly embedded in $\tilde{S}^{1,2}(U)$.

Remark 8. Because of Remark 7 if $U \in (0, \infty) \times \mathbb{R}$, then the above statement still holds when $\tilde{S}^{1,2}(U)$ is replaced by $S^{1,2}(U)$, $i = 1, 2$.

Remark 9. If we replace the vector field $\tilde{X} = y \partial_x$ by the vector field $(y + c) \partial_x$ with $c \in \mathbb{R}$, an elementary translation argument shows that Theorem 4 still holds for the new related function spaces.

Proof of Theorem 4. The proof consists of several steps, some of them having intrinsic interest. \qed

Proposition 5. The space $C^\infty(\bar{U})$ is dense in $\tilde{S}^{1,2}(U)$. 

Proof. The result is proved in [7] for smooth bounded domains. For the sake of completeness, we give here a full proof in the case of interest. Suppose now $U = (a, b) \times (c_1, c_2)$. It will be enough to prove that

$$\mathcal{C}^\infty((a - \epsilon, b + \epsilon) \times (c_1, c_2)) \cap \hat{S}^{1,2}((a - \epsilon, b + \epsilon) \times (c_1, c_2))$$

is dense in $\hat{S}^{1,2}(U)$, and then to apply the density result of [7] to a smooth set $\hat{U}$, $U \subset \hat{U} \subset (a - \epsilon, b + \epsilon) \times (c_1, c_2)$. Let $u \in \hat{S}^{1,2}(\hat{U})$ be given; we want to approximate $u$ in $\hat{S}^{1,2}(U)$ by smooth functions defined in $(a - \epsilon, b + \epsilon) \times (c_1, c_2)$. Since by, e.g., [7] and [12], $C^\infty(U) \cap \hat{S}^{1,2}(U)$ is dense in $\hat{S}^{1,2}(U)$, we can assume without loss of generality that $u$ is smooth. Moreover, we can always express $u$ as a sum of two functions vanishing, respectively, in a neighborhood of $x = a$ and $x = b$. Therefore, without loss of generality, we may assume, for instance, that

$$u \equiv 0 \text{ in } (a', b) \times (c_1, c_2) \quad \text{with } a < a' < b.$$ 

In that case, $u$ can be continued by zero on $(a', +\infty) \times (c_1, c_2)$. If $\epsilon > 0$ is small, we take

$$u_\epsilon(x, y) = u(x + \epsilon, y), \quad a - \epsilon < x < \infty, \ c_1 < y < c_2.$$ 

Clearly, $u_\epsilon$ is smooth in $[a, +\infty) \times (c_1, c_2)$. If now $v$ is any measurable function in $(a, +\infty) \times (c_1, c_2)$ continued by zero for $x < a$, then, if $(x, y) \in U$, we have

$$|v(x + \epsilon, y) - v(x, y)| = |v(x + \epsilon, y)1_{[a, +\infty)}(x + \epsilon) - v(x, y)1_{[a, +\infty)}(x)|.$$ 

Indeed, if $x \in U$, then both $x > a$ and $x + \epsilon > a$, so that $1_{[a, +\infty)}(x + \epsilon) = 1_{[a, +\infty)}(x) = 1$. Thus, if $v \in L^2((a, +\infty) \times (c_1, c_2))$ (and hence $v1_{[a, +\infty)} \in L^2(\mathbb{R} \times (c_1, c_2))$), then

$$\int_U |v(x + \epsilon, y) - v(x, y)|^2 \, dx \, dy$$

(76)

$$\leq \int_{\mathbb{R} \times (c_1, c_2)} |v(x + \epsilon, y)1_{[a, +\infty)}(x + \epsilon) - v(x, y)1_{[a, +\infty)}(x)|^2 \, dx \, dy \to 0$$

as $\epsilon \to 0$. Taking successively $v = u, \ v = y\partial_x u$, and then $v = \partial_y u$, we obtain that $u_\epsilon \to u, \ \tilde{X} u_\epsilon \to X u$, and $\tilde{Y} u_\epsilon \to Y u$ in $L^2(U)$, since $\tilde{Y} u_\epsilon(x, y) = (Y u)(x + \epsilon, y)$ and $\tilde{X} u_\epsilon(x, y) = (X u)(x + \epsilon, y)$. \hfill \Box

Proposition 6. Let $a' \leq a, \ b' \geq b, \ c'_1 \leq c_1$, and $c'_2 \geq c_2$ be given. Then there exists a continuous extension operator $T$ from $\hat{S}^{1,2}((a, b) \times (c_1, c_2))$ to $\hat{S}^{1,2}((a', b') \times (c'_1, c'_2))$, i.e., a continuous linear map

$$T: \hat{S}^{1,2}((a, b) \times (c_1, c_2)) \to \hat{S}^{1,2}((a', b') \times (c'_1, c'_2)),$$

such that

$$Tu|_{(a, b) \times (c_1, c_2)} \equiv u$$

for any $u \in \hat{S}^{1,2}((a, b) \times (c_1, c_2))$.

Proof. First, let us start by proving the existence of a continuous extension operator from $\hat{S}^{1,2}((a, b) \times (c_1, c_2))$ to $\hat{S}^{1,2}((a', b') \times (c_1, c_2))$. By a density argument and Proposition 5 it is enough to construct a continuous extension of a function $u \in \mathcal{C}^\infty(U)$. Let $\psi = \psi(x)$ be a smooth nonnegative function such that $0 \leq \psi \leq 1$, $\psi(x) \equiv 1$ in a neighborhood of $x = a$ and $\psi(x) \equiv 0$ for $x > (a + b)/2$. Since $u = u\psi + u(1 - \psi)$ and both $u\psi$ and $u(1 - \psi)$ belong to $\hat{S}^{1,2}((a, b) \times (c_1, c_2))$, we can consider separately the case $a' < a, \ b' = b$, and the case $a' = a, \ b' > b$. Thus,
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without loss of generality, we can assume $b' = b$, and we can assume $u$ vanishing for $x > a + \epsilon$, so that $u$ is continuous for $x \in [a, +\infty)$. We define the function $v$ by

$$v(x, y) = \begin{cases} u(x, y) & \text{if } x > a; \\ u(2a - x, y) & \text{if } x < a. \end{cases}$$

(77)

Obviously

$$\frac{\partial v}{\partial y}(x, y) = \begin{cases} \frac{\partial u}{\partial y}(x, y) & \text{if } x > a; \\ \frac{\partial u}{\partial y}(2a - x, y) & \text{if } x < a. \end{cases}$$

(78)

On the other hand,

$$\frac{\partial v}{\partial x}(x, y) = \begin{cases} \frac{\partial u}{\partial x}(x, y) & \text{if } x > a; \\ -\frac{\partial u}{\partial x}(2a - x, y) & \text{if } x < a. \end{cases}$$

(79)

Thus, a straightforward computation shows that

$$v \in \tilde{S}^{1,2}((a', b) \times (c_1, c_2))$$

and

$$\|v\|_{\tilde{S}^{1,2}((a', b) \times (c_1, c_2))} \leq C\|u\|_{\tilde{S}^{1,2}((a, b) \times (c_1, c_2))},$$

and hence our preliminary statement is proved.

We want now to build an extension operator from $(a', b') \times (c_1, c_2)$ to $(a', b') \times (c'_1, c'_2)$. Clearly, we can restrict ourselves to the cases $c_1 = 0$ or $c_2 = 0$, since otherwise the result follows from usual well-known extension theorems in classical Sobolev spaces, the space $\tilde{S}^{1,2}(U)$ being a classical Sobolev space away from $\{y = 0\}$.

Thus suppose now for instance that $c_1 = 0$, and set for sake of simplicity $c_2 \equiv c$. A continuous extension from $\tilde{S}^{1,2}((a', b') \times (0, c))$ to $\tilde{S}^{1,2}((a', b') \times (-c, c))$ can be obtained now again by reflection across $y = 0$. Finally, the extension from $\tilde{S}^{1,2}((a', b') \times (-c, c))$ to $\tilde{S}^{1,2}((a', b') \times (-c', c'))$ is immediate, again since away from $y = 0$, the space $\tilde{S}^{1,2}((a', b') \times (-c, c))$ is a usual Sobolev space.

End of the proof of Theorem 4 We can now prove Theorem 4(ii), i.e., that the space $\tilde{S}^{1,2}(U)$ is compactly embedded in $L^2(U)$. Indeed, take $a' < a$, $b' > b$, $c'_1 < c_1$, $c'_2 > c_2$, and let $T$ be the continuous extension operator defined in Proposition 4. If $\psi \in D((a', b') \times (c'_1, c'_2))$, $\psi \equiv 1$ in $U$, then the map $u \rightarrow \psi Tu$ provides a continuous extension operator from $\tilde{S}^{1,2}(U)$ to $\tilde{S}_0^{1,2}((a', b') \times (c'_1, c'_2))$, and then the assertion follows by the compact embedding theorems for spaces of functions vanishing on the boundary. In fact, this result has been proved by several authors with different degrees of generality (different exponents, weighted measures and so on), but we refer to [6] as the first explicit formulation to our knowledge.

Let us now prove Theorem 4(iii), i.e., that the space $\tilde{S}^{2,2}(U)$ is compactly embedded in $\tilde{S}^{1,2}(U)$.

To this end, let $(u_k)_{k \in \mathbb{N}}$ be a bounded sequence in $\tilde{S}^{2,2}(U)$. Since $(u_k)_{k \in \mathbb{N}}$ is also bounded in $\tilde{S}^{1,2}(U)$, by i) there exists a subsequence (that we still denote by $(u_k)_{k \in \mathbb{N}}$) converging strongly to $u$ in $L^2(U)$. On the other hand, the sequences $(Xu_k)_{k \in \mathbb{N}}$ and $(Yu_k)_{k \in \mathbb{N}}$ are also bounded in $\tilde{S}^{1,2}(U)$, so that we can assume they both converge strongly in $L^2(U)$ to $v_1$ and $v_2$, respectively. It is easy to see that $v_1 = Xu$ and $v_2 = Yu$, and then the assertion is proved.


5.2. A linear mapping from $S^{2,2}(\Omega)$ to $V_\lambda$. A function $v \in S^{2,2}(\Omega)$ is continuous, except maybe on the axis $y = 0$. This is the reason why it is not possible to use the standard interpolation operator for approximating functions of $S^{2,2}(\Omega)$. Instead, we propose to use a local modification of this operator in the strip $y \in (-2h_\lambda, 2h_\lambda)$: there, we shall use a Clément’s local regularization operator.

For $i \in \{1, \ldots, M\}$, we denote by $\omega_i$ the support of the nodal basis function $\phi_i$: $\omega_i = \text{supp}(\phi_i)$ and, for any $v \in L^2(\Omega)$, we denote by $P_i v$ the orthogonal projection of $v$ on $P_1(\omega_i)$, the space of affine polynomials on $\omega_i$, i.e.,

$$P_i v \in P_1(\omega_i) \quad \text{and} \quad \int_{\omega_i} (v - P_i v) p \, dx \, dy = 0 \quad \text{for all} \quad p \in P_1(\omega_i).$$

For the sake of simplicity we write $S_i = (a_i, b_i)$, for $i = 1, \ldots, M$. We define by $I_\lambda$ and $J_\lambda$, respectively, the set of indices such that $|b_i| \leq h_\lambda$, respectively $|b_i| > h_\lambda$.

We can now define the linear operator $\Pi = \Pi_\lambda : S^{2,2}(\Omega) \to V_\lambda$ by

$$\Pi v = \sum_{i \in I_\lambda} (P_i v)(S_i) \phi_i + \sum_{i \in J_\lambda} v(S_i) \phi_i,$$

so $\Pi$ is a Clément’s type operator in the strip $y \in [-h_\lambda, h_\lambda]$, and the standard interpolation operator in the strips $y \geq 2h_\lambda$ and $y \leq -2h_\lambda$.

The following lemma (see, e.g., [3], p. 126) will play an important role in the analysis of the approximation properties of Clément’s operator.

**Lemma 3** (Peetre–Tartar). Let $V, V_1, V_2, W$ be Banach spaces, and let $A_i \in \mathcal{L}(V, V_i)$ be continuous linear maps for $i = 1, 2$, the map $A_1$ being compact. Suppose there exists $c_0 > 0$ such that

$$\|v\|_V \leq c_0 (\|A_1 v\|_{V_1} + \|A_2 v\|_{V_2}),$$

for any $v \in V$. In addition, let $L \in \mathcal{L}(V, W)$ be a continuous linear map such that

$$L|\ker A_2 \equiv 0.$$

Then there exists $C > 0$ such that

$$\|Lv\|_W \leq C \|A_2 v\|_{V_2},$$

for any $v \in V$.

Let $i \in \{1, \ldots, M\}$ be fixed; in order to simplify what follows, we consider only indices $i$ such that $b_i \geq 0$. For the case $b_i < 0$ the formulas below must be changed in an obvious manner by symmetry.

We want first to provide an estimate of the norm

$$\|v - P_i v\|_{L^2(\omega_i)},$$

and then of the seminorm

$$|v - P_i v|_{S^{1,2}(\omega_i)} = \|X(v - P_i v)\|_{L^2(\omega_i)} + \|Y(v - P_i v)\|_{L^2(\omega_i)},$$

for $i \in I_\lambda$. Similarly, for $i \in J_\lambda$ and for a given triangle $t \in T$ in $\omega_i$, we call $I_t$ the Lagrange interpolation on the space of affine functions on $t$, and we want to get an estimate for $|v - I_t v|_{L^2(t)}$ and then for the seminorm $|v - I_t v|_{S^{1,2}(t)} = \|X(v - I_t v)\|_{L^2(t)} + \|Y(v - I_t v)\|_{L^2(t)}$. 
In the rest of this paper we shall estimate:

For $i \in I_{\lambda}$, we have that $S_i = S_{k_{i,j_i}} \in \mathcal{V}$, with $j_i = 0$ or $j_i = 1$; let $t_i$ be the triangle $t_i = (S_{k_{i,j_i}}, S_{k_{i,j_i-1}}, S_{k_{i,j_i+1}})$. Note that $t_i$ is not necessarily contained in $\Omega$. We call $\hat{t}$ the reference triangle $\hat{t} = (\hat{S}_0, \hat{S}_1, \hat{S}_2)$, where $\hat{S}_0 = (0, 0), \hat{S}_1 = (0, 1), \hat{S}_2 = (1, 0)$, and we define the affine mapping $B_i$ which maps $\hat{S}_0$ to $S_i$, $\hat{S}_1$ to $S_{k_i-1,j_i}$ and $\hat{S}_2$ to $S_{k_i,j_i+1}$. We have $B_i = Z_i + T_i$ where

$$Z_i = S_i \quad \text{and} \quad T_i \equiv \begin{pmatrix} \alpha_i & 0 \\ 0 & \beta_i \end{pmatrix},$$

with

$$\alpha_i \equiv L_{k_{i-1}} \quad \text{and} \quad \beta_i \equiv h_i = h_{\lambda} \quad \text{(see (64)).}$$

We define $\hat{\omega}_i$ by $\omega_i = B_i^{-1} \omega_i$. It is easy to see that if $S_i \in \Omega$, $\hat{\omega}_i$ is the convex hull of $(-r, 0), (0, -1), (1, -1), (1, 0), (0, 1), (-r, 1)$, where $r = \frac{1}{\lambda}$.

Calling $\hat{\nu} \equiv \nu \circ B_i$, we denote by $\hat{P}_i$ the projector on the space of affine polynomials in $L^2(\hat{\omega}_i)$, we know that

$$\hat{P}_i \hat{\nu} = \hat{P}_i \nu.$$

Indeed, the linear map $p \rightarrow \hat{p}$ is an isomorphism of $P_i(\omega_i)$ onto $P_i(\hat{\omega}_i)$, since $B_i$ is affine; hence $\hat{P}_i \nu$ is an affine polynomial. In addition, if $\hat{\nu} \in P_i(\hat{\omega}_i)$, then

$$\int_{\hat{\omega}_i} (\hat{\nu} - \hat{P}_i \hat{\nu}) \hat{p} \, d\xi d\eta = (\alpha_i \beta_i)^{-1} \int_{\omega_i} (\nu - P_i \nu) p \, dx dy = 0.$$

For $i \in I_{\lambda}$ and for a given triangle $t \in \mathcal{T}$ contained in $\omega_i$, let $(x_t, y_t)$ be the center of $t$ (satisfying (69)). Let $T_t$ be the linear map

$$T_t \equiv \begin{pmatrix} \alpha_t & 0 \\ 0 & \beta_t \end{pmatrix},$$

where

$$\alpha_t \equiv 2h_t x_t y_t \quad \text{and} \quad \beta_t \equiv 2h_t.$$

We call $B_t = Z_t + T_t$, where $Z_t = (x_t - h_t x_t y_t, y_t - h_t)$. Note that $B_t$ maps the unit square to the rectangle $R(x_t, y_t, h_t)$. We define $\hat{t}$ by $\hat{t} = B_t^{-1} t$.

From the assumptions on the triangulation, $\hat{t}$ is a shape regular triangle containing a ball of diameter $r$ (in the Euclidean metric), where $r$ depends only $\mu$, and being contained in the unit cube.

Calling $\hat{\nu} \equiv \nu \circ B_t$, we denote by $I_{\hat{t}}$ the Lagrange interpolation operator on $\hat{t}$, we have

$$I_{\hat{t}} \hat{\nu} = I_{\hat{t}} \hat{\nu}.$$

In the rest of this paper we shall estimate:

For $i \in I_{\lambda}$, the error norms $\|v - P_i \nu\|_{L^2(\omega_i)}$ and $\|v - P_i \nu\|_{C^{1,2}(\omega_i)}$ by rescaling the polygonal domains $w_t$ through the map $B_t^{-1}$. We shall distinguish the case “near $y = 0$” (i.e., the case $b_t = h_{\lambda}$), where the model case is described by function spaces associated with the vector fields $\partial_y$ and $(1 + y) \partial_x$, the coefficient $1 + y$ vanishing at the lower boundary of the rescaled cell, and finally the case “on $y = 0$” (i.e., the case $b_t = 0$), where the model case is described by function spaces associated with the vector fields $\partial_y$ and $y \partial_x$, the coefficient $y$ vanishing inside the rescaled cell.
Lemma 4. There exists a positive constant $C$ such that:

- for any $i \in J_\lambda$ and for a given triangle $t \in T$ contained in $\omega_i$, for any $v \in S^{2,2}(t)$,

$$h^{-2}_i \|v - I(tv)\|_{L^2(t)}^2 + \|v - I(tv)\|_{S^{1,2}(t)}^2 \leq C \alpha_i \beta_i^{-1} \left( \int_{\omega_i} |\hat{v} - \hat{I} \hat{v}|^2 \, d\xi d\eta + \int_{\omega_i} \frac{\partial}{\partial \xi} (\hat{v} - \hat{I} \hat{v})^2 \, d\xi d\eta \right)$$

(88)

- for any $i \in I_\lambda$ with $b_i = h_\lambda$, and for any $v \in S^{1,2}(\omega_i)$,

$$h^{-2}_i \|v - P_i v\|_{L^2(\omega_i)}^2 + \|v - P_i v\|_{S^{1,2}(\omega_i)}^2 \leq C \alpha_i \beta_i^{-1} \left( \int_{\omega_i} |\hat{v} - \hat{P} \hat{v}|^2 \, d\xi d\eta + \int_{\omega_i} \frac{\partial}{\partial \xi} (\hat{v} - \hat{P} \hat{v})^2 \, d\xi d\eta \right)$$

(89)

- for any $i \in I_\lambda$ with $b_i = 0$, and for any $v \in S^{1,2}(\omega_i)$,

$$h^{-2}_i \|v - P_i v\|_{L^2(\omega_i)}^2 + \|v - P_i v\|_{S^{1,2}(\omega_i)}^2 \leq C \alpha_i \beta_i^{-1} \left( \int_{\omega_i} |\hat{v} - \hat{P} \hat{v}|^2 \, d\xi d\eta + \int_{\omega_i} \frac{\partial}{\partial \xi} (\hat{v} - \hat{P} \hat{v})^2 \, d\xi d\eta \right)$$

(90)

Proof. Let us consider first $i \in J_\lambda$, a given triangle $t \in T$ contained in $\omega_i$, and $v \in S^{2,2}(t)$. Thanks to (87), we have that

$$h^{-2}_i \int_t |v - I_tv|^2 \, dx dy \approx \beta_i^{-2} \int_t |v - I_tv|^2 \, dx dy = \alpha_i \beta_i^{-1} \int_t |\hat{v} - \hat{I} \hat{v}|^2 \, d\xi d\eta.$$  

(91)

Moreover (remember that $\frac{\partial}{\partial x} f = \alpha_i^{-1} \frac{\partial}{\partial x} \hat{f}$ and $\frac{\partial}{\partial y} f = \beta_i^{-1} \frac{\partial}{\partial y} \hat{f}$), and calling $z_{t,1}, z_{t,2}$ the coordinates of $Z_t$ (where $Z_t$ is defined just after (86)),

$$\int_t \left| X(v - I_tv) \right|^2 \, dx dy = \int_t \left| xy \frac{\partial}{\partial x} (v - I_tv)^2 \right|^2 \, dx dy$$

(92)

$$= \alpha_i^{-1} \beta_i \int_t \left| (z_{t,1} + \alpha_i \xi)(z_{t,2} + \beta_i \eta) \frac{\partial}{\partial \xi} (\hat{v} - \hat{I} \hat{v}) \right|^2 \, d\xi d\eta$$

$$= \alpha_i \beta_i \int_t \left| \left(\frac{z_{t,1}}{\alpha_i} + \xi\right) \left(\frac{z_{t,2}}{\beta_i} + \eta\right) \frac{\partial}{\partial \xi} (\hat{v} - \hat{I} \hat{v}) \right|^2 \, d\xi d\eta.$$
assumptions on the mesh, \( \frac{h_i^2}{\beta_i} \) is greater than 1, which yields \( \frac{1}{\beta_i} \leq \frac{h_i^2}{\beta_i} - \frac{1}{\beta_i} \leq \frac{2}{\beta_i}. \)

Therefore, \( 0 \leq \left( \frac{1}{\alpha_i} + \xi \right) \left( \frac{\alpha_i}{\beta_i} + \eta \right) \approx \frac{1}{\beta_i} \), and

\[
(93) \quad \int_{\Omega_i} |X(v - P_i v)|^2 \, dx dy \approx \alpha_i \beta_i^{-1} \int_{\Omega_i} \left| \frac{\partial}{\partial \xi} \left( \hat{v} - \hat{P}_i \hat{v} \right) \right|^2 \, d\xi d\eta.
\]

Also

\[
(94) \quad \int_{\Omega_i} |Y(v - P_i v)|^2 \, dx dy = \int_{\Omega_i} \left| \frac{\partial}{\partial y} (v - P_i v) \right|^2 \, dx dy = \alpha_i \beta_i^{-1} \int_{\Omega_i} \left| \frac{\partial}{\partial \eta} (\hat{v} - \hat{P}_i \hat{v}) \right|^2 \, d\xi d\eta.
\]

Estimate (88) is obtained from (91), (93), (94).

In addition, since \( \hat{Z}_i \) is estimated as

\[
\int_{\Omega_i} |Y(v - P_i v)|^2 \, dx dy = \int_{\Omega_i} \left| \frac{\partial}{\partial y} (v - P_i v) \right|^2 \, dx dy = \alpha_i \beta_i^{-1} \int_{\Omega_i} \left| \frac{\partial}{\partial \eta} (\hat{v} - \hat{P}_i \hat{v}) \right|^2 \, d\xi d\eta.
\]

Now, by definition, \( \frac{z_{i,1}}{\alpha_i} = \frac{1}{\lambda_i} = \frac{1}{\lambda^2} = \frac{1}{\beta_i} \); therefore, in the limit \( h_\lambda \rightarrow 0 \), \( \frac{z_{i,1}}{\alpha_i} + \xi \approx \frac{1}{\beta_i} \).

Concerning the term \( \frac{z_{i,2}}{\alpha_i} + \eta \), we have

1. if \( b_i = 0 \), \( \frac{z_{i,2}}{\beta_i} + \eta = \eta \),
2. if \( b_i = h_\lambda \), \( \frac{z_{i,2}}{\beta_i} + \eta = 1 + \eta \).

This yields that

1. if \( b_i = 0 \), \( \left( \frac{z_{i,1}}{\alpha_i} + \xi \right) \left( \frac{z_{i,2}}{\beta_i} + \eta \right) \approx \frac{\eta}{\beta_i} \),
2. if \( b_i = h_\lambda \), \( \frac{z_{i,1}}{\alpha_i} + \xi \left( \frac{z_{i,2}}{\beta_i} + \eta \right) \approx \frac{1 + \eta}{\beta_i} \).

After simple calculations,

1. if \( b_i = 0 \),

\[
(97) \quad \int_{\Omega_i} |X(v - P_i v)|^2 \, dx dy \approx \alpha_i \beta_i^{-1} \int_{\Omega_i} \left| \eta \frac{\partial}{\partial \xi} (\hat{v} - \hat{P}_i \hat{v}) \right|^2 \, d\xi d\eta.
\]

2. if \( b_i = h_\lambda \),

\[
(98) \quad \int_{\Omega_i} |X(v - P_i v)|^2 \, dx dy \approx \alpha_i \beta_i^{-1} \int_{\Omega_i} \left| (1 + \eta) \frac{\partial}{\partial \xi} (\hat{v} - \hat{P}_i \hat{v}) \right|^2 \, d\xi d\eta.
\]

Finally,

\[
(99) \quad \int_{\Omega_i} |Y(v - P_i v)|^2 \, dx dy = \int_{\Omega_i} \left| \frac{\partial}{\partial y} (v - P_i v) \right|^2 \, dx dy = \alpha_i \beta_i^{-1} \int_{\Omega_i} \left| \frac{\partial}{\partial \eta} (\hat{v} - \hat{P}_i \hat{v}) \right|^2 \, d\xi d\eta.
\]
The lemma is proved.

To estimate the right-hand side of (SS), we recall the following result.

**Lemma 5.** There exists a positive constant $C$ depending only on $\mu$ such that, for any $i \in J_\lambda$, and for a given triangle $t \in T$ contained in $\omega_i$, we have

$$\begin{align*}
\int_t |\hat{v} - I_t v|^2 d\xi d\eta + \int_t \frac{\partial}{\partial \xi} (\hat{v} - I_t v)^2 d\xi d\eta + \int_t \frac{\partial}{\partial \eta} (\hat{v} - I_t v)^2 d\xi d\eta \\
&\leq C \int_t \frac{\partial^2}{\partial \xi^2} \hat{v}^2 d\xi d\eta + \int_t \frac{\partial^2}{\partial \eta^2} \hat{v}^2 d\xi d\eta + \int_t \frac{\partial^2}{\partial \xi \partial \eta} \hat{v}^2 d\xi d\eta
\end{align*}$$

(100)
for any $\hat{v} \in W^{2,2}(\hat{t})$ (the usual Sobolev space of order 2 in $L^2(\hat{t})$).

**Proposition 7.** There exist positive constants $C$ and $H > 0$ such that for all $i \in J_\lambda$, for a given triangle $t \in T$ contained in $\omega_i$, and for all $v \in S^{2,2}(t)$,

$$h_i^{-2} \|v - I_t v\|_{L^2(t)}^2 + |v - I_t v|^2_{S^{2,2}(t)} \leq C h_i^2 \|v\|_{S^{2,2}(t)}^2,$$

(101)
if $h_i < H$.

**Proof.** To prove (101), we must estimate the terms in the right-hand side of (100) by integrals in $t$, repeating backward the arguments used to obtain (SS).

Keeping in mind that for $(\xi, \eta) \in \hat{t}$, we have that $(z_{t,1} + \alpha t \xi)(z_{t,2} + \beta \eta) \approx \frac{\partial}{\partial \xi}$, and that the Jacobian of $T_t$ is $\alpha t \beta$, we get

$$\int_t \frac{\partial^2}{\partial \xi^2} \hat{v}^2 d\xi d\eta \approx \frac{\beta_t^2}{\alpha_t^4} \int_t (z_{t,1} + \alpha_t \xi)^2 (z_{t,2} + \beta \eta)^2 \frac{\partial^2}{\partial \xi^2} \hat{v}^2 d\xi d\eta$$

$$= \alpha_t^{-1} \beta_t^2 \int_t |x^2 y^2 \frac{\partial^2}{\partial x^2} v|^2 d\xi d\eta.$$

(102)

In addition, we have

$$\int_t \frac{\partial^2}{\partial \eta^2} \hat{v}^2 d\xi d\eta = \alpha_t^{-1} \beta_t^2 \int_t |\frac{\partial^2}{\partial \eta^2} v|^2 d\xi d\eta.$$

(103)

Finally,

$$\int_t \frac{\partial^2}{\partial \xi \partial \eta} \hat{v}^2 d\xi d\eta \approx \frac{\beta_t^2}{\alpha_t^4} \int_t (z_{t,1} + \alpha_t \xi)(z_{t,2} + \beta \eta) \frac{\partial}{\partial \xi \partial \eta} \hat{v}^2 d\xi d\eta$$

$$= \alpha_t^{-1} \beta_t^2 \int_t |xy \frac{\partial^2}{\partial x \partial y} v|^2 d\xi d\eta.$$

(104)

Now combining (SS), (100), (102), (103), (104), and using the fact that $\beta_t = 2h_i$, we get that

$$h_i^{-2} \|v - I_t v\|_{L^2(t)}^2 + |v - I_t v|^2_{S^{2,2}(t)} \leq C h_i^2 \left( \int_t |x^2 y^2 \frac{\partial^2}{\partial x^2} v|^2 d\xi d\eta + \int_t |\frac{\partial}{\partial \eta} v|^2 d\xi d\eta + \int_t |xy \frac{\partial^2}{\partial x \partial y} v|^2 d\xi d\eta \right).$$

(105)

We can write the above estimate better in terms of the vector fields $X$ and $Y$ as follows. Clearly, $\frac{\partial^2}{\partial x^2} = Y^2$ and $xy \frac{\partial}{\partial x \partial y} = XY$. On the other hand, notice that

$$X^2 v = xy \frac{\partial}{\partial x} \left( xy \frac{\partial v}{\partial x} \right) = x^2 y^2 \frac{\partial^2 v}{\partial x^2} + xy \frac{\partial v}{\partial x}.$$
so that
\[
\int_t |x^2 y^2 \frac{\partial^2}{\partial x^2} u|^2 \, dx dy \leq 2 \|X^2 v\|_{L^2(t)}^2 + 2 \|X v\|_{L^2(t)}^2.
\]
Hence, if we choose in (105) \(h_t < H\), with \(H\) such that
\[
2C H^2 < \frac{1}{2},
\]
we get eventually (101).

We must now consider the case \(i \in I_\lambda\) and \(b_i = h_\lambda\) in order to prove an estimate like (101) in this case. If we denote by \(q_i\) the smallest rectangle whose sides are aligned with the axes containing \(\omega_i\), it is much simpler to provide an estimate where in the right-hand side the norms over \(\omega_i\) are replaced by norms over \(q_i\), and this gives no trouble, since the sets \(q_i\) have bounded overlaps, as the sets \(\omega_i\) do. Again as above, we set
\[
q_i = B_i(\tilde{q}_i).
\]
If \(\omega_i \subset \Omega\), and hence \(q_i \subset \Omega\), then \(\tilde{q}_i \subset \mathbb{R}^2 \times \mathbb{R}^2\) is the rectangle \((-r, 1) \times (-1, 1)\). The only difference in the case \(b_i = h_\lambda\) is that (88) is replaced by (89), and then we have to prove the following lemma, analogous to Lemma 4.

**Lemma 6.** There exists a positive constant \(C\) such that, for any \(i \in I_\lambda\) with \(b_i = h_\lambda\),
\[
\int_{\tilde{q}_i} |\tilde{\vartheta} - \tilde{P}_i \tilde{\vartheta}|^2 \, d\xi d\eta + \int_{\tilde{q}_i} \left| (1 + \eta) \frac{\partial}{\partial \xi} (\tilde{\vartheta} - \tilde{P}_i \tilde{\vartheta}) \right|^2 \, d\xi d\eta + \int_{\tilde{q}_i} \left| \frac{\partial}{\partial \eta} (\tilde{\vartheta} - \tilde{P}_i \tilde{\vartheta}) \right|^2 \, d\xi d\eta
\leq C \left( \int_{\tilde{q}_i} \left| (1 + \eta) \frac{\partial^2}{\partial \xi^2} \tilde{\vartheta} \right|^2 \, d\xi d\eta + \int_{\tilde{q}_i} \left| (1 + \eta) \frac{\partial^2}{\partial \eta^2} \tilde{\vartheta} \right|^2 \, d\xi d\eta \right)
\]
for any \(\tilde{\vartheta} \in \tilde{S}^{2,2}(\tilde{q}_i).

**Proof.** We notice first that the left-hand side of (107) is (the square of) the norm of \(\tilde{\vartheta} - \tilde{P}_i \tilde{\vartheta}\) in \(\tilde{S}^{1,2}(\tilde{\omega}_i)\), and that the right-hand side is equivalent to \(\|X^2 v\|_{L^2(q_i)}^2 + \|Y^2 v\|_{L^2(q_i)}^2 + \|XY Y\|_{L^2(q_i)}^2 + \|X Y Y v\|_{L^2(q_i)}^2\), since \(Y \tilde{X} \tilde{v} = \partial \tilde{\vartheta} + \tilde{\chi} Y \tilde{v}\).

We define by \(\tilde{R}_i\) the continuous linear operator from \(\tilde{S}^{2,2}(\tilde{q}_i)\) to \(\tilde{S}^{1,2}(\tilde{\omega}_i)\), which maps \(v \in \tilde{S}^{2,2}(\tilde{q}_i)\) to the affine polynomial \(\tilde{P}_i(v|_{\tilde{q}_i})\).

Thus, we can apply Lemma 3 with \(V = \tilde{S}^{2,2}(\tilde{q}_i), V_1 = \tilde{S}^{1,2}(\tilde{q}_i), V_2 = L^2(q_i)^4, W = \tilde{S}^{1,2}(\tilde{\omega}_i), A_1 = \text{Id}, A_2 = (X^2 v, Y^2 v, X Y Y v, X Y v, Y X v), L = \text{Id} - \tilde{R}_i\).

Keeping in mind Theorem 4 together with Remark 9 to verify the assumptions of Lemma 3 we have only to check that \(L\) vanishes identically on the kernel of \(A_2\), and hence it is enough to show that a function \(v\) belonging to the kernel of \(A_2\) is an affine polynomial. Since \(Y^2 v \equiv 0\), then \(v(\xi, \eta) = \eta a(\xi) + b(\xi)\). On the other hand, \(0 \equiv \tilde{X} Y \tilde{v} \equiv \tilde{X} a, \text{ so that } a'(\xi) \equiv 0\) and hence \(a(\xi) \equiv a_0\) in \(q_i\). Moreover, \(0 \equiv Y \tilde{X} \tilde{v} - \tilde{X} Y \tilde{v} \equiv \partial \tilde{v} \equiv b'(\xi)\), so \(b\) is a constant too, and the assertion follows. \(\square\)
Proposition 8. There exist positive constants $C$ and $\lambda_0 > 1$ such that for all $i = 1, \ldots, M = \# \mathcal{V}$ with $b_i = h_\lambda$, and for all $v \in S^{2,2}(q_i)$,

$$h_i^{-2} \|v - P_i v\|^2_{L^2(\omega_i)} + \|v - P_i v\|^2_{S^{1,2}(\omega_i)} \leq C h_i^{-2} \|v\|^2_{S^{2,2}(q_i)}$$

if $1 < \lambda < \lambda_0$.

Proof. The proof will be carried out by arguments akin to those of Proposition 7. By definition, $b_i = \beta_i$. Keeping in mind that $a_i + \alpha_i \xi \approx a_i \beta_i^{-2}$ and (106), we get

$$\int_{\hat{q}_i} \left| (1 + \eta)^2 \frac{\partial^2}{\partial \xi^2} \hat{v} \right|^2 \, d\xi d\eta = \alpha_i^2 \int_{\hat{q}_i} \left| (1 + \eta)^2 \frac{\partial^2}{\partial x^2} v \right|^2 \, d\xi d\eta$$

$$\approx \alpha_i^4 \cdot \alpha_i^{-4} \beta_i^8 \cdot \beta_i^{-4} \int_{\hat{q}_i} (a_i + \alpha_i \xi)^4 (b_i + \beta_i \eta)^4 \left| \frac{\partial^2}{\partial x^2} v \right|^2 \, d\xi d\eta$$

$$= \alpha_i^{-1} \beta_i^3 \int_{\hat{q}_i} \left| x^2 y^2 v \right|^2 \, dx dy$$

$$\leq 2 \alpha_i^{-1} \beta_i^3 \left( \|X^2 v\|^2_{L^2(q_i)} + \|X v\|^2_{L^2(q_i)} \right).$$

Analogously,

$$\int_{\hat{q}_i} \left| (1 + \eta)^2 \frac{\partial^2}{\partial \eta^2} \hat{v} \right|^2 \, d\xi d\eta = \alpha_i^2 \beta_i^2 \int_{\hat{q}_i} \left| (1 + \eta)^2 \frac{\partial^2}{\partial x \partial y} v \right|^2 \, d\xi d\eta$$

$$\approx \alpha_i^2 \beta_i^2 \cdot \alpha_i^{-2} \beta_i^{-4} \int_{\hat{q}_i} (a_i + \alpha_i \xi)^2 (b_i + \beta_i \eta)^2 \left| \frac{\partial^2}{\partial x \partial y} v \right|^2 \, d\xi d\eta$$

$$\approx \alpha_i^{-1} \beta_i^3 \int_{\hat{q}_i} \left| xy \frac{\partial^2}{\partial x \partial y} v \right|^2 \, dx dy = \alpha_i^{-1} \beta_i^3 \|X Y v\|^2_{L^2(q_i)}.$$

Moreover, from the identity $x \partial_x = Y X - X Y$,

$$\int_{\hat{q}_i} \left| \frac{\partial}{\partial \xi} \hat{v} \right|^2 \, d\xi d\eta = \alpha_i^2 \int_{\hat{q}_i} \left| \frac{\partial}{\partial x} v \right|^2 \, d\xi d\eta$$

$$\approx \alpha_i^2 \cdot \alpha_i^{-2} \beta_i^4 \int_{\hat{q}_i} (a_i + \alpha_i \xi)^2 \left| \frac{\partial}{\partial x} v \right|^2 \, d\xi d\eta$$

$$\approx \alpha_i^{-1} \beta_i^3 \int_{\hat{q}_i} \left| \frac{\partial}{\partial x} v \right|^2 \, dx dy$$

$$\leq 2 \alpha_i^{-1} \beta_i^3 \left( \|Y X v\|^2_{L^2(q_i)} + \|X Y v\|^2_{L^2(q_i)} \right).$$

Eventually, as in (106),

$$\int_{\hat{q}_i} \left| \frac{\partial^2}{\partial \eta^2} \hat{v} \right|^2 \, d\xi d\eta = \alpha_i^{-1} \beta_i^3 \int_{\hat{q}_i} \left| \frac{\partial^2}{\partial y^2} v \right|^2 \, dx dy$$

$$= \alpha_i^{-1} \beta_i^3 \|Y^2 v\|^2_{L^2(q_i)}.$$
Proposition 9. There exist positive constants $C$ such that, for any $i = 1$ with $b_i = 0,$

\[
\int_{\omega_i} (\hat{v} - \hat{P}_i \hat{v})^2 \, d\xi + \int_{\omega_i} \left| \frac{\partial}{\partial \xi}(\hat{v} - \hat{P}_i \hat{v}) \right|^2 \, d\xi + \int_{\omega_i} \left| \frac{\partial}{\partial \eta}(\hat{v} - \hat{P}_i \hat{v}) \right|^2 \, d\eta 
\leq C \left( \int_{\omega_i} \left| \frac{\partial^2}{\partial \xi^2} \hat{v} \right|^2 \, d\xi + \int_{\omega_i} \left| \frac{\partial^2}{\partial \eta^2} \hat{v} \right|^2 \, d\eta \right)
\]

for any $\hat{v} \in \mathcal{S}^{2,2}(\hat{q}_i).$

Hence we can derive the following a priori error estimate.

Proposition 9. There exist positive constants $C$ and $\lambda_0 > 1$ such that for all $i = 1, \ldots, M = \# \mathcal{V}$ with $b_i = 0,$ and for all $v \in \mathcal{S}^{2,2}(q_i),$

\[
h_i^{-2} \| v - P_i v \|_{L^2(\omega_i)}^2 + \| v - P_i v \|_{\mathcal{S}^{1,2}(\omega_i)}^2
\]

if $1 < \lambda < \lambda_0.$

We are able now to prove the main error estimates.

Theorem 5. There exists a positive constant $C$ such that, if $\max_{t \in T} h_t$ is small enough, for all functions, $v \in \mathcal{S}^{2,2}(\Omega),$

\[
\| v - \Pi v \|_{\mathcal{S}^{1,2}(\Omega)} \leq C \max_{t \in T} h_t \left( \| X^2 v \|_{L^2(\Omega)} + \| Y^2 v \|_{L^2(\Omega)} + \| X Y v \|_{L^2(\Omega)} \right).
\]

Proof. The first step is to estimate $\| v - \Pi v \|_{L^2(\Omega)}.$ Let $t$ be a triangle of $T,$ and let $S_{i_1}, S_{i_2}, S_{i_3}$ be its vertices. For $j = 1, 2, 3,$ if $i_j \in \mathcal{I}_b,$ we call $Q_j$ the operator $P_{i_j},$ On the contrary, if $i_j \in \mathcal{I}_h,$ we call $Q_j$ the Lagrange interpolation operator obtained by assembling the operators $I_t, t \in T, t \subset \omega_i.$

We have

\[
\| v - \Pi v \|_{L^2(t)} = \| v - \sum_{j=1}^3 (Q_j v)(S_j) \phi_j \|_{L^2(t)}
\]

\[
\leq \| v - Q_1 v \|_{L^2(t)} + \| Q_1 v - \sum_{j=1}^3 (Q_j v)(S_j) \phi_j \|_{L^2(t)}
\]

\[
\leq \| v - Q_1 v \|_{L^2(t)} + \sum_{j=1}^3 \| Q_1 v - Q_j v \|_{L^2(t)} \phi_j \|_{L^2(t)}
\]

\[
\leq \| v - Q_1 v \|_{L^2(t)} + \sum_{j=1}^3 \| Q_1 v - Q_j v \|_{L^2(t)} \phi_j \|_{L^2(t)}.
\]

We define $q_j$ as

- $q_j = t$ if $i_j \in \mathcal{I}_b,$
- $q_j$ is the smallest rectangle with sides parallel to the axes containing $\omega_i,$ in the opposite case.

It is clear from Propositions 7, 8 and 9 that $\| v - Q_1 v \|_{L^2(t)} \leq C h_t^2 \| v \|_{\mathcal{S}^{1,2}(q_i)}.$

Also $\| \phi_j \|_{L^2(t)} = \left( \frac{|t|}{b} \right)^{1/2},$ where $|t|$ is the Lebesgue measure of $t.$ On the other hand, since $(Q_1 - Q_j)v$ is affine on $t,$ we have the inverse inequality
\[ \|Q_1 v - Q_j v\|_{L^\infty(t)} \leq C |t|^{-\frac{1}{2}} \|Q_1 v - Q_j v\|_{L^2(t)}, \] where \( C \) does not depend on \( t \).

Therefore
\[ \|Q_1 v - Q_j v\|_{L^\infty(t)} \|\phi_j\|_{L^2(t)} \leq C \|Q_1 v - Q_j v\|_{L^2(t)} \leq C (\|Q_1 v - v\|_{L^2(t)} + \|Q_j v - v\|_{L^2(t)}). \]

Again by Propositions \( \ref{prop7} \), \( \ref{prop8} \), and \( \ref{prop9} \) and using the fact that the triangles having vertices in the strip \( |y| < 2h_\lambda \) have a size \( h_t \) of order \( h_\lambda \), we have that
\[ \sum_{j=1}^{3} \|Q_1 v - Q_j v\|_{L^\infty(t)} \|\phi_j\|_{L^2(t)} \leq C h_t^2 \sum_{j=1}^{3} |v|_{S^2,2(q_j)} \]
(the constant depends on \( \mu \)), which yields finally the same estimate for \( \|v - \Pi v\|_{L^2(t)} \).

Summing on all triangles, and keeping in mind that every triangle of \( T \) is contained in a bounded number of subdomains \( q_j \), we obtain that
\[ \|v - \Pi v\|_{L^2(\Omega)} \leq C \max_{t \in T} h_t^2 |v|_{S^2,2(\Omega)}. \]

In order to estimate \( \|Y(v - \Pi v)\|_{L^2(\Omega)} \), we proceed in the same manner: we obtain exactly as above that
\[ \|Y(v - \Pi v)\|_{L^2(\Omega)} \leq \|Y(v - Q_1 v)\|_{L^2(t)} + \sum_{j=1}^{3} \|Q_1 v - Q_j v\|_{L^\infty(t)} \|Y\phi_j\|_{L^2(t)}. \]

We know that \( \|Y\phi_j\|_{L^2(t)} \leq \frac{1}{h_t} \|\phi_j\|_{L^2(t)} \); since \( h_t \) is the size of \( t \) (with respect to the Euclidean metric) in the \( y \) direction, so exactly as above, we obtain that
\[ \|Y(v - \Pi v)\|_{L^2(\Omega)} \leq \|Y(v - Q_1 v)\|_{L^2(t)} + \frac{C}{h_t} \sum_{j=1}^{3} \|v - Q_j v\|_{L^2(t)}. \]

By Propositions \( \ref{prop7} \), \( \ref{prop8} \), and \( \ref{prop9} \) and using the fact that each triangle in the strip \( |y| \leq 2h_\lambda \) has a size of order \( h_\lambda \), we obtain that
\[ \|Y(v - \Pi v)\|_{L^2(\Omega)} \leq C h_t \sum_{j=1}^{3} |v|_{S^2,2(q_j)}. \]

By summing over the triangles, we obtain the global estimate
\[ \|Y(v - \Pi v)\|_{L^2(\Omega)} \leq C \max_{t \in T} h_t |v|_{S^2,2(\Omega)}. \]

In order to estimate \( \|X(v - \Pi v)\|_{L^2(\Omega)} \), we obtain exactly as above that
\[ \|X(v - \Pi v)\|_{L^2(\Omega)} \leq \|X(v - Q_1 v)\|_{L^2(t)} + \sum_{j=1}^{3} \|Q_1 v - Q_j v\|_{L^\infty(t)} \|X\phi_j\|_{L^2(t)}, \]
and arguing as for \( \ref{eq117} \), \( \ref{eq118} \), and \( \ref{eq119} \), we see that \( \|X\phi_j\|_{L^2(t)}^2 \leq C \alpha_j \beta_j^{-1} \approx Ch_t^{-2} |t|. \) Thus we can conclude as for \( \ref{eq117} \) that
\[ \|X(v - \Pi v)\|_{L^2(\Omega)} \leq C \max_{t \in T} h_t |v|_{S^2,2(\Omega)}. \]

This achieves the proof. \( \square \)
5.3. Consequence: Error estimate for the finite element method. We can now estimate the error in the finite element method.

**Theorem 6.** Let \( u \) be the solution of problem (58), and assume that \( u \in S^{2,2}(\Omega) \). There exists a positive constant \( C \) such that, if \( u_\lambda \) is the solution of the discrete problem (73), then

\[
\| u - u_\lambda \|_{S^{2,2}(\Omega)} \leq C \max_{t \in T} h_t \| u \|_{S^{2,2}(\Omega)}.
\]

**Proof.** Use (74) and Theorem 5. \( \square \)

**Remark 10.** The a priori error estimate (119) is analogous to the one obtained for standard elliptic operators for conforming piecewise linear finite element with a regular family of meshes \( T_h \) (with respect to the Euclidean metric), where \( h \) is the maximal diameter of the triangles of \( T_h \), i.e., \( \| u - u_h \|_{H^1(\Omega)} \leq Ch|h|u|_{H^2(\Omega)} \).

**Remark 11.** If we consider other boundary value problems obtained by replacing the Neumann boundary conditions in (50) by Dirichlet or Robin conditions, the finite element method described above can be applied with standard modifications, and the error estimate (119) holds, as soon as the solution of the continuous problem is smooth enough.

**Remark 12.** For the parabolic problem obtained by replacing the first line of (50) by \( \frac{\partial u}{\partial t} - \frac{1}{\sqrt{\pi}} \frac{\partial^2 u}{\partial x^2} - \frac{\partial^2 u}{\partial y^2} = f \), or by \( \frac{\partial u}{\partial t} - A_t u = f \), with \( A_t \) given in (11), it is possible to use standard time integration schemes like Euler’s implicit scheme or the Crank-Nicolson scheme coupled with the finite element method described above. The a priori error estimates are deduced in a standard manner from those obtained for the elliptic problem.

**Remark 13.** Concerning the Cauchy problem (40) from which we departed (the parabolic equation is posed in the unbounded domain \( Q \)), one strategy is to localize first the problem to a rectangle \( (m_x, M_x) \times (0, M_y) \). One has to find suitable boundary conditions on the artificial boundaries. This is discussed qualitatively in [1], and more quantitatively by A.M. Matache and Christopher Schwab in [15]. Then one can use the finite element method described above for the problem in the truncated domain. Of course, the error comes from both the artificial boundary conditions and the discrete method. The error due to artificial boundary conditions is analyzed in [15].
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