SOLVING QUADRATIC EQUATIONS
USING REDUCED UNIMODULAR QUADRATIC FORMS
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Abstract. Let $Q$ be an $n \times n$ symmetric matrix with integral entries and with $\det Q \neq 0$, but not necessarily positive definite. We describe a generalized LLL algorithm to reduce this quadratic form. This algorithm either reduces the quadratic form or stops with some isotropic vector. It is proved to run in polynomial time. We also describe an algorithm for the minimization of a ternary quadratic form: when a quadratic equation $q(x, y, z) = 0$ is solvable over $\mathbb{Q}$, a solution can be deduced from another quadratic equation of determinant $\pm 1$. The combination of these algorithms allows us to solve efficiently any general ternary quadratic equation over $\mathbb{Q}$, and this gives a polynomial time algorithm (as soon as the factorization of the determinant of $Q$ is known).

There are various methods in the literature for solving homogeneous quadratic equations $q(x, y, z) = 0$ over $\mathbb{Q}$. Mathematicians seem to be unanimous in saying that the first step consists of reducing to the diagonal case, that is, to Legendre equations of the type $ax^2 + by^2 + cz^2 = 0$. As we will see in Section 4.2, this is a good idea in theory, but disastrous in practice: the determinant of the new equation (which has to be factored) can become extremely large, even if the original one has only a couple of digits. After this classical reduction, the ways differ according to the authors.

The most often described method to solve the Legendre equations is probably the method of Lagrange, which consists of a Fermat descent: we can deduce a solution for this equation from the solution of a similar equation, but with smaller coefficients (see for example [6, Ch. IV, §3] or [9, Ch. IV, §3.3]): the main drawback of this method is the need to factor many large numbers. Although it seems a theoretical necessity to factor the determinant, no other factorization is justified. Cochrane and Mitchell in [2] and Cremona and Rusin in [4] give ways to avoid all unnecessary factorizations. The corresponding algorithms are efficient, but can not be used for solving general quadratic equations without doing the disastrous reduction to the diagonal case.

According to [2], the solutions of $ax^2 + by^2 + cz^2 = 0$ lie in a lattice of covolume $2|abc|$ (defined by congruences modulo $a$, $b$ and $c$), and a smallest vector of this lattice will give a solution. If we use an efficient algorithm for finding small vectors in a 3-dimensional lattice (for example LLL as described in [3, §2.6] or the algorithm of Vallée, [10]), it will give us a solution. However, the authors of [2] consider small vectors for a definite quadratic form, which is not the initial quadratic form.
Although it is easy to define (consider only the absolute value of the coefficients!), it is not naturally attached to the problem. I do not see how to generalize it to the nondiagonal case.

The method of \[2\] is not that far from the one developed by Gauss in \[5\] sections 272, 274, 294, except that Gauss reduces directly the indefinite quadratic form for the same lattice. As is noted in \[1\] p. 98, the method of Gauss consists of two steps:

1. Compute square roots modulo \(a\), \(b\) and \(c\), and build another quadratic form with determinant \(-1\).
2. Reduce and solve this new quadratic form.

However, Cassels (\[1\] p. 98) says about it that “Gauss’s proof of the existence of \(h(x)\) is explicit but not very transparent, which perhaps explains why it is not often reproduced in the literature”, where the notation \(h(x)\) refers to the quadratic form with determinant \(-1\).

Another comment about it is given in \[4\]: “Without a fast method of carrying out such a reduction, Gauss’s methods of solving Legendre’s equation are much slower than the method we presented above.”

The goal of this paper is to present a fast method for reducing unimodular quadratic forms, which is a generalization of the LLL–algorithm to indefinite quadratic forms, so step 2 of the algorithm of Gauss is now fast. We also give a process of minimization for a solvable quadratic form, which is a generalization of step 1 to a general ternary quadratic form. We prove that the complete algorithm runs in polynomial time (except for the step of factorization of the initial determinant).

## Notation

\[
\begin{align*}
\mathcal{M}_n(\mathbb{Z}) &= \text{set of } n \times n \text{ matrices with entries in the ring } \mathbb{Z}. \\
GL_n(\mathbb{Z}) &= \text{subset of } \mathcal{M}_n(\mathbb{Z}) \text{ defined by } \det(Q) = \pm 1. \\
Id(n) &= n \times n \text{ identity matrix.} \\
\mathbb{F}_p &= \text{finite field with } p \text{ elements.} \\
\bar{x} &= \text{projection of } x \in \mathbb{Z} \text{ to } \mathbb{Z}/N\mathbb{Z}, N \text{ depending on the context.} \\
v_p(x) &= p\text{-adic valuation of } x. \\
\lfloor x \rfloor &= \text{nearest integer to } x, \text{ so that } -\frac{1}{2} \leq x - \lfloor x \rfloor < \frac{1}{2}.
\end{align*}
\]

1. Reduction of unimodular quadratic forms of small dimension

1.1. Reduction of positive definite quadratic forms. Consider a positive definite quadratic form \(q\) over \(\mathbb{Z}^n\). We write \(x \cdot y\) for the underlying scalar product and \(x^2\) for \(x \cdot x\). Let \(Q = (b_i \cdot b_j) \in \mathcal{M}_n(\mathbb{R})\) be its symmetric Gram matrix according to a basis \(b_1, \ldots, b_n\). We have \(\det(Q) \neq 0\) and \(q(x) = X^tQX\), where \(X\) contains the coefficients of \(x \in \mathbb{Z}^n\) in the basis \(b_1, \ldots, b_n\).

For a basis \(b_1, \ldots, b_n\) of \(\mathbb{Z}^n\) and a positive definite quadratic form \(q\), the following algorithms are classical (see Algorithms 2.5.4 and 2.6.3 in \[3\]).

**Algorithm 1.1** (Gram-Schmidt). *Starting with a basis \(b_1, \ldots, b_n\) of \(\mathbb{R}^n\), this algorithm computes an orthogonal basis \(b_1^*, \ldots, b_n^*\) where \(b_i^* = b_i - \sum_{j=1}^{i-1} \mu_{i,j}b_j^*\).*

For \(i = 1, \ldots, n\) do

1. set \(b_1^* = b_1\).
2. for \(j = 1, \ldots, i - 1\), set \(\mu_{i,j} = b_i \cdot b_j^*/b_j \cdot b_j^*\) and \(b_i^* = b_i^* - \mu_{i,j}b_j^*\).
Note that we have \( \prod_{i=1}^{n} (b_i^*)^2 = \det(Q) \). If we exchange \( b_{k-1} \) and \( b_k \), the vector \( b_{k-1}^* \) also changes and we have
\[
b_{k-1}^{\text{new}} = b_k^* \text{ old} + \mu_{k,k-1} b_{k-1}^* \text{ old}
\]
and
\[
(b_{k-1}^*)^2 = (b_k^*)^2 + (\mu_{k,k-1} b_{k-1}^*)^2.
\]

**Algorithm 1.2 (LLL).** Let \( \frac{1}{4} < c < 1 \). Starting with a basis \( b_1, \ldots, b_n \) of \( \mathbb{Z}^n \), do the following transformations:

1. Set \( k = 2 \).
2. Compute the \( b_i^* \) and the \( \mu_{i,j} \) using Algorithm 1.1.
3. For \( i = n, \ldots, 1 \), for \( j = 1, \ldots, i - 1 \) set \( q = [\mu_{i,j}] \), \( b_i = b_i - q b_j \) and \( \mu_{i,j} = \mu_{i,j} - q \).
4. If \( (b_k^*)^2 + \mu_{k,k-1} b_{k-1}^* < c (b_{k-1}^*)^2 \), exchange \( b_k \) and \( b_{k-1} \), and set \( k = \max(k-1, 2) \). Otherwise, set \( k = k + 1 \).
5. If \( k \leq n \), go to step 2; otherwise, return the basis \( (b_i) \).

This version of the algorithm is absolutely not optimized, but it makes the proofs easier. It is also possible to work directly on the Gram matrix \( Q \) and not on the vectors.

Let \( \gamma = \frac{1}{c - \frac{1}{4}} > \frac{4}{3} \). It is known (see [3, section 2.6]) that the result of Algorithm 1.2 terminates in polynomial time and has the following properties:
\[
(b_{k-1}^*)^2 < \gamma (b_k^*)^2 \quad \text{for} \quad 1 < k \leq n
\]
and
\[
(b_1^*)^2 \leq \gamma^{n(n-1)/2} \det(Q).
\]

1.2. **Reduction of indefinite quadratic forms.** We consider here a situation close to the situation of Section 1.1. We now allow \( q \) to be indefinite, but we restrict to \( Q \in \mathcal{M}_n(\mathbb{Z}) \). With the same notation, note that \( x^2 \) may be nonpositive for \( x \neq 0 \).

What happens if we apply Algorithm 1.2 for this quadratic form? As it stands, it is not clear that it finishes. However, we can replace the test in step 4 by the same one with absolute values (this is natural since the quantities involved do not need to be positive any more, and we want to make \( (b_{k-1}^*)^2 \) decrease only in absolute value):

**Algorithm 1.3 (LLL for indefinite quadratic forms).** Let \( \frac{1}{4} < c < 1 \). Starting with a basis \( b_1, \ldots, b_n \) of \( \mathbb{Z}^n \), do the following transformations:

1. Set \( k = 2 \).
2. Compute the \( b_i^* \) and the \( \mu_{i,j} \) using Algorithm 1.1 (if this algorithm finds some \( (b_i^*)^2 = 0 \), then return \( b_i^* \)).
3. For \( i = n, \ldots, 1 \), for \( j = 1, \ldots, i - 1 \) set \( q = [\mu_{i,j}] \), \( b_i = b_i - q b_j \) and \( \mu_{i,j} = \mu_{i,j} - q \).
4. If \( |(b_k^*)^2 + \mu_{k,k-1} b_{k-1}^*| < c |(b_{k-1}^*)^2| \), exchange \( b_k \) and \( b_{k-1} \) and set \( k = \max(k-1, 2) \). Otherwise, set \( k = k + 1 \).
5. If \( k \leq n \), go to step 2; otherwise, return the basis \( (b_i) \).

Two situations may occur: either one of the \( b_i^* \) satisfies \( (b_i^*)^2 = 0 \) at step 2 (during the execution of Algorithm 1.1) and the algorithm stops with a solution of \( q(x) = 0 \), or this never happens and the algorithm finishes with a reduced basis.
Theorem 1.4. Let $q$ be a quadratic form over $\mathbb{Z}^n$ defined by $q(x) = x^t Q x$ with a symmetric matrix $Q \in M_n(\mathbb{Z})$ such that $\text{det}(Q) \neq 0$. Apply Algorithm 1.3 with $\frac{1}{3} < c < 1$ to a basis $b_1, \ldots, b_n$ of $\mathbb{Z}^n$. Then

- either it finds some $x \in \mathbb{Z}^n$ such that $q(x) = 0$,
- or it finishes (after a polynomial number of steps) with a reduced basis $b_1, \ldots, b_n$ such that

$$|(b^*_k)^2| \leq \gamma |(b^*_k)^2|$$

for $1 < k \leq n$ and

$$1 \leq |(b_1)^2|^n \leq \gamma^{n(n-1)/2} |\text{det}(Q)|,$$

where $\gamma = (c - \frac{1}{4})^{-1} > \frac{4}{3}$.

If furthermore $q$ is indefinite, we have

$$1 \leq |(b_1)^2|^n \leq \frac{3}{4} \gamma^{n(n-1)/2} |\text{det}(Q)|.$$

Proof. We only have to consider the case where it never finds a solution of $q(x) = 0$, so that all the steps of the algorithm are well defined. We shall first show why this algorithm finishes after a polynomial number of steps. The reason is exactly the same as for the usual LLL, and we reproduce the proofs given in [3 §2.6]. Set $B_k = |(b^*_k)^2|$. We observe that $d_k = \prod_{i=1}^k B_i$ is the determinant (up to sign) of the minor of $Q$ defined by its $k$ first rows and columns; hence $d_k$ is an integer. Each time we make an exchange at step 4, $d_{k-1}$ strictly diminishes by a factor at least $c^{-1} > 1$, whereas the other $d_j$ do not change. This proves that the algorithm terminates polynomially.

It is clear that at the end, we have $|(b^*_k)^2 + \mu^2_{k,k-1} (b^*_{k-1})^2| \geq c |(b^*_k)^2|$ for all $1 < k \leq n$. Assume first that $(b^*_k)^2$ and $(b^*_{k-1})^2$ have the same sign. We have in this case $|(b^*_k)^2| \geq (c - \mu^2_{k,k-1}) |(b^*_{k-1})^2|$, but $|\mu_{k,k-1}| \leq \frac{1}{2}$; hence $B_{k-1} \leq \gamma B_k$. Assume now that $(b^*_k)^2$ and $(b^*_{k-1})^2$ have opposite signs. In this case $(b^*_k)^2 + \mu^2_{k,k-1} (b^*_{k-1})^2$ must have the same sign as $(b^*_k)^2$, and we have $|(b^*_k)^2| \geq (c + \mu^2_{k,k-1}) |(b^*_{k-1})^2| \geq c |(b^*_{k-1})^2|$. Hence $B_{k-1} \leq c^{-1} B_k \leq \gamma B_k$.

It remains to prove the last inequality. Since we have assumed that the algorithm does not find any solution of $q(x) = 0$, the integer $|(b_1)^2|$ must be at least 1. We have $|(b_1)^2| = B_1 \leq \gamma B_2 \leq \cdots \leq \gamma^{n-1} B_n$. The product of these inequalities gives $|(b_1)^2|^n \leq \gamma^{1+2+\cdots+(n-1)} d_n$. Recall that $d_n = |\text{det}(Q)|$, and we get the result for a general $q$.

Consider now the particular case of $q$ indefinite. Since the quadratic form is indefinite, the sequence $(b^*_1)^2, (b^*_2)^2, \ldots, (b^*_n)^2$ contains a sign change. Assume for example $(b^*_{k-1})^2 (b^*_k)^2 \leq 0$, with $1 < k \leq n$. As we have seen earlier, we have $B_{k-1} \leq c^{-1} B_k$ and $B_{k-1} \leq B_{k}$ for $i \neq k$. From this slightly better inequality, we get $|(b_1)^2|^n \leq \gamma^{1+2+\cdots+(n-1)-(n+1-k)} c^{-(n+1-k)} d_n$. The difference with the general case is therefore the factor $(\gamma c)^{-(n+1-k)}$. We have $n + 1 - k \geq 1$, and the upper bound $c < 1$ gives $(\gamma c)^{-(n+1-k)} \leq (\gamma c)^{-1} < \frac{3}{4}$: we have the conclusion.

Remark 1.5. From this result, we see that the quality of the reduction is better when the quadratic form is indefinite. In fact, the bound for $|(b_1)^2|$ can be even smaller if the sign change occurs between $(b^*_k)^2$ and $(b^*_l)^2$ for a small $k$ (the worst case being $k = n$) or if there are several such sign changes.
1.3. Solving unimodular quadratic equations of small dimension.

**Theorem 1.6.** Let \( n \leq 5 \) and let \( q \) be a unimodular quadratic form over \( \mathbb{Z}^n \) defined by \( q(\mathbf{x}) = \mathbf{x}^t Q \mathbf{x} \) with a symmetric matrix \( Q \in \mathcal{M}_n(\mathbb{Z}) \) such that \( \det(Q) = \pm 1 \). Apply Algorithm 1.3 with \( \frac{1}{4} + 2^{-2/(n-1)} < c < 1 \), and assume it does not find a solution of \( q(\mathbf{x}) = 0 \). Then the Gram matrix of the reduced basis is diagonal with only \( \pm 1 \) coefficients on the diagonal.

**Proof.** The lower bound given for \( c \) gives us exactly \( \gamma_n(n-1)/2 < 2^n \). Using Theorem 1.4, we see that when the algorithm does not find a solution, it finishes with a reduced basis such that \( 1 \leq \lvert (\mathbf{b}_1)^2 \rvert < 2 \). Since \( (\mathbf{b}_1)^2 \in \mathbb{Z} \), we have \( (\mathbf{b}_1)^2 = \pm 1 \). Now, for \( 1 < i \leq n \), we have \( \mu_{i,1} = \mathbf{b}_i, \mathbf{b}_1^t/\mathbf{b}_1^t, \mathbf{b}_1^t \), but \( \mathbf{b}_1 = \mathbf{b}_1^t \) and \( \mathbf{b}_1, \mathbf{b}_1^t = \pm 1 \); hence \( \mu_{i,1} = \pm \mathbf{b}_i, \mathbf{b}_1 \in \mathbb{Z} \). At the end of the algorithm, we have \( |\mu_{i,1}| \leq \frac{1}{2} \), which implies that \( \mu_{i,1} = 0 \) and that \( \mathbf{b}_i, \mathbf{b}_1 = 0 \). By an easy induction we obtain the result for the other coefficients of the Gram matrix. \( \square \)

**Remark 1.7.** Table 1 shows the computations for the numerical values given in this theorem for the lower bound for \( c \).

**Theorem 1.8.** Let \( n \leq 6 \) and let \( q \) be a unimodular indefinite quadratic form over \( \mathbb{Z}^n \) defined by \( q(\mathbf{x}) = \mathbf{x}^t Q \mathbf{x} \) with a symmetric matrix \( Q \in \mathcal{M}_n(\mathbb{Z}) \) such that \( \det(Q) = \pm 1 \). Apply Algorithm 1.3 with \( \frac{1}{4} + 2^{-2/(n-1)}(\frac{3}{4})^{2/(n^2-n)} < c < 1 \), and assume it does not find a solution of \( q(\mathbf{x}) = 0 \). Then the Gram matrix of the reduced basis is diagonal with only \( \pm 1 \) coefficients on the diagonal.

**Proof.** The proof is similar to the proof of Theorem 1.6 using the inequality given in Theorem 1.3 for \( q \) indefinite. \( \square \)

**Remark 1.9.** The improved lower bounds for \( c \) are given numerically in Table 2.

**Remark 1.10.** We can really see Algorithm 1.3 as an equation solver for unimodular indefinite quadratic equations of dimension \( n \leq 6 \). Since even it does not directly return a solution, we can certainly find such a solution among the \( \mathbf{b}_i + \mathbf{b}_j \).

### Table 1.

<table>
<thead>
<tr>
<th>( n )</th>
<th>lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>( \frac{3}{4} = 0.750 &lt; c )</td>
</tr>
<tr>
<td>4</td>
<td>( \frac{1}{4} + 2^{-2/3} &lt; 0.880 &lt; c )</td>
</tr>
<tr>
<td>5</td>
<td>( \frac{1}{4} + 2^{-1/2} &lt; 0.958 &lt; c )</td>
</tr>
</tbody>
</table>

### Table 2.

<table>
<thead>
<tr>
<th>( n )</th>
<th>lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.705 &lt; c</td>
</tr>
<tr>
<td>4</td>
<td>0.851 &lt; c</td>
</tr>
<tr>
<td>5</td>
<td>0.938 &lt; c</td>
</tr>
<tr>
<td>6</td>
<td>0.994 &lt; c</td>
</tr>
</tbody>
</table>
2. Minimization of solvable ternary quadratic forms

Let \( q(X,Y,Z) \) be a quadratic form, defined by a \( 3 \times 3 \) symmetric matrix \( Q \) with integral entries. We assume in this section that the determinant of \( Q \) is not 0. Our goal is to find a nontrivial integral solution (or rational, but this is clearly equivalent) for \( q(X,Y,Z) = 0 \). The existence of such a solution is classically equivalent to the existence of a solution in each \( p \)-adic field \( \mathbb{Q}_p \) and in \( \mathbb{R} \) (see for example [6]). It is also well known that for an odd prime \( p \) not dividing \( \det Q \), a solution always exists. This existence is given by several Hilbert symbols which are easy to compute if we know the factorization of \( \det Q \). Hence, we shall assume in this section that this factorization is known and that a nontrivial \( p \)-adic solution always exists. This last assumption is not very important, since it can be deduced from our algorithm; however, it is not an efficient way to prove (or disprove) it.

The aim of this section is to minimize the solvable ternary quadratic form \( q \). This means that we will build another quadratic form \( q' \), equivalent to \( q \), but with determinant \( \pm 1 \), such that a solution of \( q \) can be deduced from a solution of \( q' \). The strategy is to work with one prime divisor \( p \) of \( \det Q \) at a time and to divide successively the determinant by \( p \), until it is \( \pm 1 \).

We shall prove

**Theorem 2.1.** Let \( Q \in \mathcal{M}_3(\mathbb{Z}) \) be a symmetric matrix with \( \det Q \neq 0 \) and such that the quadratic equation \( x^t Q x = 0 \) has a nontrivial local solution in \( \mathbb{Q}_p \) for all primes \( p \) dividing \( \det(Q) \). Then, there is a matrix \( V \in \mathcal{M}_3(\mathbb{Z}) \) with the following properties:

\[
\det(V) = |\det(Q)|, \\
Q' = \frac{1}{\det(Q)} V^t Q V \in \mathcal{M}_3(\mathbb{Z}), \\
\det(Q') = \pm 1. 
\]

As soon as the factorization of \( \det(Q) \) is known, there is an algorithm for finding \( V \) in at most \( O(\ln^4(|\det(Q)|)) \) operations. There is a constant \( \kappa > 0 \) such that the coefficients of \( V \) are \( O(\ln(|\det(Q)|)^\kappa) \).

We will repeatedly use the over–line to denote the reduction mod \( p \).

2.1. Computing the kernel mod \( p \). In this section, we want to find the kernel of a matrix mod \( p \) and lift the corresponding base change (given by a matrix in \( GL_n(\mathbb{F}_p) \)) to \( GL_n(\mathbb{Z}) \). This is done in a single algorithm.

Consider the following algorithm:

In this algorithm, we write \( x \mod p \) for the integer \( x' \in \mathbb{Z} \) such that \( p \mid (x - x') \) and \( |x'| \leq \frac{p}{2} \) (for \( p = 2 \), we choose \( x' \) to be 0 or 1). We also write \( M_k \) for the \( k \)th column of \( M \).

**Algorithm 2.2.** Let \( p \) be a prime number and \( M \in \mathcal{M}_n(\mathbb{Z}) \). This algorithm computes a matrix \( U \in GL_n(\mathbb{Z}) \) and \( d \geq 0 \):

1. Set \( i = n, \ d = 0 \) and \( U = \text{Id}(n) \).

2. Set \( j = i + d \). While \( j > 0 \) and \( p \mid M_{i,j} \), do \( j = j - 1 \). If \( j = 0 \), set \( d = d + 1 \) and go to 6.

3. If \( j < i + d \), exchange \( M_j \) and \( M_{i+d} \) and exchange \( U_j \) and \( U_{i+d} \).

4. Let \( u \in \mathbb{Z} \) such that \( uM_{i,i+d} \equiv 1 \mod p \).
5- For all $1 \leq k \leq j - 1$ set $\alpha = uM_{i,k}$ mod $p$, $M_k = M_k - \alpha M_{i+d}$ and $U_k = U_k - \alpha U_{i+d}$. Reduce $M$ mod $p$.
6- Set $i = i - 1$. If $i > 0$, go to 2.
7- Return $U$ and $d$.

**Proposition 2.3.** The result of Algorithm 2.2 is such that the kernel of $\tilde{M}$ (mod $p$) is the span of the first $d$ columns of $U$. The coefficients of $U_{n-k}$ are bounded by $(1 + \frac{p}{2})^k$ and by $(1 + \frac{p}{2})^{n-d}$. If the coefficients of $M$ are bounded by $\frac{p}{2}$, then the algorithm runs in $O(n^3 \ln^2(p))$ bit operations.

**Proof.** It is standard that this algorithm gives the kernel of $\tilde{M}$ (mod $p$) (see Algorithm 2.3.1 in [3]). The inequalities are easy since $|\alpha| \leq \frac{p}{2}$ in step 5. Step 4 requires $O(\ln^2(p))$ bit operations, and step 5 requires $O(n^2 \ln^2(p))$ bit operations, so that the full algorithm runs in $O(n^3 \ln^2(p))$ bit operations. \(\square\)

2.2. Minimization.

**Lemma 2.4.** Let $Q \in M_n(\mathbb{Z})$ and let $p$ be a prime number. Let $d = \dim_p(\ker \tilde{Q})$. We have $p^d$ divides $\det Q$.

**Proof.** This is a corollary of Proposition 2.3. \(\square\)

Now $Q$ will be a symmetric matrix in $M_3(\mathbb{Z})$, such that the quadratic form $x^t Q x$ is solvable over $\mathbb{Q}_p$.

**Proposition 2.5.** Let $p$ be a prime such that $v_p(\det(Q)) = 1$ and such that the quadratic equation $x^t Q x$ has a nontrivial solution in $\mathbb{Q}_p$. There is a matrix $V \in M_3(\mathbb{Z})$ such that $\det(V) = p$ and $V^t Q V = pQ'$ where $Q' \in M_3(\mathbb{Z})$ is symmetric with $\det(Q') = p^{-1} \det(Q)$.

**Proof.** From Lemma 2.4 we have $\dim_p(\ker Q) = 1$. Let $U$ be given by Algorithm 2.2 and $Q'' = U^t Q U$. Let $x_1, x_2, x_3$ be the canonical basis of $\mathbb{Z}^n$. We know that $Q' x_1$ is divisible by $p$ and in particular $Q'_{1,1} = x_1^t Q' x_1$ is divisible by $p$. But this last quantity cannot be divisible by $p^2$ since $v_p(\det(Q'')) = 1$. Let $x = \alpha_1 x_1 + \alpha_2 x_2 + \alpha_3 x_3$ be a nontrivial $p$-adic solution of $x^t Q' x = 0$. After rescaling, we can assume that $\min_{i=1,2,3}(v_p(\alpha_i)) = 0$. We have $\min_{i=2,3}(v_p(\alpha_i)) = 0$. Indeed, if we had $p \not| \alpha_1$, $p | \alpha_2$ and $p | \alpha_3$, then we would have $0 = \alpha_1^2 x_1^t Q' x_1 + 2 \alpha_1 (r^t Q' x_1) + r^t Q' x_1$ (we have set $r = \alpha_2 x_2 + \alpha_3 x_3$ with $v_p(\alpha_2 x_1^t Q' x_1) = 1$, $v_p(2 \alpha_1 (r^t Q' x_1)) \geq 2$ and $v_p(r^t Q' r) \geq 2$). But this is impossible, so we have $\min_{i=2,3}(v_p(\alpha_i)) = 0$. By symmetry, we can assume that $v_p(\alpha_2) = 0$. Let $x \in \mathbb{Z}$ with $x \equiv \alpha_3 \alpha_2^{-1} \mod p$. Let $N = \begin{pmatrix} 1 & 0 & 0 \\ 0 & p & x \\ 0 & 0 & 1 \end{pmatrix}$. Set $V = U N$. We have $V \in M_3(\mathbb{Z})$ with $\det(V) = p$, and $V^t Q V$ is divisible by $p$ by construction, so we have the conclusion. \(\square\)

This proposition corresponds to the following algorithm:

**Algorithm 2.6.** Assume a symmetric matrix $Q \in M_3(\mathbb{Z})$ and a prime number $p$ satisfying the conditions of Proposition 2.5. This algorithm returns the matrix $V \in M_3(\mathbb{Z})$ described in this proposition.

1- Let $U$ be given by Algorithm 2.2. Set $Q'' = U^t Q U$.
2- If $p \not| Q''_{2,2}$, set $N = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & p \end{pmatrix}$ and go to 6.
3- Let \( u \in \mathbb{Z} \) such that \( uQ''_{2,2} \equiv 1 \mod p \).

4- Set \( \Delta = (Q''_{3,2})^2 - Q''_{2,2}Q''_{3,3} \). Using Algorithm 1.5.1 of [3], compute a square root \( \delta \) of \( \Delta \mod p \).

5- Set \( x = u(-Q''_{2,3} + \delta) \mod p \) and \( N = \begin{pmatrix} 1 & 0 & 0 \\ 0 & p & x \\ 0 & 0 & 1 \end{pmatrix} \).

6- Return \( V = UN \).

**Remark 2.7.** During the proof, we have used the local solubility to build a nontrivial solution mod \( p \) of the quadratic equation \( x'Q'x = 0 \) for \( x = ax_2 + bx_3 \). This algorithm can be used as a test for the local solubility of \( Q \). Indeed, one can prove that the square root involved in step 4 exists if and only if \( Q \) has a nontrivial solution in \( \mathbb{Q}_p \).

**Remark 2.8.** At step 4, we have \( \Delta \not\equiv 0 \mod p \). For \( p = 2 \), this implies that \( \Delta \) is a square and that the algorithm still works, even if we do not assume the existence of a nontrivial solution in \( \mathbb{Q}_2 \). I thank John Cremona who pointed out this fact.

**Remark 2.9.** Since computing that a square root mod \( p \) is achieved in \( O(\ln^4(p)) \) bit operations, this algorithm runs in \( O(\ln^4(p)) \) bit operations. During step 5, if \( x \) is chosen in the interval \( [-\frac{p}{2}, \frac{p}{2}] \), we deduce from Proposition 2.3 that the coefficients of \( V \) are \( O(p^3) \).

**Proposition 2.10.** Let \( p \) be a prime such that \( v_p(\det(Q)) \geq 2 \). Assume further that \( \dim_{\mathbb{F}_p}(\ker Q) = 1 \). There is a matrix \( V \in \mathcal{M}_3(\mathbb{Z}) \) such that \( \det(V) = p^2 \) and \( V^tQV = p^2Q' \) where \( Q' \in \mathcal{M}_3(\mathbb{Z}) \) is a symmetric matrix with \( \det(Q') = p^{-2}\det(Q) \).

**Proof.** Let \( U \) be given by Algorithm 2.2 and let \( Q'' = U^tQU \). We know that \( Q''_{1,1} \) is divisible by \( p \). It is not difficult to prove that in this situation it is in fact divisible by \( p^2 \). Let \( N = \begin{pmatrix} 1 & 0 & 0 \\ 0 & p & 0 \\ 0 & 0 & p \end{pmatrix} \). The matrix \( V = UN \) has the required property. \( \square \)

This proposition corresponds to the following very simple algorithm:

**Algorithm 2.11.** Assume a symmetric matrix \( Q \in \mathcal{M}_3(\mathbb{Z}) \) and a prime number \( p \) satisfying the conditions of Proposition 2.10. This algorithm returns the matrix \( V \in \mathcal{M}_3(\mathbb{Z}) \) described in this proposition.

1- Let \( U \) be given by Algorithm 2.2. Set \( Q'' = U^tQU \).

2- Set \( N = \begin{pmatrix} 1 & 0 & 0 \\ 0 & p & 0 \\ 0 & 0 & p \end{pmatrix} \).

3- Return \( V = UN \).

**Remark 2.12.** This algorithm clearly runs in \( O(\ln^2(p)) \) bit operations. We deduce from Proposition 2.3 that the coefficients of \( V \) are \( O(p^3) \).

**Proposition 2.13.** Let \( p \) be a prime such that \( v_p(\det(Q)) \geq 2 \). Assume further that \( \dim_{\mathbb{F}_p}(\ker Q) \geq 2 \). There is a matrix \( V \in \mathcal{M}_3(\mathbb{Z}) \) such that \( \det(V) = p \) and \( V^tQV = pQ' \) where \( Q' \in \mathcal{M}_3(\mathbb{Z}) \) is a symmetric matrix with \( \det(Q') = p^{-1}\det(Q) \).
Proof. Let $U$ be given by Algorithm 2.2 and let $Q'' = U^tQU$. The first two columns and rows of $Q''$ are divisible by $p$. Let $N = \begin{pmatrix} 1 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & p & 0 \\ 0 & 0 & p & 0 \\ \end{pmatrix}$. The matrix $V = UN$ has the required property. \hfill \Box

This proposition corresponds to the following very simple algorithm:

**Algorithm 2.14.** Assume a symmetric matrix $Q \in M_3(\mathbb{Z})$ and a prime number $p$ satisfying the conditions of Proposition 2.13. This algorithm returns the matrix $V \in M_3(\mathbb{Z})$ described in this proposition.

1- Let $U$ be given by Algorithm 2.2. Set $Q'' = U^tQU$.

2- Set $N = \begin{pmatrix} 1 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & p & 0 \\ 0 & 0 & p & 0 \end{pmatrix}$.

3- Return $V = UN$.

**Remark 2.15.** This algorithm clearly runs in $O(\ln^2(p))$ bit operations. We deduce from Proposition 2.3 that the coefficients of $V$ are $O(p^2)$.

Now we get the proof of Theorem 2.1 just by putting together all the previous results and applying these algorithms to each prime $p$ dividing $\det Q$ and by noting (again !) that the factorization of $\det Q$ must be given because we do not know how to compute it nearly so quickly. This algorithm is part of Algorithm 3.1 given subsequently.

**Remark 2.16.** The constant $\kappa$ involved in the bound for $V$ is not explicit. In order to get an explicit bound, we should do a careful analysis of the bounds in Algorithms 2.6, 2.11 and 2.14 and be able to derive an explicit bound when we multiply all the different $V$ together. However, this bound for $V$ should not be too far from $O(|\det Q|^3)$ which gives the bound $O(M|\det Q|^p)$ for $Q'$ where $M$ is a bound for the coefficients of $Q$. In any case, we have $\det Q = O(M^3)$, so that the algorithm for finding $V$ is polynomial time, and $Q'$ is always bounded by a power of $M$.

3. The complete solution of ternary quadratic equations

3.1. The general case. Putting together Theorem 1.8 and Theorem 2.1 and the corresponding algorithms, we get the following algorithm for solving general ternary quadratic equations:

**Algorithm 3.1.** Assume a symmetric matrix $Q$ with $\det Q \neq 0$, such that a non-trivial rational solution of $x^tQx$ exists. This algorithm returns one such solution.

1- Factor $\det Q$. Set $W = 1d(3)$.

2- If $\det Q = \pm 1$, go to 6.

3- Let $p \mid \det Q$. Let $U$ and $d$ be given by Algorithm 2.2 applied with $M = Q$.

4- If $v_p(\det Q) = 1$, compute $V$ by Algorithm 2.3. Otherwise, compute $V$ by Algorithm 2.11 if $d = 1$ or by Algorithm 2.14 if $d > 1$.

5- Set $W = WV$ and $Q = \frac{1}{M^{1/3}}V^tQV$. Go to 2.

6- Apply Algorithm 1.3 to $Q$ (and to the canonical basis of $\mathbb{Z}^n$) with $c = \frac{3}{4}$. If the answer is a solution of $x^tQx = 0$, return $Wx$. 
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Otherwise let $B$ be the matrix of the reduced basis, and let $Q' = B^t QB$ (this matrix is diagonal with coefficients $\pm 1$). Find a solution of $x^t Q' x = 0$ and return $WBx$.

As we have seen, if the coefficients of $Q$ are bounded by $M$, the size of the minimized matrix $\text{det}_q W^t Q W$ is bounded by a polynomial in $M$. The analysis of Algorithm 1.3 shows therefore that the complete algorithm runs in polynomial time as soon as the factorization of the determinant is known.

3.2. An important special case: Legendre equations. We specialize in this section to the case where the symmetric matrix $Q \in M_3(\mathbb{Z})$ is diagonal. The quadratic form is now $q(x, y, z) = ax^2 + by^2 + cz^2$. The equation $q = 0$ is known as a Legendre equation. We can assume that $a$, $b$, and $c$ are integral and pairwise coprime, and, if we know their factorizations, that they are squarefree. Assume $q = 0$ has a local solution in $\mathbb{Q}_p$ for all primes $p$ and in $\mathbb{R}$. It is known that this condition is equivalent to the existence of a solution in $\mathbb{Q}$. In this situation, it is possible to do all the minimization steps described in Section 2.2 for all primes in a single step. The only remaining thing to do for solving $q = 0$ is to use Algorithm 1.3.

**Theorem 3.2.** Let $a$, $b$ and $c$ be pairwise coprime integers. Assume that the quadratic equation $ax^2 + by^2 + cz^2 = 0$ has a local solution in $\mathbb{Q}_p$ for all primes $p$ dividing $abc$. Let $Q = \begin{pmatrix} a & 0 & 0 \\ 0 & b & 0 \\ 0 & 0 & c \end{pmatrix}$. Then, there is a matrix $U \in M_3(\mathbb{Z})$ with the following properties:

\[
\text{det}(U) = abc, \\
Q' = \frac{1}{abc} U^t QU \in M_3(\mathbb{Z}), \\
\text{det}(Q') = \pm 1.
\]

**Proof.** This theorem is essentially a reformulation of [5, p. 294]. It is also a special case of Theorem 2.1. \qed

**Remark 3.3.** As we have seen for Proposition 2.5, the 2-adic solubility is not necessary in this theorem.

The full algorithm for solving the Legendre equation $aX^2 + bY^2 + cZ^2 = 0$ corresponds to the following:

**Algorithm 3.4.** Given $a$, $b$ and $c$, three squarefree and pairwise coprime integers, this algorithm assumes that the Legendre equation has a rational solution and returns one such solution.

1- For all prime divisors $p$ of $a$, compute a square root of $-c/b$ modulo $p$ (using the algorithm of Shanks [5, Alg.1.5.1]), and use the Chinese Remainder Theorem to deduce a square root $X_a$ of $-c/b$ modulo $a$.

2- Compute also a square root $X_b$ of $-c/a$ modulo $b$ and a square root $X_c$ of $-b/a$ modulo $c$.

3- Using the Extended Euclid Algorithm, compute two integers $u$ and $v$ such that $bu + cv = 1$. 
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4- Let \( U = \begin{pmatrix} bc & abX & X_a & X_bcv \\ 0 & a & 1 & 0 \\ 0 & 0 & X_a & b \\ 0 & 0 & 0 & c \end{pmatrix} \) and \( Q' = \frac{1}{abc} U^t \begin{pmatrix} a & 0 & 0 \\ 0 & b & 0 \\ 0 & 0 & c \end{pmatrix} U \).

5- Apply Algorithm 1.3 to \( Q' \) with \( c = \frac{3}{4} \). If the answer is a solution of \( x^t Q'x = 0 \), return \( Ux \). Otherwise let \( B \) be the matrix of the reduced basis, and let \( Q'' = B^t Q'B \) (this matrix is diagonal with coefficients \( \pm1 \)). Find a solution of \( x^t Q''x = 0 \) and return \( UBx \).

4. Numerical examples

4.1. Legendre equations. We test our algorithm on the values given in [4], and we reproduce the notation: the coefficients are of the form \( 10^k + \varepsilon \). There are 100 test values for each \( k \leq 200 \) and only 5 for \( k = 500 \). In these examples, the equation is rationally solvable, and the coefficients are known to be primes, a fact which is explicitly used in the algorithm so that no factorization is needed. Our implementation is written in GP and runs with an Athlon 900 MHz processor. In Table 3 the time indicated for the certificate (first column) is the time for the computation of the square roots modulo \( p \) (steps 1 and 2 of Algorithm 3.4). The time indicated for the reduction (second column) is the time for the second part of Algorithm 3.4 (steps 3–5), that is, essentially for Algorithm 1.3. The times are expressed in seconds.

4.2. A huge example from 2-descent on elliptic curves. In [8] we have seen that the algorithm of 2-descent on elliptic curves over a number field \( K \) uses the solution of several quadratic equations over \( K \). It was suggested there to solve them using the standard algorithm, which starts by a diagonalization and then uses either a standard algorithm for Legendre equations if the equation is over \( \mathbb{Q} \), or an algorithm for solving norm equations (for example as described in [7]) if we are over a number field. However, if we work over \( \mathbb{Q} \), this is not a good idea, since the diagonalization step multiplies the determinant of the equation by its first coefficient, which may be impossible to factorize, compared to the determinant. If we use our new method, the factorization of the determinant is known in advance.

<table>
<thead>
<tr>
<th>( k )</th>
<th>Certificate</th>
<th>Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.030</td>
<td>0.630</td>
</tr>
<tr>
<td>15</td>
<td>0.030</td>
<td>0.800</td>
</tr>
<tr>
<td>20</td>
<td>0.040</td>
<td>0.930</td>
</tr>
<tr>
<td>25</td>
<td>0.050</td>
<td>1.030</td>
</tr>
<tr>
<td>30</td>
<td>0.090</td>
<td>1.150</td>
</tr>
<tr>
<td>50</td>
<td>0.120</td>
<td>1.680</td>
</tr>
<tr>
<td>75</td>
<td>0.400</td>
<td>2.270</td>
</tr>
<tr>
<td>100</td>
<td>0.800</td>
<td>2.990</td>
</tr>
<tr>
<td>125</td>
<td>1.740</td>
<td>3.720</td>
</tr>
<tr>
<td>150</td>
<td>1.640</td>
<td>4.470</td>
</tr>
<tr>
<td>175</td>
<td>3.700</td>
<td>5.400</td>
</tr>
<tr>
<td>200</td>
<td>4.800</td>
<td>6.200</td>
</tr>
<tr>
<td>500</td>
<td>3.900</td>
<td>1.000</td>
</tr>
</tbody>
</table>
and no other factorization is needed. Usually, the factorization of the determinant is very easy (typically a few digits), since it is given by the norm of a unit or an \( S \)-unit. On the other hand, the coefficients of the quadratic form themselves are impossible to factor (typically hundreds of digits), since they correspond to the coefficients of the same unit or \( S \)-unit.

We give here a striking example, occurring for the elliptic curve \( y^2 = x^3 + 7823 \).

We recall quickly how the quadratic equations are built in the context of 2-descent on elliptic curves (for more details, see [8]). Let \( K = \mathbb{Q}(\theta) \) be a cubic field, where \( \theta \) is a root of \( \theta^3 + a\theta^2 + b\theta + c = 0 \). Let \( \delta = a - b\theta + c\theta^2 \) be a unit of \( K \) (or an \( S \)-unit of \( K \), for some set \( S \) containing only a few small primes), such that its norm \( N_{K/\mathbb{Q}}(\delta) \) is a square \( r^2 \). We want to find some nonzero \( z = u + v\theta + w\theta^2 \in K \), such that the coefficient on \( \theta^2 \) of \( \delta z^2 \) vanishes. This gives a quadratic equation

\[
q_2(u, v, w) = 0
\]

with determinant \( \text{det}(q_2) = N_{K/\mathbb{Q}}(\delta) = r^2 \).

If we follow the process of diagonalization suggested in [8] or [4], we have to solve the new equation

\[
V^2 - \alpha U^2 - cW^2,
\]

where \( \alpha = Abc + Bc^2 - ac + b^2 \).

In our example, \( \theta \) is a root of \( \theta^3 + 7823 = 0 \), and \( \delta \) is the fundamental unit of \( K \): its coefficients \( a, b, c \in \mathbb{Z} \) have about 1370 decimal digits, and its norm is only 1 (the regulator is about 6306.9).

If we want to solve the diagonal Legendre equation, we have to factor both \( c \) (about 1370 decimal digits) and \( \alpha \) (about twice as many!), which is out of reach. If we use our new method instead, we only have to factor \( r^2 = 1 \), so there is no factorization to do (and also no minimization) and it only remains to solve the unimodular quadratic form \( q_2 \), whose coefficients have the size of \( a, b, c \): this takes only 1 second with Algorithm 1.3. We record here only the value of \( c \):

\[
c = 47355 \ldots
\]
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