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ABSTRACT. We introduce a new construction algorithm for digital nets for integration in certain weighted tensor product Hilbert spaces. The first weighted Hilbert space we consider is based on Walsh functions. Dick and Pillichshammer calculated the worst-case error for integration using digital nets for this space. Here we extend this result to a special construction method for digital nets based on polynomials over finite fields. This result allows us to find polynomials which yield a small worst-case error by computer search. We prove an upper bound on the worst-case error for digital nets obtained by such a search algorithm which shows that the convergence rate is best possible and that strong tractability holds under some condition on the weights.

We extend the results for the weighted Hilbert space based on Walsh functions to weighted Sobolev spaces. In this case we use randomly digitally shifted digital nets. The construction principle is the same as before, only the worst-case error is slightly different. Again digital nets obtained from our search algorithm yield a worst-case error achieving the optimal rate of convergence and as before strong tractability holds under some condition on the weights.

These results show that such a construction of digital nets yields the until now best known results of this kind and that our construction methods are comparable to the construction methods known for lattice rules.

We conclude the article with numerical results comparing the expected worst-case error for randomly digitally shifted digital nets with those for randomly shifted lattice rules.

1. Introduction

We are interested in the study of multivariate integration, more precisely, we want to approximate the \(s\)-dimensional integral \(\int_{[0,1]^s} f(x) \, dx\) by a quadrature rule. This is done by calculating the average of the values \(f(x_i)\) for a point set \(\{x_0, \ldots, x_{n-1}\}\). For Monte Carlo rules the point set is chosen randomly, whereas for quasi–Monte Carlo (QMC) rules the point set is chosen deterministically with the aim of distributing the points as uniformly as possible in the unit cube.

Sobol’ \(^{24}\) introduced a construction method for well-distributed point sets in the unit cube based on the digits of the points. Later Faure \(^{8}\) established another method to generate well-distributed points and subsequently Niederreiter \(^{19}\) gave a detailed introduction and investigation of the general concept, which he called \((t, m, s)\)-nets and \((t, s)\)-sequences in base \(b\). These are point sets in \([0, 1]^s\), where a
(t, m, s)-net consists of \(b^m\) points and a (t, s)-sequence provides an infinite number of points. The t in (t, m, s) and (t, s) is a non-negative integer indicating the distribution properties of the point set (hence t is also called the quality parameter of the point set). A small t corresponds to a point set that is well distributed.

In a series of papers Niederreiter established several powerful construction methods (see [23] for an overview). All those methods are based on a general construction principle which uses linear algebra over finite fields (or more generally over finite commutative rings). The resulting point sets from the general construction principle are called digital (t, m, s)-nets and digital (t, s)-sequences over a finite field. One of the construction methods formulated by Niederreiter uses polynomials over finite fields (see [21]). (Hence QMC rules using those point sets are called polynomial lattice rules; see [16].) Polynomials which yield well-distributed point sets for sequences are known (see [21, 34]) and have been used successfully in many applications. On the other hand finite point sets, that is (t, m, s)-nets, can have a significantly smaller quality parameter t. At this point useful polynomials for polynomial lattice rules can only be found by computer search. In [28] such a search was done based on the quality parameter t, that is, the aim was to find polynomials which minimize the t-value. Though a small t-value yields good distribution properties of the point set, it lacks some flexibility in adjusting the point set to the task at hand. We will see later on that our algorithm does not have this drawback.

Many articles considered the worst-case error of integration in certain function spaces, especially tensor product Hilbert spaces equipped with a reproducing kernel (for more information on reproducing kernels see [1]). In [32], Sloan and Woźniakowski introduced a sequence \(\gamma := (\gamma_j)_{j \geq 1}\) of non-negative reals called weights, with the intention of having spaces where different coordinates can have different importance for the integration error. This flexibility allows us to adjust point sets more accurately to certain problems by choosing appropriate weights (see [6, 7, 36, 37]) and therefore also to improve the performance of the underlying QMC algorithm. Thus also the construction of the underlying point set should be flexible enough to adjust them to the weights. Such construction methods for lattice rules are known, namely the construction by Korobov [10, 11, 38] and by Sloan and his collaborators [4, 12, 30, 31], and it has been shown that they yield good results. (The underlying point set for lattice rules is given by \(\{hz/n\}\) for \(h = 0, \ldots, n - 1\), where n is the number of points (usually n is a prime number), the generating vector \(z\) is an integer vector and the braces indicate that we take the fractional part of each component. See [29] for more details about lattice rules.) The construction method is based on an explicit formula for the worst-case error and the generating vector is found by minimizing the worst-case error in some sense. Until now no equivalent method was known for digital nets or, more specifically, for polynomial lattice rules.

Here we introduce a construction for polynomial lattice rules which is analogous to the known constructions for lattice rules. This has been made possible by the recent paper [5]. A suitable weighted Hilbert space \(H_{wal, b, m, s, a, \gamma}\) based on Walsh functions has been introduced in [5], with an explicit formula for the worst-case error. Here we obtain results for the special case when one uses polynomial lattice rules. Furthermore, we show that in this case the formula for the worst-case error can be computed in \(O(ns)\) operations, where n is the number of points and s is the dimension. Therefore we are equipped with the basic ingredients previously used...
for the construction of lattice rules for integration in weighted Korobov spaces. In analogy to lattice rules, we establish a component-by-component construction and a Korobov construction of polynomial lattice rules for integration in weighted Hilbert spaces based on Walsh functions. We also prove upper bounds on the worst-case error showing the usefulness of those construction algorithms.

Randomized quasi–Monte Carlo rules, such as shifted lattice rules or digitally shifted digital nets, have been the center of many papers. The aim of this approach is to combine the advantages of deterministic and random point sets. The crux of such methods is to preserve the structure of the original deterministic point set. Cranley and Patterson [3] considered randomly shifted lattice rules, that is, the underlying point set is given by \( \{ h z/n + \Delta \} \) for \( h = 0, \ldots, n-1 \), where the shift \( \Delta \in [0,1)^s \) is chosen randomly. It has been shown that randomly shifted lattice rules can also be used successfully for integration in weighted Sobolev spaces. Hickernell [9] introduced a shift invariant kernel associated to the reproducing kernel. This shift invariant kernel is very similar to the reproducing kernel of a weighted Korobov space. This connection has been used to translate the results obtained for integration in weighted Korobov spaces to the integration problem in weighted Sobolev spaces using randomly shifted lattice rules. An analogous theory for randomly digitally shifted digital nets has been developed by Dick and Pillichshammer. In [5] the digital shift invariant kernel associated to the reproducing kernel of the weighted Sobolev space has been calculated. This digital shift invariant kernel is very similar to the reproducing kernel of the weighted Hilbert space based on Walsh functions; hence all the results for this space can be used to obtain results for the integration problem in weighted Sobolev spaces using randomly digitally shifted digital nets (see [5]). We will show here that this also holds when one uses polynomial lattice rules. Hence we obtain construction algorithms for polynomial lattice rules for integration in weighted Sobolev spaces. Furthermore, upper bounds on the mean square worst-case error for randomly digitally shifted polynomial lattice rules constructed by our algorithms can be obtain from the previous work. These upper bounds are comparable to those on the mean square worst-case error for randomly shifted lattice rules for integration in weighted Sobolev spaces. Also, the construction cost for the algorithms presented here is of the same order as for the construction algorithms for randomly shifted lattice rules for integration in weighted Sobolev spaces.

We end this section with a brief outline of the paper. In the next section we introduce \( (t, m, s) \)-nets, digital \( (t, m, s) \)-nets and polynomial lattice rules. In Section 3 we introduce Walsh functions and the weighted Hilbert space \( H_{\text{wal}, b, s, \alpha, \gamma} \), which is based on Walsh functions. Section 4 deals with multivariate integration in the space \( H_{\text{wal}, b, s, \alpha, \gamma} \) using polynomial lattice rules. A component-by-component algorithm and a Korobov type construction of polynomial lattice rules are introduced and analyzed. Integration in weighted Sobolev spaces is considered in Section 5. We obtain analogous results to those in Section 4 for multivariate integration in weighted Sobolev spaces using randomly digitally shifted polynomial lattice rules. In Section 6 we present numerical results comparing the performance of randomly shifted lattice rules and randomly digitally shifted polynomial lattice rules for integration in weighted Sobolev spaces.
2. \((t, m, s)\)-nets and polynomial lattice rules

In this section we recall the definition of (digital) \((t, m, s)\)-nets in base \(b\) and a special construction of such nets due to Niederreiter. A detailed theory of \((t, m, s)\)-nets was developed in Niederreiter [19] (see also [21] Chapter 4) for a survey of this theory. The \((t, m, s)\)-nets in base \(b\) provide sets of \(b^m\) points in the \(s\)-dimensional unit cube \([0, 1]^s\), which are extremely well distributed if the quality parameter \(t\) is small.

**Definition 2.1** \(((t, m, s)\)-nets). Let \(b \geq 2\), \(s \geq 1\) and \(0 \leq t \leq m\) be integers. Then a point set \(P\) consisting of \(b^m\) points in \([0, 1]^s\) forms a \((t, m, s)\)-net in base \(b\) if every subinterval \(J = \prod_{j=1}^s [a_j b^{-d_j}, (a_j + 1) b^{-d_j}) \subseteq [0, 1]^s\) of volume \(b^{t-m}\), with integers \(d_j \geq 0\) and integers \(0 \leq a_j < b^{d_j}\) for \(1 \leq j \leq s\), contains exactly \(b^t\) points of \(P\).

In practice, all concrete constructions of \((t, m, s)\)-nets in base \(b\) are based on the general construction scheme of digital nets. To avoid too many technical notions, we restrict ourselves in the following to digital nets defined over the finite field \(\mathbb{F}_b\) and hence \(b\) is restricted to prime powers. For a more general definition (over arbitrary finite commutative rings) see for example Niederreiter [21], Larcher [13], or Larcher, Niederreiter and Schmidt [15].

**Definition 2.2** (Digital \((t, m, s)\)-nets). Let \(b\) be a prime-power and let \(s \geq 1\) and \(m \geq 1\) be integers. Let \(C_1, \ldots, C_s\) be \(m \times m\) matrices over the finite field \(\mathbb{F}_b\). We construct \(b^m\) points in \([0, 1]^s\) in the following way: for \(0 \leq h < b^m\) let \(h = h_0 + h_1 b + \cdots + h_{m-1} b^{m-1}\) be the \(b\)-adic expansion of \(h\). Consider an arbitrary but fixed bijection \(\varphi : \{0, 1, \ldots, b - 1\} \rightarrow \mathbb{F}_b\). Identify \(h\) with the vector \(\vec{h} = (\varphi(h_0), \ldots, \varphi(h_{m-1}))^T \in \mathbb{F}_b^m\), where \(T\) means the transpose of the vector. For \(1 \leq j \leq s\) multiply the matrix \(C_j\) by \(\vec{h}\), i.e.,

\[
C_j \vec{h} =: (y_{j,1}(h), \ldots, y_{j,m}(h))^T \in \mathbb{F}_b^m,
\]

and set

\[
x_{h,j} := \frac{\varphi^{-1}(y_{j,1}(h))}{b} + \cdots + \frac{\varphi^{-1}(y_{j,m}(h))}{b^m}.
\]

If the point set

\[
\{ x_h = (x_{h,1}, \ldots, x_{h,s}) : 0 \leq h < b^m \}
\]

is a \((t, m, s)\)-net in base \(b\) for some integer \(t\) with \(0 \leq t \leq m\), then it is called a digital \((t, m, s)\)-net over \(\mathbb{F}_b\) or, for short, a digital net (over \(\mathbb{F}_b\)).

Concerning the determination of the quality parameter \(t\) of digital nets, we refer to Niederreiter [21] Theorem 4.28; see also [20].

In [20] (see also [21] Section 4.4) Niederreiter introduced a special family of digital \((t, m, s)\)-nets over \(\mathbb{F}_b\). Those 
ets are obtained from rational functions over finite fields. For a prime-power \(b\) let \(\mathbb{F}_b((x^{-1}))\) be the field of formal Laurent series over \(\mathbb{F}_b\). Elements of \(\mathbb{F}_b((x^{-1}))\) are formal Laurent series,

\[
L = \sum_{l=w}^{\infty} t_l x^{-l},
\]

where \(w\) is an arbitrary integer and all \(t_l \in \mathbb{F}_b\). Note that \(\mathbb{F}_b((x^{-1}))\) contains the field of rational functions over \(\mathbb{F}_b\) as a subfield. Furthermore, let \(\mathbb{F}_b[x]\) be the set of all polynomials over \(\mathbb{F}_b\).
Definition 2.3 (Polynomial lattice rules). For a given dimension $s \geq 1$, choose $p \in \mathbb{F}_b[x]$ with $\deg(p) = m \geq 1$ and let $q_1, \ldots, q_s \in \mathbb{F}_b[x]$. For $1 \leq j \leq s$, consider the expansions
\[
q_j(x) = \frac{1}{p(x)} \sum_{i=0}^{\infty} u^{(j)}_i x^{-i} \in \mathbb{F}_b((x^{-1}))
\]
where $w_j \leq 1$. Consider the $m \times m$ matrices $C_1, \ldots, C_s$ over $\mathbb{F}_b$ where the elements $c_{i,r}^{(j)}$ of the matrix $C_j$ are given by
\[
c_{i,r}^{(j)} = u^{(j)}_{i+r} \in \mathbb{F}_b,
\]
for $1 \leq j \leq s$, $1 \leq i \leq m$, $0 \leq r \leq m - 1$ and construct a digital $(t, m, s)$-net over $\mathbb{F}_b$ with these $s$ matrices. The digital net given by the polynomials $p$ and $q := (q_1, \ldots, q_s) \in \mathbb{F}_b^s$ is denoted by $S_p(q)$. A quasi–Monte Carlo rule using the point set $S_p(q)$ is called a polynomial lattice rule.

For the determination of the quality parameter $t$ of $S_p(q)$ we refer to [21 Theorem 4.42]. We continue by stating some properties of the construction of the point set $S_p(q)$.

Remark 2.4. Note that the matrices defined by (2.1) are of the form
\[
C_j = C_{q_j,p} = \begin{pmatrix}
u^{(j)}_1 & \nu^{(j)}_2 & \cdots & \nu^{(j)}_m \\
u^{(j)}_2 & \ddots & \ddots & \\
\vdots & \ddots & \ddots & \\
u^{(j)}_m & \cdots & \cdots & \nu^{(j)}_{2m-1}
\end{pmatrix},
\]
i.e., the matrix $C_j$ is a so-called Hankel matrix associated with the linear recurring sequence $(\nu^{(j)}_1, \nu^{(j)}_2, \ldots)$. If $\gcd(q_j, p) = 1$, then $p$ is called the minimal polynomial of the linear recurring sequence (see for example [21 Appendix A]) and $C_j$ is nonsingular (see [17 Theorem 6.75]).

Remark 2.5. From Remark 2.4 it follows that if $\gcd(q_j, p) = 1$ for all $1 \leq j \leq s$, then each one-dimensional projection of the point set $S_p(q)$ to the $j$-th coordinate is a $(0, m, 1)$-net over $\mathbb{F}_b$.

The following result concerning the determination of the Laurent series coefficients of rational functions was already stated in [16, 26, 28] for the case $b = 2$.

Proposition 2.6. For $p \in \mathbb{F}_b[x]$, $p = x^m + p_1 x^{m-1} + \cdots + p_{m-1} x + p_m$ and $q \in \mathbb{F}_b[x]$ with $q(x) = c_1 x^{m-1} + \cdots + c_{m-1} x + c_m$, the coefficients $u_l$, $l \geq 1$, in the Laurent series expansion of
\[
\frac{q(x)}{p(x)} = \sum_{l=1}^{\infty} u_l x^{-l}
\]
can be computed as follows: the first $m$ coefficients $u_1, \ldots, u_m$ are obtained by solving the linear system
\[
\begin{pmatrix}
1 & 0 & \cdots & 0 \\
p_1 & \ddots & \cdots & \\
\vdots & \ddots & \ddots & \\
p_{m-1} & \cdots & p_1 & 1
\end{pmatrix}
\begin{pmatrix}
u^{(j)}_1 \\
\nu^{(j)}_2 \\
\vdots \\
\nu^{(j)}_m
\end{pmatrix} = \begin{pmatrix}c_1 \\
c_2 \\
\vdots \\
c_m
\end{pmatrix},
\]
and for \( l > m \), \( u_l \) is obtained from the linear recursion in \( \mathbb{F}_b \),

\[
u_l + u_{l-1}p_1 + u_{l-2}p_2 + \cdots + u_{l-m}p_m = 0.
\]

**Proof.** Consider \( q(x) = p(x) \sum_{l=1}^{\infty} u_l x^{-l} \) and compare the coefficients of \( x^l \), \( l \in \mathbb{Z} \), on both sides of the equation. \( \square \)

**Remark 2.7.** If \( b \) is a prime, then there is an equivalent but simpler form of the construction of the point set \( S_p(q) \); see [22]. For an integer \( m \geq 1 \) let \( v_m \) be the map from \( \mathbb{F}_b((x^{-1})) \) to the interval \([0, 1)\) defined by

\[
v_m \left( \sum_{l=w}^{\infty} t_l x^{-l} \right) = \sum_{l=\max(1, w)}^{m} t_l b^{-l}.
\]

Choose \( p \) and \( q \) as above. Since \( b \) is prime, \( \{0, \ldots, b-1\} \) and \( \mathbb{F}_b \) can be identified and so the bijection \( \varphi \) from Definition [22] can be taken as the identity map. For \( 0 \leq h < b^m \) let \( h = h_0 + h_1 b + \cdots + h_{m-1} b^{m-1} \) be the \( b \)-adic expansion of \( h \). With each such \( h \) we associate the polynomial

\[h(x) = \sum_{r=0}^{m-1} h_r x^r \in \mathbb{F}_b[x].\]

Then \( S_p(q) \) is the point set consisting of the \( b^m \) points

\[
x_h = \left( v_m \left( \frac{h(x)q_1(x)}{p(x)} \right), \ldots, v_m \left( \frac{h(x)q_s(x)}{p(x)} \right) \right) \in [0, 1)^s,
\]

for \( 0 \leq h < b^m \).

Finally we introduce some notation: for arbitrary \( k = (k_1, \ldots, k_s) \in \mathbb{F}_b[x]^s \) and \( q = (q_1, \ldots, q_s) \in \mathbb{F}_b[x]^s \), we define the ‘inner product’

\[k \cdot q = \sum_{j=1}^{s} k_j q_j \in \mathbb{F}_b[x]\]

and we write \( q \equiv 0 \pmod{p} \) if \( p \) divides \( q \) in \( \mathbb{F}_b[x] \). Furthermore, as in Remark [2.7] for \( b \) prime we associate a non-negative integer \( k = \kappa_0 + \kappa_1 b + \cdots + \kappa_a b^a \) with the polynomial \( k(x) = \kappa_0 + \kappa_1 x + \cdots + \kappa_a x^a \in \mathbb{F}_b[x] \).

3. **Weighted Hilbert spaces based on Walsh functions**

In the following subsection we recall the definition of Walsh functions and in Subsection [3.2] we introduce the weighted Hilbert space based on Walsh functions first defined in [5]. Henceforth let \( \mathbb{N}_0 \) denote the set of non-negative integers.

3.1. **Walsh functions.** We have the following definitions.

**Definition 3.1** (Walsh functions). Let \( b \geq 2 \) be an integer. For a non-negative integer \( k \) with base \( b \) representation

\[k = \kappa_0 + \kappa_1 b + \cdots + \kappa_a b^a,
\]

with \( \kappa_i \in \{0, \ldots, b-1\} \), we define the Walsh function \( b\text{wal}_k : [0, 1) \rightarrow \mathbb{C} \) by

\[b\text{wal}_k(x) := e^{2\pi i (x_1 \kappa_0 + \cdots + x_a \kappa_a)/b},
\]

for \( x \in [0, 1) \) with base \( b \) representation \( x = \frac{x_1}{b} + \frac{x_2}{b^2} + \cdots \) (unique in the sense that infinitely many of the \( x_i \) must be different from \( b-1 \)). If it is clear which base \( b \) is chosen, we will simply write \( \text{wal}_k \).
Definition 3.2 (Multivariate Walsh functions). For dimension \( s \geq 2 \), \( x_1, \ldots, x_s \in [0, 1) \) and \( k_1, \ldots, k_s \in \mathbb{N}_0 \) we define \( \text{wal}_{k_1, \ldots, k_s} : [0, 1)^s \rightarrow \mathbb{C} \) by

\[
b \text{wal}_{k_1, \ldots, k_s}(x_1, \ldots, x_s) := \prod_{j=1}^{s} b \text{wal}_{k_j}(x_j).
\]

For vectors \( k = (k_1, \ldots, k_s) \in \mathbb{N}_0^s \) and \( x = (x_1, \ldots, x_s) \in [0, 1)^s \) we write

\[
b \text{wal}_k(x) := b \text{wal}_{k_1, \ldots, k_s}(x_1, \ldots, x_s).
\]

Again, if it is clear which base we mean, we simply write \( \text{wal}_k(x) \).

It is clear from the definitions that Walsh functions are piecewise constant. It can be shown that for any integers \( s \geq 1 \) and \( b \geq 2 \) the system \( \{ \text{wal}_{k_1, \ldots, k_s} : k_1, \ldots, k_s \geq 0 \} \) is a complete orthonormal system in \( L_2([0, 1)^s) \); see for example \([2, 18] \) or \([25, \text{Satz 1}] \). More information on Walsh functions can be found for example in \([2, 25, 27, 35] \).

3.2. The Hilbert space \( H_{\text{wal}, b, s, \alpha, \gamma} \). In the following we define the weighted Hilbert space \( H_{\text{wal}, b, s, \alpha, \gamma} \) which is based on Walsh functions (see \([5] \)). First we consider the one-dimensional case. The \( s \)-dimensional space will then be defined as the tensor product of those one-dimensional spaces.

For a natural number \( k = \kappa_0 + \kappa_1 b + \cdots + \kappa_s b^s \), with \( \kappa_s \neq 0 \), let \( \psi_k(k) = a \). For \( \alpha > 1 \) we define

\[
\rho_b(\alpha, \gamma, k) = \begin{cases} 
1, & \text{if } k = 0, \\
b^{-\alpha \psi_k(k)}, & \text{if } k \neq 0.
\end{cases}
\]

Furthermore, we define the inner product of two functions \( f \) and \( g \) as

\[
\langle f, g \rangle_{\text{wal}, b, \alpha, \gamma} := \sum_{k \in \mathbb{N}_0} \rho_b(\alpha, \gamma, k)^{-1} \hat{f}_{\text{wal}}(k) \overline{\hat{g}_{\text{wal}}(k)},
\]

where

\[
\hat{f}_{\text{wal}}(k) = \int_0^1 f(x) \overline{b \text{wal}_k(x)} \, dx.
\]

The norm is given by \( \| f \|_{\text{wal}, b, \alpha, \gamma} := \langle f, f \rangle_{\text{wal}, b, \alpha, \gamma}^{1/2} \). Note that any function \( f \in L_2([0, 1)) \) can be written as

\[
f(x) = \sum_{k=0}^{\infty} \hat{f}_{\text{wal}}(k) \text{wal}_k(x).
\]

The weighted Hilbert space \( H_{\text{wal}, b, \alpha, \gamma} \) is now given by all functions with finite norm, that is,

\[
H_{\text{wal}, b, \alpha, \gamma} := \{ f : \| f \|_{\text{wal}, b, \alpha, \gamma} < \infty \}.
\]

It can be checked (see \([5, \text{Subsection 2.2}] \)) that \( H_{\text{wal}, b, \alpha, \gamma} \) is a reproducing kernel Hilbert space with reproducing kernel given by

\[
K_{\text{wal}, b, \alpha, \gamma}(x, y) = \sum_{k \in \mathbb{N}_0} \rho_b(\alpha, \gamma, k) \overline{b \text{wal}_k(x)} \text{wal}_k(y).
\]

This reproducing kernel can be simplified in the following way: for \( \alpha > 1 \) we define

\[
\mu_b(\alpha) := \sum_{k=1}^{\infty} b^{-\alpha \psi(k)},
\]
and a simple calculation yields
\begin{equation}
\mu_b(\alpha) = \sum_{a=0}^{\infty} b^{-\alpha a}(b-1)b^a = \frac{b\alpha(b-1)}{b\alpha - b}.
\end{equation}

For \(x = \frac{x_1}{b} + \frac{x_2}{b^2} + \cdots\) and \(y = \frac{y_1}{b} + \frac{y_2}{b^2} + \cdots\) we define
\begin{equation}
\phi_{wal,b,\alpha}(x, y)
= \begin{cases}
\mu_b(\alpha), & \text{if } x = y, \\
\mu_b(\alpha) - b^{(i_0-1)(1-\alpha)}(\mu_b(\alpha) + 1), & \text{if } x_{i_0} \neq y_{i_0} \text{ and } x_i = y_i \\
& \text{for } i = 1, \ldots, i_0 - 1,
\end{cases}
\end{equation}

with \(\mu_b\) given by (3.2). Note that the function values of \(\varphi_{wal,b,\alpha}\) can easily be computed for any \(x\) and \(y\) and all \(\alpha > 1\). Then in [5] it was proved that
\[K_{wal,b,\alpha,\gamma}(x, y) = 1 + \gamma \varphi_{wal,b,\alpha}(x, y).\]

We are now ready to consider the \(s\)-dimensional case. Let \(\gamma = (\gamma_j)_{j \geq 1}\) be a sequence of non-negative real numbers. The weighted Hilbert space \(H_{wal,b,s,\alpha,\gamma}\) in base \(b\) and dimension \(s\) is now the tensor product of the one-dimensional weighted Hilbert spaces \(H_{wal,b,\alpha,\gamma_j}\), that is,
\[H_{wal,b,s,\alpha,\gamma} = H_{wal,b,\alpha,\gamma_1} \otimes \cdots \otimes H_{wal,b,\alpha,\gamma_s}.
\]

Let \(k = (k_1, \ldots, k_s)\) and \(x\) and \(y\) be defined analogously. The space \(H_{wal,b,s,\alpha,\gamma}\) is again a reproducing kernel Hilbert space, with reproducing kernel given by
\[K_{wal,b,s,\alpha,\gamma}(x, y) = \prod_{j=1}^{s} K_{wal,b,\alpha,\gamma_j}(x_j, y_j)
= \prod_{j=1}^{s} \sum_{k_j=0}^{\infty} r_b(\alpha, \gamma_j, k_j) \overline{b_{wal,k_j}(x_j)} b_{wal,k_j}(y_j)
= \sum_{k_1, \ldots, k_s} r_b(\alpha, \gamma, k) \overline{b_{wal,k}(x)} b_{wal,k}(y),
\]
where \(r_b(\alpha, \gamma, k) = \prod_{j=1}^{s} r_b(\alpha, \gamma_j, k_j)\). The reproducing kernel can also be written as
\[K_{wal,b,s,\alpha,\gamma}(x, y) = \prod_{j=1}^{s} (1 + \gamma_j \varphi_{wal,b,\alpha}(x_j, y_j)),
\]
where \(\varphi_{wal,b,\alpha}\) is given by (3.3). (Hence \(K_{wal,b,s,\alpha,\gamma}\) can be computed easily.) The inner product in \(H_{wal,b,s,\alpha,\gamma}\) is given by
\[\langle f, g \rangle_{wal,b,s,\alpha,\gamma} = \sum_{k \in \mathbb{N}_0^s} r_b(\alpha, \gamma, k)^{-1} \overline{f_{wal}(k)} g_{wal}(k),
\]
where
\[f_{wal}(k) := \int_{[0,1]^s} f(x) \overline{b_{wal,k}(x)} \, dx.
\]
In the following, if not necessary, the dependence of the weighted Hilbert space \(H_{wal,b,s,\alpha,\gamma}\) on some of the parameters \(b, s, \alpha, \gamma\) is not expressed explicitly. The same also holds accordingly for \(r, \langle \cdot, \cdot \rangle, \| \cdot \|, K, \mu\) and \(\phi\).
4. Multivariate integration in weighted Hilbert spaces based on Walsh functions

In this section we introduce and analyze two construction algorithms for polynomial lattice rules based on the worst-case error; see Subsections 4.2 and 4.3. A formula for the worst-case error is presented in the following subsection.

Henceforth, in order to have simple notation, we restrict \( b \) to prime numbers. In this case the finite field \( \mathbb{F}_b \) is just \( \mathbb{Z}_b \), the least residue ring modulo \( b \), and the bijections in Definition 2.2 can be chosen as identities. We remark that the subsequent results can also be obtained for arbitrary finite fields \( \mathbb{F}_b \).

4.1. Multivariate integration in \( H_{\text{wal},b,s,\alpha,\gamma} \). In general we are interested in approximating the integrals of functions \( f \) from a reproducing kernel Hilbert space \( H \),

\[
I_s(f) = \int_{[0,1]^s} f(x) \, dx.
\]

We approximate the integral \( I_s(f) \) by quasi-Monte Carlo (QMC) algorithms, which are equal weight quadrature rules of the form

\[
Q_{n,s}(P_n, f) = \frac{1}{n} \sum_{h=0}^{n-1} f(x_h),
\]

with a deterministically chosen point set \( P_n = \{x_0, \ldots, x_{n-1}\} \).

The worst-case error of a QMC rule \( Q_{n,s} \) for integration in the space \( H \) with reproducing kernel \( K \) and norm \( \| \cdot \| \) is defined by

\[
e(P_n, K) := \sup_{f \in H, \|f\| \leq 1} |I_s(f) - Q_{n,s}(P_n, f)|,
\]

and the initial error is

\[
e_{0,s} := \sup_{f \in H, \|f\| \leq 1} |I_s(f)|.
\]

For the space \( H_{\text{wal},b,s,\alpha,\gamma} \) we have \( I_s(f) = \hat{f}_{\text{wal}}(0) = \langle f, 1 \rangle_{\text{wal},b,s,\alpha,\gamma} \). Thus the representer of the functional \( I_s(f) \) in the reproducing kernel Hilbert space \( H_{\text{wal},b,s,\alpha,\gamma} \) is the function 1, and it follows immediately that the initial error is given by

\[
e_{0,s} = \|1\|_{\text{wal},b,s,\alpha,\gamma} = 1.
\]

Let \( C_1, \ldots, C_s \) denote the generating matrices for a digital \((t, m, s)\)-net over \( \mathbb{Z}_b \). It was shown in [5] that the worst-case error in \( H_{\text{wal},b,s,\alpha,\gamma} \) using such a digital net satisfies

\[
e^2_{b,m,s}(C_1, \ldots, C_s) = \sum_{k \in D} r_b(\alpha, \gamma, \mathbf{k}),
\]

where

\[
D = \{ \mathbf{k} \in \mathbb{N}_0^s \setminus \{0\} : C^T_1 \text{tr}_m(\mathbf{k}_1) + \cdots + C^T_s \text{tr}_m(\mathbf{k}_s) = \mathbf{0} \}.
\]

Here for a non-negative integer \( k \) with \( b \)-adic expansion \( k = \kappa_0 + \kappa_1 b + \cdots \), we write

\[
\mathbf{k} = (\kappa_0, \kappa_1, \ldots)^T,
\]

which is an infinite-dimensional vector, and we use

\[
\text{tr}_m(\mathbf{k}) = (\kappa_0, \kappa_1, \ldots, \kappa_{m-1})^T.
\]
to denote the \( m \)-dimensional vector containing the first \( m \) components of \( \bar{k} \). Furthermore, it was proved in \cite{3} that

\begin{equation}
\varepsilon_{b^m,s}^2(C_1, \ldots, C_s) = -1 + \frac{1}{b^m} \sum_{h=0}^{b^m-1} \prod_{j=1}^s (1 + \gamma_j \phi_{\text{wal}, \alpha}(x_{h,j}, 0)),
\end{equation}

where \( \phi_{\text{wal}, \alpha} \) is given by (3.3), and \( x_0, \ldots, x_{b^m-1} \) are the points of the digital net, with \( x_h = (x_{h,1}, \ldots, x_{h,s}) \).

Expression (4.2) allows us to compute \( \varepsilon_{b^m,s}^2(C_1, \ldots, C_s) \) for any given digital net in \( O(b^m s) \) operations. We exploit this fact by using a computer search to find digital nets which yield a small worst-case error. A similar approach was used for lattice rules; see for example \cite{10, 12, 20, 21}. We remark that in our construction of digital \((t, m, s)\)-nets we seek to minimize (in some sense) the worst-case error. Note that this approach is different from the classical approach where one tries to find digital nets with minimal \( t \)-value.

4.2. The component-by-component construction of polynomial lattice rules for integration in \( H_{\text{wal}, b, s, \alpha, \gamma} \). In this subsection we introduce a construction algorithm for polynomial lattice rules.

For a non-negative integer \( k \) with \( b \)-adic expansion \( k = \kappa_0 + \kappa_1 b + \cdots \), we write

\[ \text{tr}_m(k) = \kappa_0 + \kappa_1 b + \cdots + \kappa_{m-1} b^{m-1}; \]

thus the associated polynomial \( \text{tr}_m(k)(x) = \kappa_0 + \kappa_1 x + \cdots + \kappa_{m-1} x^{m-1} \in \mathbb{Z}_b[x] \) has degree \( < m \). For a vector \( k \in \mathbb{N}_0^s \), \( \text{tr}_m(k) \) is defined componentwise. In the following lemma \( \text{tr}_m(k) \) is considered as a vector of polynomials in \( \mathbb{Z}_b[x] \); see Section 2.

\textbf{Lemma 4.1.} Let \( p \in \mathbb{Z}_b[x] \) with \( \deg(p) = m \geq 1 \) and let \( q = (q_1, \ldots, q_s) \in \mathbb{Z}_b[x]^s \).

Let \( \{x_0, \ldots, x_{b^m-1}\} \) be the point set \( S_p(q) \). Then the square worst-case error for integration in the weighted Hilbert space \( H_{\text{wal}, b, s, \alpha, \gamma} \) is given by

\[ \varepsilon_{b^m,s}^2(q, p) = \sum_{k \in D} r_b(\alpha, \gamma, k), \]

where

\[ D = \{ k \in \mathbb{N}_0^s \setminus \{0\} : \text{tr}_m(k) \cdot q \equiv 0 \pmod{p} \}. \]

\textbf{Remark 4.2.} Compare the above lemma with \cite{33} formula (15), which states that the squared worst-case error \( \varepsilon_{n,s}^2 \) for integration in the weighted Korobov space using an \( n \) point lattice rule with generating vector \( z \) is given by

\[ \varepsilon_{n,s}^2(z) = \sum_{k \in \mathcal{L}} \bar{r}(\alpha, \gamma, k), \]

where \( \mathcal{L} = \{ k \in \mathbb{Z}^s \setminus \{0\} : k \cdot z \equiv 0 \pmod{n} \} \) and \( \bar{r}(\alpha, \gamma, k) = \prod_{j=1}^s \bar{r}(\alpha, \gamma, k_j) \) with \( \bar{r}(\alpha, \gamma, 0) = 1 \) and \( \bar{r}(\alpha, \gamma, k) = \gamma |k|^{-\alpha} \) for \( k \neq 0 \). The set \( \mathcal{L} \) is called the dual lattice (see \cite{29}); accordingly we call \( D \) the dual polynomial lattice.

\begin{proof}
This result follows from the fact that if \( C_1, \ldots, C_s \) are generating matrices for the point set \( S_p(q) \), then for any \( k = (k_1, \ldots, k_s) \in \mathbb{N}_0^s \setminus \{0\} \) we have

\begin{equation}
C_1^T \text{tr}_m(k_1) + \cdots + C_s^T \text{tr}_m(k_s) = 0 \quad \text{iff} \quad \text{tr}_m(k) \cdot q \equiv 0 \pmod{p}.
\end{equation}

This was first proved in \cite{21} Lemma 4.40].
\end{proof}
Let \( R_{b,m} \) be the set of all non-zero polynomials in \( \mathbb{Z}_b[x] \) with degree at most \( m - 1 \), that is,
\[
R_{b,m} := \{ q \in \mathbb{Z}_b[x] : \deg(q) < m \text{ and } q \neq 0 \}.
\]
Obviously we have \( |R_{b,m}| = b^m - 1 \).

It follows from the construction principle presented in Section 2 that the polynomials \( q_j \) can be restricted to the set \( R_{b,m} \). Using (4.2), we can therefore use computers to search for good polynomials \( q_j \). In the following we present an efficient algorithm for such a computer search.

**Algorithm 4.3.** Given a prime number \( b \), a dimension \( s \), an integer \( m \geq 1 \) and weights \( \gamma = (\gamma_j)_{j \geq 1} \):

1. Choose an irreducible polynomial \( p \in \mathbb{Z}_b[x] \) with \( \deg(p) = m \).
2. Set \( q_1 = 1 \).
3. For \( d = 2, 3, \ldots, s \), find \( q_d \in R_{b,m} \) by minimizing the square worst-case error \( e_{b,m,d}^2((q_1, \ldots, q_d), p) \).

In the following we will make use of Jensen’s inequality, which states that for a sequence \( (a_k) \) of non-negative real numbers we have
\[
\left( \sum a_k \right)^\lambda \leq \sum a_k^\lambda,
\]
for any \( 0 < \lambda \leq 1 \).

**Theorem 4.4.** Let \( b \) be prime and \( p \in \mathbb{Z}_b[x] \) be irreducible, with \( \deg(p) = m \geq 1 \). Suppose \((q_1^*, \ldots, q_s^*) \in R_{b,m}^s \) is constructed by Algorithm 4.3. Then for all \( d = 1, 2, \ldots, s \) we have
\[
e_{b,m,d}^2((q_1^*, \ldots, q_d^*), p) \leq (b^m - 1)^{-\frac{1}{\alpha}} \prod_{j=1}^d (1 + \mu(\alpha \lambda) \gamma_j^\lambda)^{\frac{1}{\lambda}},
\]
for all \( \frac{1}{\alpha} < \lambda \leq 1 \).

**Proof.** It is not hard to show that the result is true for \( d = 1 \). Suppose for some \( 1 \leq d < s \) we have \( q^* \in R_{b,m}^d \) and
\[
e_{b,m,d}^2(q^*, p) \leq (b^m - 1)^{-\frac{1}{\alpha}} \prod_{j=1}^d (1 + \mu(\alpha \lambda) \gamma_j^\lambda)^{\frac{1}{\lambda}},
\]
for all \( \frac{1}{\alpha} < \lambda \leq 1 \). Now we consider \( e_{b,m,d+1}^2((q^*, q_{d+1}), p) \). It follows from Lemma 4.1 that
\[
e_{b,m,d+1}^2((q^*, q_{d+1}), p) = \sum_{(k,k_{d+1}) \in \mathbb{N}_0^{d+1} \setminus \{0\}} r_b(\alpha, \gamma, k) r_b(\alpha, \gamma_{d+1}, k_{d+1})
\]
\[
\sum_{\text{tr}(k) \cdot q \equiv -\text{tr}(k_{d+1}) \cdot q_{d+1} \pmod{p}} \theta(q_{d+1}),
\]
where we have separated out the \( k_{d+1} = 0 \) terms, and
\[
\theta(q_{d+1}) = \sum_{k_{d+1} = 1}^{\infty} \left( r_b(\alpha, \gamma_{d+1}, k_{d+1}) \sum_{k \in \mathbb{N}_0} r_b(\alpha, \gamma, k) \right).
\]
We see from the algorithm that $q_d^{*+1}$ is chosen such that the square worst-case error $e_{b^{m},d+1}^2((q^*, q_{d+1}), p)$ is minimized. Since the only dependency on $q_d^{*+1}$ is in $\theta(q_d^{*+1})$, we have $\theta(q_d^{*+1}) \leq \theta(q_d+1)$ for all $q_d+1 \in R_{b,m}$, which implies that for any $\lambda \leq 1$ we have

$$[\theta(q_d^{*+1})]^{\lambda} \leq [\theta(q_d+1)]^{\lambda} \quad \text{for all } q_d+1 \in R_{b,m}.$$

This leads to

$$\theta(q_d^{*+1}) \leq \left( \frac{1}{b^{m}-1} \sum_{q_d+1 \in R_{b,m}} [\theta(q_d+1)]^{\lambda} \right)^{\frac{1}{\lambda}}. \quad (4.6)$$

We will obtain a bound on $\theta(q_d^{*+1})$ through this last inequality.

Let $\lambda$ satisfy $\frac{1}{\alpha} < \lambda \leq 1$. It follows from Jensen’s inequality and the property $[r_b(\alpha, \gamma, k)]^{\lambda} = r_b(\alpha, \gamma, \lambda^\lambda, k)$ that

$$[\theta(q_d+1)]^{\lambda} \leq \sum_{k_{d+1}=1}^{\infty} \left( r_b(\alpha, \gamma, \lambda^\lambda, k_{d+1}) \sum_{k \in \mathbb{N}_0} r_b(\alpha, \gamma^\lambda, k) \right),$$

where $\gamma^\lambda$ denotes the sequence $(\gamma^\lambda_i)_{i \geq 1}$. If $k_{d+1}$ is a multiple of $b^m$, then $\text{tr}_m(k_{d+1}) = 0$ and the corresponding term in the sum is independent of $q_d+1$. If $k_{d+1}$ is not a multiple of $b^m$, then $\text{tr}_m(k_{d+1})$ can have any value between 1 and $b^m - 1$. Moreover, since $q_d+1 \neq 0$ and $p$ is irreducible, $\text{tr}_m(k_{d+1}) \cdot q_{d+1}$ is never a multiple of $p$.

By averaging over all $q_d+1 \in R_{b,m}$, with the above discussion in mind, we obtain

$$\frac{1}{b^{m}-1} \sum_{q_d+1 \in R_{b,m}} [\theta(q_d+1)]^{\lambda} \leq \sum_{k_{d+1}=1}^{\infty} \left( r_b(\alpha, \gamma, \lambda^\lambda, k_{d+1}) \sum_{k \in \mathbb{N}_0} r_b(\alpha, \gamma^\lambda, k) \right),$$

where the first inequality follows from the fact that if $k_{d+1}$ is not a multiple of $b^m$, then

$$\sum_{q_d+1 \in R_{b,m}} \sum_{k \in \mathbb{N}_0} r_b(\alpha, \gamma^\lambda, k) = \sum_{k \in \mathbb{N}_0} r_b(\alpha, \gamma^\lambda, k),$$

$$\left( \frac{1}{b^{m}-1} \sum_{k \in \mathbb{N}_0} r_b(\alpha, \gamma^\lambda, k) \right). \quad (4.8)$$
and the second inequality is obtained using the following:

\[
\sum_{k_{d+1} = 1}^{\infty} r_b(\alpha \lambda, \gamma_{d+1}^\lambda, k_{d+1}) = \frac{\mu(\alpha \lambda) \gamma_{d+1}^\lambda}{b^d \lambda m},
\]

\[
\sum_{k_{d+1} = 1}^{\infty} r_b(\alpha \lambda, \gamma_{d+1}^\lambda, k_{d+1}) \leq \sum_{k_{d+1} = 1}^{\infty} r_b(\alpha \lambda, \gamma_{d+1}^\lambda, k_{d+1}) = \mu(\alpha \lambda) \gamma_{d+1}^\lambda,
\]

\[
\sum_{k_{d+1} = 1}^{\infty} r_b(\alpha \lambda, \gamma_{d+1}^\lambda, k_{d+1}) \leq \sum_{k_{d+1} = 1}^{\infty} r_b(\alpha \lambda, \gamma_{d+1}^\lambda, k_{d+1}) = \mu(\alpha \lambda) \gamma_{d+1}^\lambda,
\]

\[
\sum_{k \in \mathbb{N}_0^d \setminus \langle k \rangle_{q \equiv 0 (\text{mod} p)}} r_b(\alpha \lambda, \gamma^\lambda, k) = \prod_{j = 1}^{d} (1 + \mu(\alpha \lambda) \gamma_j) - \sum_{k \in \mathbb{N}_0^d \setminus \langle k \rangle_{q \equiv 0 (\text{mod} p)}} r_b(\alpha \lambda, \gamma_j, k).
\]

Thus we have from (4.6) and (4.7) that

\[
\theta(q_{d+1}^*) \leq \nu(\alpha \lambda) \frac{\lambda}{b^d \lambda m} (b^m - 1)^{-\frac{\lambda}{\lambda}} \prod_{j = 1}^{d} (1 + \mu(\alpha \lambda) \gamma_j),
\]

which, together with (4.4) and (4.5), yields

\[
e_b(\alpha \lambda, q^*, p) = \frac{2^d}{b^m} (q^*, q_{d+1}^*) + \theta(q_{d+1}^*)
\]

\[
\leq \left(1 + \nu(\alpha \lambda) \frac{\lambda}{b^d \lambda m} \right) (b^m - 1)^{-\frac{\lambda}{\lambda}} \prod_{j = 1}^{d} (1 + \mu(\alpha \lambda) \gamma_j)
\]

\[
\leq (b^m - 1)^{-\frac{\lambda}{\lambda}} \prod_{j = 1}^{d} (1 + \mu(\alpha \lambda) \gamma_j).
\]

Hence by induction the result follows for all \(d = 1, 2, \ldots, s\). \(\square\)

**Corollary 4.5.** Let \(b\) be prime, \(p \in \mathbb{Z}[x]\) be irreducible with \(\deg(p) = m \geq 1\) and \(n = b^m\). Suppose \(q^* \in R_{b,m}^{\nu}\) is constructed by Algorithm 4.3

1. We have

\[
e_{\nu, s}(q^*, p) \leq c_{\nu, \alpha, \gamma, \delta} n^{-\frac{\lambda}{\lambda} + \delta} \quad \text{for all } 0 < \delta \leq \frac{\lambda}{2},
\]

where

\[
c_{\nu, \alpha, \gamma, \delta} := 2^d \delta \prod_{j = 1}^{s} \left(1 + \mu \left(\frac{\alpha}{\alpha - 2\delta}\right) \gamma_j \right)^{-\frac{\lambda}{\lambda} - \delta}.
\]

2. Suppose

\[
\sum_{j = 1}^{\infty} \gamma_j < \infty.
\]

Then \(c_{\nu, \alpha, \gamma, \delta} \leq c_{\nu, \alpha, \gamma, \delta} < \infty\) and we have

\[
e_{\nu, s}(q^*, p) \leq c_{\nu, \alpha, \gamma, \delta} n^{-\frac{\lambda}{\lambda} + \delta} \quad \text{for all } 0 < \delta \leq \frac{\lambda}{2}.
\]

Thus the worst-case error is bounded independently of the dimension.
(3) Under the assumption
\[ A := \limsup_{s \to \infty} \frac{\sum_{j=1}^{s} \gamma_j}{\log s} < \infty \]
we obtain \( c_{s,\alpha,\gamma,(\alpha-1)/2} \leq \tilde{c}_q s^{\mu(\alpha)(A+\eta)} \) and therefore
\[ c_{\eta,s}(q^*,p) \leq \tilde{c}_q s^{\mu(\alpha)(A+\eta)/2} n^{-\frac{1}{2}} \quad \text{for all } \eta > 0, \]
where the constant \( \tilde{c}_q \) depends only on \( \eta \). Thus the worst-case error satisfies a bound which depends only polynomially on the dimension.

Proof. The first part of the theorem follows from Theorem 4.2 by setting \( \frac{1}{\lambda} = \alpha - 2\delta \) and noting that \( b^n - 1 = n - 1 \geq \frac{n}{2} \) for all \( n \geq 1 \).

Furthermore, we have
\[
\prod_{j=1}^{s} \left( 1 + \mu \left( \frac{\alpha}{n-2\delta} \right) \frac{1}{\gamma_j} \right) = \exp \left( \sum_{j=1}^{s} \log \left( 1 + \mu \left( \frac{\alpha}{n-2\delta} \right) \frac{1}{\gamma_j} \right) \right) = \exp \left( \mu \left( \frac{\alpha}{n-2\delta} \right) \sum_{j=1}^{s} \frac{1}{\gamma_j} \right),
\]
where we used the fact that \( \log(1+x) \leq x \) for all \( x \geq 0 \). Therefore \( c_{\infty,\alpha,\gamma,\delta} < \infty \) provided that \( \frac{\alpha}{n-2\delta} \leq 1 \), which is satisfied. Obviously \( c_{s,\alpha,\gamma,\delta} \leq c_{\infty,\alpha,\gamma,\delta} \) and so the second part follows.

For the third part of the theorem observe that \( A < \infty \) and therefore for any positive \( \eta \) there exists a positive \( s_\eta \) such that
\[
\sum_{j=1}^{s} \gamma_j \leq (A + \eta) \log s \quad \text{for all } s \geq s_\eta.
\]
Hence
\[
c_{s,\alpha,\gamma,(\alpha-1)/2}^2 = 2 \prod_{j=1}^{s} (1 + \gamma_j/\mu(\alpha)) = 2 s^{\sum_{j=1}^{s} \frac{\log(1+\gamma_j/\mu(\alpha))}{\log s}} \leq 2 s^{\mu(\alpha) \sum_{j=1}^{s} \gamma_j/\log s} \leq 2 s^{\mu(\alpha)(A+\eta)},
\]
for any \( \eta > 0 \) and all \( s \geq s_\eta \). Thus there is a constant \( \tilde{c}_q \) such that
\[
c_{s,\alpha,\gamma,(\alpha-1)/2} \leq \tilde{c}_q s^{\mu(\alpha)(A+\eta)/2}
\]
and the result follows. \( \square \)

4.3. A Korobov type construction of polynomial lattice rules for integration in \( H_{w_{b,m},\alpha,\gamma} \). In the method of good lattice points one often restricts attention to lattice points whose coordinates are successive powers of a single integer. Such a choice was first proposed by Korobov (see [11]), and therefore such lattice points are often called Korobov lattice points. Here we consider now \( s \)-tuples \( q = (q_1, \ldots, q_s) \) of polynomials that are obtained by taking a polynomial \( q \in R_{b,m} \) and putting \( q_j \equiv q^{j-1} \pmod{p} \) with \( \deg q_j \leq m \), for \( 1 \leq j \leq s \). For such \( s \)-tuples we use the notation \( v_s(q) \equiv (1, q, q^2, \ldots, q^{s-1}) \pmod{p} \). Note that such a construction was previously considered in [13].
Algorithm 4.6. Given a prime number $b$, a dimension $s \geq 2$, an integer $m \geq 1$ and weights $\gamma = (\gamma_j)_{j \geq 1}$:

1. Choose an irreducible polynomial $p \in \mathbb{Z}_b[x]$ with $\deg(p) = m$.
2. Find $\tilde{q} \in R_{b,m}$ by minimizing $e_{b,m,s}^2(\nu_s(q), p)$.

We have the following error bound.

Theorem 4.7. Let $b$ be prime, $s \geq 2$ and let $p \in \mathbb{Z}_b[x]$ be irreducible with $\deg(p) = m \geq 1$. A minimizer $\tilde{q}$ obtained from Algorithm 4.6 satisfies

$$e_{b,m,s}^2(\nu_s(\tilde{q}), p) \leq \frac{s}{b^m - 1} \prod_{j=1}^{s} (1 + \gamma_j \mu(\alpha)).$$

Proof. Let $\tilde{q}$ be a minimizer of $e_{b,m,s}^2(\nu_s(q), p)$. We are interested in how small $e_{b,m,s}^2(\nu_s(\tilde{q}), p)$ is. To this end we define

$$M_s(p) := \frac{1}{b^m - 1} \sum_{q \in R_{b,m}} e_{b,m,s}^2(\nu_s(q), p).$$

From Lemma 4.1 we obtain

$$M_s(p) = \frac{1}{b^m - 1} \sum_{q \in R_{b,m}} \sum_{k \in D} r_b(\alpha, \gamma, k) \sum_{\nu_s(q) \equiv 0 (\mod p)} 1.$$

Now we recall that for an irreducible polynomial $p \in \mathbb{Z}_b[x]$ with $\deg(p) = m \geq 1$ and a nonzero $(k_1, \ldots, k_s) \in \mathbb{Z}_b[x]^s$ with $\deg(k_j) < m$, $j = 1, \ldots, s$, the congruence

$$k_1 + k_2q + \cdots + k_s q^{s-1} \equiv 0 \pmod{p}$$

has no solution if $k_2 = \cdots = k_s = 0$, and it has at most $s - 1$ solutions $q \in R_{b,m}$ otherwise.

For $k = (k_1, \ldots, k_s) \in \mathbb{N}_0^s$, $k \neq 0$, we consider two cases:

1. For $j = 2, \ldots, s$ let $k_j = b^m l_j$, $l_j \geq 0$. In this case we have $\text{tr}_m(k_j) = 0$ for $2 \leq j \leq s$ and therefore

$$\sum_{\text{tr}_m(k) \nu_s(q) \equiv 0 (\mod p)} 1 = 0.$$

2. For $j = 2, \ldots, s$ let $k_j = k_j^* + b^m l_j$, $l_j \geq 0$, $0 \leq k_j^* \leq b^m - 1$ and $(k_2^*, \ldots, k_s^*) \neq (0, \ldots, 0)$. Then we obtain

$$\sum_{\text{tr}_m(k) \nu_s(q) \equiv 0 (\mod p)} 1 \leq s - 1.$$
Now we have
\[
M_s(p) \leq \sum_{k \in \mathbb{N}_0} r_b(\alpha, \gamma, b^m, k) + \frac{s - 1}{b^m - 1} 
\times \left[ \sum_{k_1 = 0}^{\infty} \sum_{l_2, \ldots, l_s = 0}^{b^m - 1} \sum_{k_2, \ldots, k_s = 0 \atop (k_2, \ldots, k_s) \neq (0, \ldots, 0)}^b r_b(\alpha, \gamma_1, k_1) \prod_{j=2}^{s} r_b(\alpha, \gamma_j, k_j^*) + l_j b^m) \right]
\]
\[
= \prod_{j=1}^{s} \left( 1 + \gamma_j \mu(\alpha) \right) - 1 + \frac{s - 1}{b^m - 1} (1 + \gamma_1 \mu(\alpha)) 
\times \left[ \sum_{k_1 = 0}^{\infty} \prod_{j=2}^{s} r_b(\alpha, \gamma_j, k_j) - \sum_{l_2, \ldots, l_s = 0 \atop (l_2, \ldots, l_s) \neq (0, \ldots, 0)}^{b^m} \prod_{j=2}^{s} r_b(\alpha, \gamma_j, l_j b^m) \right]
\]
\[
= \frac{1}{b^m} \prod_{j=1}^{s} (1 + \gamma_j \mu(\alpha)) + \frac{s - 1}{b^m - 1} (1 + \gamma_1 \mu(\alpha)) 
\times \left[ \prod_{j=2}^{s} (1 + \gamma_j \mu(\alpha)) - \prod_{j=2}^{s} \left( 1 + \gamma_j \frac{\mu(\alpha)}{b^m} \right) \right]
\]
and therefore
\[
M_s(p) \leq \frac{s}{b^m} \prod_{j=1}^{s} (1 + \gamma_j \mu(\alpha)) .
\]
But since \(e_{s, \alpha, \gamma}(v_s(\tilde{q}), p)\) is no larger than the average \(M_s(p)\), the result follows.

**Corollary 4.8.** Let \(b\) be prime, \(s \geq 2\), \(p \in \mathbb{Z}_b[x]\) be irreducible with \(\text{deg}(p) = m \geq 1\) and \(n = b^m\). Suppose \(\tilde{q} \in R_{b,m}\) is constructed by Algorithm 1.6

1. We have
   \[
   e_{s, \alpha, \gamma}(v_s(\tilde{q}), p) \leq e_{s, \alpha, \gamma, \delta}(\tilde{q}, p) \leq s - \frac{s}{2} \text{ for all } 0 < \delta \leq \frac{\alpha - 1}{2},
   \]
   where
   \[
   e_{s, \alpha, \gamma, \delta} := 2^{\frac{s}{2} - \delta} \prod_{j=1}^{s} \left( 1 + \gamma_j \frac{1}{2} \mu(\alpha) \right)^{\frac{s}{2} - \delta} .
   \]

2. Under the assumption
   \[
   A := \limsup_{s \to \infty} \frac{\sum_{j=1}^{s} \gamma_j}{\log s} < \infty
   \]
   we obtain \(e_{s, \alpha, \gamma, (\alpha - 1)/2} \leq \tilde{c}_\eta s^{\mu(\alpha)(A + \eta)/2} + \text{ and therefore}
   \[
   e_{s, \alpha, \gamma}(v_s(\tilde{q}), p) \leq \tilde{c}_\eta s^{(1 + \mu(\alpha)(A + \eta)/2) n - \frac{1}{2}} \text{ for all } \eta > 0,
   \]
   where the constant \(\tilde{c}_\eta\) depends only on \(\eta\). Thus the worst-case error satisfies a bound which depends only polynomially on the dimension.

**Proof.** Within this proof we denote the worst-case error \(e_{s, \alpha, \gamma}(v_s(\tilde{q}), p)\) by \(e_{s, \alpha, \gamma}(\alpha, \gamma, v_s(\tilde{q}))\) to stress the dependence on \(\alpha\) and \(\gamma\).

By Jensen’s inequality we obtain
\[
e_{s, \alpha, \gamma}(\alpha, \gamma, v_s(\tilde{q})) \leq \left( e_{s, \alpha, \gamma}(\alpha \lambda, \gamma^\lambda, v_s(\tilde{q})) \right)^{1/\lambda} \text{ for all } 1/\alpha < \lambda \leq 1.
\]
From Theorem 4.7 we find that there exists a polynomial \( q_s \in R_{b,m} \) such that

\[
\epsilon_{n,s}(\alpha, \gamma^s, \nu_s(q_s)) \leq \frac{s}{n-1} \prod_{j=1}^{s} \left( 1 + \gamma_j^2 \mu(\alpha \lambda) \right) \leq \frac{2s}{n} \prod_{j=1}^{s} \left( 1 + \gamma_j^2 \mu(\alpha \lambda) \right).
\]

Therefore for the minimizer \( \tilde{q} \) we obtain

\[
\epsilon_{n,s}(\alpha, \gamma, \nu_s(\tilde{q})) \leq \left( \frac{2s}{n} \right)^{\frac{1}{s}} \prod_{j=1}^{s} \left( 1 + \gamma_j^2 \mu(\alpha \lambda) \right)^{\frac{1}{s}}.
\]

Now set \( \lambda = 1/(\alpha - 2\delta) \) with \( 0 < \delta \leq (\alpha - 1)/2 \) and the first result follows. The second part can be shown as in the proof of Corollary 4.5. \( \square \)

Note that the first bound in Corollary 4.8 differs from the corresponding bound in Corollary 4.5 only by the additional factor \( s^{\frac{1}{s} - \delta} \). Thus, just as in the lattice rule case, the Korobov construction is not as good, in principle, as the component-by-component construction.

5. Multivariate integration in weighted Sobolev spaces

In this section we develop the theory of the previous chapter also for the integration problem in weighted Sobolev spaces. We use randomly digitally shifted polynomial lattice rules.

5.1. Weighted Sobolev spaces. In this section we introduce the weighted Sobolev space \( H_{\text{sob}, s, w, \gamma} \) with reproducing kernel given by (see [4, 12, 30, 31])

\[
K_{\text{sob}, s, w, \gamma}(x, y) = \prod_{j=1}^{s} \left( 1 + \gamma_j \varrho_{w_j}(x_j, y_j) \right),
\]

where \( w = (w_1, \ldots, w_s) \in [0, 1]^s \) and

\[
\varrho_{w}(x, y) = \frac{|x - w| + |y - w| - |x - y|}{2} = \begin{cases} 
\min(|x - w|, |y - w|), & \text{if } (x - w)(y - w) \geq 0, \\
0, & \text{otherwise}.
\end{cases}
\]

The inner product in \( H_{\text{sob}, s, w, \gamma} \) is given by

\[
(f, g)_{H_{\text{sob}, s, w, \gamma}} := f(w)g(w) + \sum_{\mathcal{I} \subseteq \{1, \ldots, s\}} \prod_{j \in \mathcal{I}} \gamma_j^{-1} \int_{[0, 1]^s} \frac{\partial^{u_i}|f|}{\partial x_{u_i}}(x_u, w) \frac{\partial^{u_j}|g|}{\partial x_{u_j}}(x_u, w) \, dx_u,
\]

where for \( x = (x_1, \ldots, x_s) \) and \( u \subseteq \{1, \ldots, s\} \), \( u \neq \emptyset \), we use the notation \( x_u = (x_j)_{j \in u} \) and \( (x_u, w) \) denotes the \( s \)-dimensional vector whose \( j \)-th component is \( x_j \) if \( j \in u \) and \( w_j \) if \( j \notin u \).

Choose a base \( b \geq 2 \) and let \( x = \frac{x_1}{b} + \frac{x_2}{b^2} + \cdots \) and \( \sigma = \frac{\sigma_1}{b} + \frac{\sigma_2}{b^2} + \cdots \) be the base \( b \) representation of \( x \) and \( \sigma \). Then the digitally shifted point \( y = x \oplus \sigma \) is given by \( y = \frac{y_1}{b} + \frac{y_2}{b^2} + \cdots \), where \( y_i = x_i + \sigma_i \in \mathbb{Z}_b \). For vectors \( x \) and \( \sigma \) we define the digitally shifted point \( x \oplus \sigma \) componentwise. Obviously, the shift depends on the base \( b \).
Dick and Pillichshammer [5] introduced a ‘digital shift invariant kernel’ associated with a reproducing kernel. For an arbitrary reproducing kernel $K$ the associated digital shift invariant kernel $K_{ds,b}$ in base $b$ is defined by (see [5])

$$K_{ds,b}(x, y) := \int_{[0,1]^s} K(x \oplus \sigma, y \oplus \sigma) \, d\sigma,$$

where the shift is in base $b$. They also showed that the digital shift invariant kernel in base $b$ of the weighted Sobolev space $H_{sob,s,w,\gamma}$ is given by

$$K_{ds,b,w,\gamma}(x, y) = \prod_{j=1}^s \left( \sum_{k=0}^{s} \hat{r}_b(w_j, \gamma_j, k) \hat{\mu}_W(x_j) \hat{\mu}_W(y_j) \right),$$

(5.1)

where $w = (w_1, \ldots, w_s) \in [0,1]^s$ and $\hat{r}_b(w, \gamma, k) = \prod_{j=1}^s \hat{r}_b(w_j, \gamma_j, k_j)$, where

$$\hat{r}_b(w, \gamma, k) = \begin{cases} 1 + \gamma(w^2 - w + \frac{1}{2}), & \text{if } k = 0, \\ \gamma \frac{1}{2b^{2k+\gamma(k+1)}} \left( \frac{1}{\sin^2(k\pi/b)} - \frac{1}{2} \right), & \text{if } k > 0. \end{cases}$$

Recall that for $k > 0$ we use the notation $k = \kappa_0 + \kappa_1 b + \cdots + \kappa_s b^s$ with $\kappa_n \neq 0$ and $\psi_n(k) = a$. Furthermore, for $x = \frac{x_0}{b} + \frac{x_1}{b^2} + \cdots$ and $y = \frac{y_0}{b} + \frac{y_1}{b^2} + \cdots$ we define (5.2)

$$\phi_{ds,b,w}(x, y) = \begin{cases} w^2 - w + \frac{1}{2}, & \text{if } x = y, \\ w^2 - w + \frac{1}{2} - \frac{|x_i_0 - y_i_0|}{b^{i_0+1}}(b^{i_0+1} - 1), & \text{if } x_1 = y_1, \ldots, x_{i_0-1} = y_{i_0-1}, \\ x_{i_0} \neq y_{i_0}. \end{cases}$$

Then the shift invariant kernel $K_{ds,b,w,\gamma}(x, y)$ can be rewritten as (see [5] Subsection 6.2)

$$K_{ds,b,w,\gamma}(x, y) = \prod_{j=1}^s \left( 1 + \gamma_j \phi_{ds,b,w}(x_j, y_j) \right).$$

(5.3)

For a point set $P_n = \{x_0, \ldots, x_{n-1}\}$ and a $\sigma \in [0,1]^s$ let $P_n,\sigma = \{x_0 \oplus \sigma, \ldots, x_{n-1} \oplus \sigma\}$ be the digitally shifted point set. Furthermore, we recall that for a reproducing kernel Hilbert space $H$ with reproducing kernel $K$ and a point set $P_n$ the worst-case error $e(P_n, K)$ is defined as

$$e(P_n, K) := \sup_{f \in H, \|f\| \leq 1} |I(f) - Q_{n,\sigma}(P_n, f)|.$$

Let the mean square worst-case error $\bar{e}^2(P_n, K)$ be given by

$$\bar{e}^2(P_n, K) := \mathbb{E}[e^2(P_n, \sigma, K)] = \int_{[0,1]^s} e^2(P_n, \sigma, K) \, d\sigma.$$

Then we have

$$\bar{e}^2(P_n, K) = e^2(P_n, K_{ds}),$$

as shown in [5] Theorem 7. Now with the same arguments as in [5] Theorem 8 we can show that the mean square worst-case error $\bar{e}^2(P_n, K_{sob,s,w,\gamma})$ for multivariate integration in the weighted Sobolev space $H_{sob,s,w,\gamma}$ by using a random digital shift
in base \( b \) on the point set \( P_n = \{ x_0, \ldots, x_{n-1} \} \), with \( x_h = (x_{h,1}, \ldots, x_{h,s}) \), is given by

\[
\hat{e}^2(P_n, K_{\text{sob},s,w,\gamma}) = -\prod_{j=1}^{s} (1 + \gamma_j (w_j^2 - w_j + \frac{1}{b})) \\
+ \frac{1}{n^2} \sum_{h,i=0}^{n-1} \sum_{k \in \mathbb{N}_0^s} \hat{r}_b(w, \gamma, k) \overline{\text{wal}_k(x_h)} \overline{\text{wal}_k(x_i)} \\
= -\prod_{j=1}^{s} (1 + \gamma_j (w_j^2 - w_j + \frac{1}{b})) \\
+ \frac{1}{n^2} \sum_{h,i=0}^{n-1} \prod_{j=1}^{s} (1 + \gamma_j \phi_{\text{ds},b,w}(x_{h,j}, x_{i,j})) ,
\]

where the function \( \phi_{\text{ds},b,w} \) is given by (5.2). For the special case where the point set \( P \) is a digital \((t, m, s)\)-net over \( \mathbb{Z}_b \) with generating matrices \( C_1, \ldots, C_s \), the mean square worst-case error can be written as

\[
\hat{e}^2(P, K_{\text{sob},s,w,\gamma}) = \sum_{k \in D} \hat{r}_b(w, \gamma, k) ,
\]

where

\[
D = \{ k \in \mathbb{N}_0^s \setminus \{ 0 \} : C_1^T \text{tr}_m(\vec{k}_1) + \cdots + C_s^T \text{tr}_m(\vec{k}_s) = \vec{0} \} .
\]

Furthermore, we have

\[
\hat{e}^2(P, K_{\text{sob},s,w,\gamma}) = -\prod_{j=1}^{s} (1 + \gamma_j (w_j^2 - w_j + \frac{1}{b})) \\
+ \frac{1}{n^2} \sum_{h=0}^{b-1} \prod_{j=1}^{s} (1 + \gamma_j \phi_{\text{ds},b,w}(x_{h,j}, 0)) ,
\]

where \( \phi_{\text{ds},b,w} \) is given by (5.2). For a proof of those results see [5].

As can be seen from (5.2), the function values of \( \phi_{\text{ds},b,w} \) can be computed easily for any \( x \) and \( y \) and therefore \( \hat{e}^2(P, K_{\text{sob},s,w,\gamma}) \) can be computed in \( O(b^m) \) operations for a given digital net \( P \). We will use this fact in the following subsection to search for good digital nets.

Note that, as opposed to the previous section, the base \( b \) is not part of the definition of the space, but part of the randomization method. Therefore the base \( b \) can be chosen arbitrarily, whereas in the previous section the \( b \) was determined by the space \( H_{\text{wal},b,s,\alpha,\gamma} \).

### 5.2. The component-by-component construction of polynomial lattice rules for integration in weighted Sobolev spaces

In this section we consider digital nets based on Niederreiter’s construction using polynomials. We have the following lemma.

**Lemma 5.1.** Let \( p \in \mathbb{Z}_b[x] \) with \( \deg(p) = m \geq 1 \) and let \( q = (q_1, \ldots, q_s) \in \mathbb{Z}_b[x]^s \). Then the mean square worst-case error \( \hat{e}^2_{\text{pol},s}(q, p) := \hat{e}^2_{\text{pol},s}(S_p(q), H_{\text{sob},s,w,\gamma}) \) for integration in the Sobolev space \( H_{\text{sob},s,w,\gamma} \) is given by

\[
\hat{e}^2_{\text{pol},s}(q, p) = \sum_{k \in D} \hat{r}_b(w, \gamma, k) ,
\]
where

\[ D = \{ \mathbf{k} \in \mathbb{N}_0^d \setminus \{ \mathbf{0} \} : \text{tr}_m(\mathbf{k}) \cdot \mathbf{q} \equiv 0 \mod p \}. \]

**Proof.** The result follows from [5.4] together with [4.3]. \( \square \)

Using the above lemma, suitable polynomials can be found using the following algorithm.

**Algorithm 5.2.** Given a dimension \( s \), an integer \( m \geq 1 \) and weights \( \gamma = (\gamma_j)_{j \geq 1} \):

1. Choose a prime number \( b \) and an irreducible polynomial \( p \in \mathbb{Z}_b[x] \) with \( \deg(p) = m \).
2. Set \( q_1 = 1 \).
3. For \( d = 2, 3, \ldots, s \), find \( q_d \in R_{b,m} \) by minimizing the square worst-case error \( e_{\gamma, d}^2((q_1, \ldots, q_d), p) \).

As for the space \( H_{\text{wal}, b, s, \alpha, \gamma} \) we also obtain the following bound.

**Theorem 5.3.** Let \( b \) be prime and let \( p \in \mathbb{Z}_b[x] \) be irreducible, with \( \deg(p) = m \geq 1 \). Suppose \( (q_1^*, \ldots, q_s^*) \in R_{b,m}^s \) is constructed by Algorithm [5.2]. Then for all \( d = 1, 2, \ldots, s \) we have

\[
e_{\gamma, d}^2((q_1^*, \ldots, q_d^*), p) \leq (b^m - 1)^{-\frac{1}{d}} \prod_{j=1}^{d} \left( (1 + \gamma_j [w_j^2 - w_j + \frac{1}{4}])^\lambda + \tau_b(\lambda) \gamma_j^\lambda \right)^\frac{1}{d}
\]

for all \( \frac{1}{2} < \lambda \leq 1 \). Here, for \( \lambda = 1 \), \( \tau_b(1) := \frac{1}{6} \) and for \( \frac{1}{2} < \lambda < 1 \) we define

\[
\tau_2(\lambda) := \frac{1}{3\lambda(2^{2\lambda} - 2)} \quad \text{and} \quad \tau_b(\lambda) := \frac{(4b^2 - 9)^\lambda - b - 1}{54^\lambda (b^2 - b)} \quad \text{for} \ b > 2.
\]

**Proof.** The proof follows exactly the lines of the proof of Theorem [4.4]. We just note the following equalities: for any \( b \geq 2 \) we have

\[
\sum_{k=1}^\infty \tilde{r}_b(w, \gamma, k) = \sum_{a=0}^\infty \sum_{k=b^a}^{b^{a+1} - 1} \tilde{r}_b(w, \gamma, k) = \sum_{a=0}^\infty \gamma b^{a+1} \sum_{\kappa_a=1}^{b-1} \frac{1}{\sin^2(\kappa_a \pi/b)} - \frac{1}{3}.
\]

We have

\[
\sum_{a=1}^\infty b^{-a} = \frac{1}{b - 1} \quad \text{and} \quad \sum_{\kappa_a=1}^{b-1} \frac{1}{\sin^2(\kappa_a \pi/b)} = \frac{b^2 - 1}{3},
\]

where the second equality is shown in [5] Appendix C]. Thus we obtain

\[
\sum_{k=1}^\infty \tilde{r}_b(w, \gamma, k) = \frac{\gamma}{2b(b - 1)} \left( \frac{b^2 - 1}{3} - \frac{b - 1}{3} \right) = \frac{\gamma}{6} = \gamma \tau_b(1).
\]
Furthermore, we have \( \hat{r}_2(w, \gamma, k) = \frac{\gamma}{3^2 \pi^2} \) for \( k > 0 \) and therefore
\[
\sum_{k=1}^{\infty} \hat{r}_2(w, \gamma, k)^3 = \sum_{a=0}^{\infty} \sum_{b=0}^{2^{a+1} - 1} \hat{r}_2(w, \gamma, k)^3 = \sum_{a=0}^{\infty} \frac{\gamma^3 2^a}{3^2 2^{a+1} \pi^2} = \frac{\gamma^3}{2 \cdot 3^3 \pi^2} \sum_{a=0}^{\infty} \frac{1}{2^{a+1}(2\lambda - 1)} = \frac{\gamma^3}{3^3 \lambda (2^{2\lambda} - 2)} = \gamma^3 \tau_2(\lambda),
\]
for any \( 1/2 < \lambda \leq 1 \). For \( b > 2 \) we estimate \( \sin(\kappa \pi / b) \geq \sin(\pi / b) \geq \frac{3\sqrt{3}}{2b} \) and therefore
\[
\frac{1}{\sin^2(\kappa \pi / b)} - \frac{1}{3} \leq \frac{4b^2 - 9}{27}.
\]
Using this estimation, we get
\[
\sum_{k=1}^{\infty} \hat{r}_b(w, \gamma, k)^3 = \sum_{a=0}^{\infty} \sum_{b=0}^{b^a+1-1} \hat{r}_b(w, \gamma, k)^3 \leq \sum_{a=0}^{\infty} \frac{\gamma^3 b^a (b - 1)(4b^2 - 9)^3}{2^\lambda b^{2\lambda} (a+1) 2^\lambda} = \frac{\gamma^3 (b - 1)(4b^2 - 9)^3}{54^\lambda (b^{2\lambda} - b)} = \gamma^3 \tau_b(\lambda),
\]
for any \( 1/2 < \lambda \leq 1 \). \( \square \)

As above (see Corollary 4.5) we obtain the following corollary.

**Corollary 5.4.** Let \( b \) be prime, let \( p \in \mathbb{Z}_b[x] \) be irreducible with \( \deg(p) = m \geq 1 \) and let \( n = b^m \). Suppose \( q^* \in R^s_{b,m} \) is constructed by Algorithm 5.2

1. We have
\[
\hat{e}_{n,s}(q^*, p) \leq c_{s,w,\gamma,\delta} n^{1 - \delta} \quad \text{for all } 0 < \delta \leq \frac{1}{2},
\]
where
\[
c_{s,w,\gamma,\delta} := 2^{1 - \delta} \prod_{j=1}^{\infty} \left( 1 + \gamma_j \frac{1}{\pi^2 \varepsilon_j} \left( \frac{w_j^2}{w_j} + \frac{1}{3} \right) \right)^{1-\delta}.
\]

2. Suppose
\[
\sum_{j=1}^{\infty} \gamma_j^{\frac{1}{\pi^2 \varepsilon_j}} < \infty.
\]
Then \( c_{s,w,\gamma,\delta} < \infty \) and we have
\[
\hat{e}_{n,s}(q^*, p) \leq c_{s,w,\gamma,\delta} n^{-1 + \delta} \quad \text{for all } 0 < \delta \leq \frac{1}{2}.
\]
Thus the root mean square worst-case error of the point set \( S_p(q) \) is bounded independently of the dimension.

3. Under the assumption
\[
A := \limsup_{s \to \infty} \frac{\sum_{j=1}^{s} \gamma_j}{\log s} < \infty
\]
we obtain $c_{s,w,\gamma} 1/2 \leq \bar{c}_\eta s^{(A+\eta)/2}$ and therefore
\[ \bar{c}_{n,s}(q^*,p) \leq \bar{c}_\eta s^{(A+\eta)/2} n^{-\frac{1}{2}} \text{ for all } \eta > 0, \]
where the constant $\bar{c}_\eta$ depends only on $\eta$. Thus the root mean square worst-case error of the point set $S_p(q)$ satisfies a bound which depends only polynomially on the dimension.

5.3. A Korobov type construction of polynomial lattice rules for integration in weighted Sobolev spaces. We can also obtain results for Korobov type rules. As before we use the notation $v_s(q) \equiv (1,q,q^2,\ldots,q^{s-1}) \pmod{p}$. We have the following algorithm.

**Algorithm 5.5.** Given a dimension $s \geq 2$, an integer $m \geq 1$ and weights $\gamma = (\gamma_j)_{j \geq 1}$:

1. Choose a prime number $b$ and an irreducible polynomial $p \in \mathbb{Z}_b[x]$ with $\deg(p) = m$.
2. Find $\tilde{q} \in R_{b,m}$ by minimizing $\hat{c}_{b,m,s}^2(v_s(q),p)$. The following results can be shown as in Subsection 4.3. Suppose $\tilde{q} \in R_{b,m}$ is constructed by Algorithm 5.5. Then we have
\[ \hat{c}_{b,m,s}^2(v_s(\tilde{q}),p) \leq \left( \frac{s}{q^m - 1} \right)^{\frac{1}{2}} \prod_{j=1}^{s} \left( 1 + \gamma_j \left[ w_j^2 - w_j + \frac{1}{2} \right] \right)^{\lambda} + \tau_b(\lambda) \gamma_j^\lambda \]
for all $\frac{1}{2} < \lambda \leq 1$.

**Theorem 5.6.** Let $b$ be prime, $s \geq 2$ and $p \in \mathbb{Z}_b[x]$ be irreducible, with $\deg(p) = m \geq 1$. Let $\tau_b$ be defined as in Theorem 5.3. Suppose $\tilde{q} \in R_{b,m}$ is constructed by Algorithm 5.5. Then we have
\[ \hat{c}_{b,m,s}^2(v_s(\tilde{q}),p) \leq c_{s,w,\gamma,\delta} s^{1-\delta} n^{-1+\delta} \text{ for all } 0 < \delta \leq \frac{1}{2}, \]
where
\[ c_{s,w,\gamma,\delta} := 2^{1-\delta} \prod_{j=1}^{s} \left( 1 + \gamma_j^{2(1-\delta)} \left[ w_j^2 - w_j + \frac{1}{2} \right] \right)^{\frac{1}{m-1}} + \tau_b \left( \frac{1}{2(1-\delta)} \right)^{1-\delta}. \]

(2) Under the assumption
\[ A := \limsup_{s \to \infty} \frac{\sum_{j=1}^{s} \gamma_j}{\log s} < \infty \]
we obtain $c_{s,w,\gamma,1/2} \leq \bar{c}_\eta s^{(A+\eta)/2}$ and therefore
\[ \hat{c}_{n,s}(v_s(\tilde{q}),p) \leq \bar{c}_\eta s^{1+(A+\eta)/2} n^{-\frac{1}{2}} \text{ for all } \eta > 0, \]
where the constant $\bar{c}_\eta$ depends only on $\eta$. Thus the root mean square worst-case error of the point set $S_p(v_s(\tilde{q}))$ satisfies a bound which depends only polynomially on the dimension.
6. Numerical results

In this section we present numerical results for the worst-case error of integration in weighted Sobolev spaces. The aim is to compare the performance of polynomial lattice rules with those of lattice rules. As previously done for lattice rules, we choose \( w_j = 1 \) for \( j = 1, \ldots, s \), the dimension \( s = 100 \) and we consider the weights

\[
\gamma_j = 1, \quad \gamma_j = 0.5^j, \quad \gamma_j = j^{-2}, \quad \gamma_{j,s} = \frac{10}{s} = \frac{1}{10}.
\]

Note that we can also allow the weights \( \gamma_j \) to depend on the dimension \( s \), that is, \( \gamma_j = \gamma_{j,s} \); see [6].

The simplest and also most efficient choice for our constructive algorithms is obtained by choosing \( b = 2 \). The mean square worst-case error (see (5.5)) is then given by

\[
\hat{e}^2(S_p(q), K_{\text{sob},s,1,\gamma}) = - \prod_{j=1}^{s} (1 + \gamma_j^3) + \frac{1}{n} \sum_{h=0}^{s-1} \prod_{j=1}^{s} (1 + \gamma_j \phi_{\text{ds},2,1}(x_{h,j},0)),
\]

where (see (5.2))

\[
\phi_{\text{ds},2,1}(x,0) = \begin{cases} \frac{1}{2}, & \text{if } x = 0, \\ \frac{1}{2} - 2^{\left\lfloor \log_2 |x| \right\rfloor - 1}, & \text{otherwise}, \end{cases}
\]

where \( \log_2 \) denotes the logarithm in base 2.

Tables of the worst-case error of polynomial lattice rules (plr) and lattice rules (lr), which are constructed by a component-by-component algorithm (CBC) or by Korobov’s construction method (Korobov), are presented in the appendix. (The irreducible polynomials \( p \in \mathbb{Z}_2[x] \) used in these computations are given in Table 1.)

Furthermore, we compare the worst-case errors obtained from different choices of irreducible polynomials \( p \in \mathbb{Z}_2[x] \). These results are shown in Tables 6 and 7. Again we choose \( s = 100 \) and we consider \( n = 1024 \) and \( 2048 \) and \( \gamma_j = j^{-2} \) and \( \gamma_j = \frac{1}{10} \).

**Concluding remarks.** The upper bounds on the mean square worst-case error for integration in weighted Sobolev spaces using randomly digitally shifted polynomial lattice rules are almost the same as for randomly shifted lattice rules. Surprisingly enough we obtain exactly the same constant in Theorem 5.3 and Theorem 5.6 by taking \( \lambda = 1 \) as for the corresponding bounds for lattice rules; see [4, 38].

Numerically it appears that polynomial lattice rules constructed by a component-by-component algorithm are slightly better (see Tables 2 to 5) than lattice rules constructed by a component-by-component algorithm. For the Korobov construction sometimes polynomial lattice rules are better, and sometimes lattice rules are better. In any case, the difference is rather small.

Tables 6 and 7 suggest that the choice of the polynomial \( p \) has only a small influence on the outcome. This influence seems to be slightly stronger for the Korobov construction. Still it seems that the particular choice of the irreducible polynomial \( p \) is of no significance. This is also validated by our theory, which only depends on the degree of the polynomial \( p \), but not on the particular choice.

The component-by-component construction of polynomial lattice rules yields a construction extensible in the dimension. In [24] on the other hand it was shown by Niederreiter that there exist good polynomial lattice rules which are extensible in both the modulus and the dimension simultaneously. This raises the question
of whether the algorithms of this paper can be modified to also allow an extension in the number of points. This is an important and seemingly challenging problem, which is left for future work.

APPENDIX. TABLES OF NUMERICAL RESULTS

Table 1. Irreducible polynomial \( p \in \mathbb{Z}_2[x] \)

<table>
<thead>
<tr>
<th>( m )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>( x^8 + x^5 + x^4 + x^3 + 1 )</td>
</tr>
<tr>
<td>9</td>
<td>( x^9 + x^8 + x^7 + x^5 + x^2 + 1 )</td>
</tr>
<tr>
<td>10</td>
<td>( x^{10} + x^7 + x^3 + x + 1 )</td>
</tr>
<tr>
<td>11</td>
<td>( x^{11} + x^{10} + x^8 + x^6 + x^4 + x^2 + 1 )</td>
</tr>
<tr>
<td>12</td>
<td>( x^{12} + x^9 + x^8 + x^7 + x^6 + x^4 + x^2 + x + 1 )</td>
</tr>
</tbody>
</table>

Table 2. Worst-case error, \( \gamma_j = 1 \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>CBC plr</th>
<th>CBC lr</th>
<th>Korobov plr</th>
<th>Korobov lr</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>3.98437e + 07</td>
<td>3.98456e + 07</td>
<td>3.98443e + 07</td>
<td>3.98456e + 07</td>
</tr>
<tr>
<td>512</td>
<td>2.81719e + 07</td>
<td>2.81721e + 07</td>
<td>2.81721e + 07</td>
<td>2.81721e + 07</td>
</tr>
<tr>
<td>1024</td>
<td>1.99186e + 07</td>
<td>1.99194e + 07</td>
<td>1.99187e + 07</td>
<td>1.99193e + 07</td>
</tr>
<tr>
<td>2048</td>
<td>1.40828e + 07</td>
<td>1.40840e + 07</td>
<td>1.40828e + 07</td>
<td>1.40841e + 07</td>
</tr>
<tr>
<td>4096</td>
<td>9.95656e + 06</td>
<td>9.95785e + 06</td>
<td>9.95642e + 06</td>
<td>9.95826e + 06</td>
</tr>
</tbody>
</table>

Table 3. Worst-case error, \( \gamma_j = 0.5^j \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>CBC plr</th>
<th>CBC lr</th>
<th>Korobov plr</th>
<th>Korobov lr</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>2.51805e − 03</td>
<td>2.59907e − 03</td>
<td>2.75401e − 03</td>
<td>2.86635e − 03</td>
</tr>
<tr>
<td>512</td>
<td>1.33062e − 03</td>
<td>1.36727e − 03</td>
<td>1.49945e − 03</td>
<td>1.46307e − 03</td>
</tr>
<tr>
<td>1024</td>
<td>6.95306e − 04</td>
<td>7.14036e − 04</td>
<td>7.84960e − 04</td>
<td>7.75159e − 04</td>
</tr>
<tr>
<td>2048</td>
<td>3.61270e − 04</td>
<td>3.80296e − 04</td>
<td>4.14176e − 04</td>
<td>4.20300e − 04</td>
</tr>
<tr>
<td>4096</td>
<td>1.90239e − 04</td>
<td>1.94805e − 04</td>
<td>2.23073e − 04</td>
<td>2.15116e − 04</td>
</tr>
</tbody>
</table>

Table 4. Worst-case error, \( \gamma_j = j^{-2} \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>CBC plr</th>
<th>CBC lr</th>
<th>Korobov plr</th>
<th>Korobov lr</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>4.23326e − 03</td>
<td>4.43558e − 03</td>
<td>5.51303e − 03</td>
<td>5.75399e − 03</td>
</tr>
<tr>
<td>512</td>
<td>2.30490e − 03</td>
<td>2.40453e − 03</td>
<td>3.03423e − 03</td>
<td>3.02527e − 03</td>
</tr>
<tr>
<td>1024</td>
<td>1.25355e − 03</td>
<td>1.28702e − 03</td>
<td>1.75583e − 03</td>
<td>1.75881e − 03</td>
</tr>
<tr>
<td>2048</td>
<td>6.68382e − 04</td>
<td>6.94185e − 04</td>
<td>9.31863e − 04</td>
<td>9.45105e − 04</td>
</tr>
<tr>
<td>4096</td>
<td>3.62609e − 04</td>
<td>3.74410e − 04</td>
<td>5.48164e − 04</td>
<td>5.47949e − 04</td>
</tr>
</tbody>
</table>
Table 5. Worst-case error, $\gamma_j = \frac{1}{10}$

<table>
<thead>
<tr>
<th>$n$</th>
<th>CBC plr</th>
<th>CBC lr</th>
<th>Korobov plr</th>
<th>Korobov lr</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>4.23940e-01</td>
<td>4.64515e-01</td>
<td>4.23140e-01</td>
<td>4.63965e-01</td>
</tr>
<tr>
<td>512</td>
<td>2.79638e-01</td>
<td>2.86692e-01</td>
<td>2.77131e-01</td>
<td>2.86441e-01</td>
</tr>
<tr>
<td>1024</td>
<td>1.84695e-01</td>
<td>1.84526e-01</td>
<td>1.81462e-01</td>
<td>1.80904e-01</td>
</tr>
<tr>
<td>2048</td>
<td>1.21263e-01</td>
<td>1.21268e-01</td>
<td>1.18402e-01</td>
<td>1.20839e-01</td>
</tr>
<tr>
<td>4096</td>
<td>8.00544e-02</td>
<td>8.15918e-02</td>
<td>7.97847e-02</td>
<td>8.18734e-02</td>
</tr>
</tbody>
</table>

Table 6. Worst-case error for various choices of the irreducible polynomial $p$ with $\gamma_j = j^{-2}$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>CBC plr</th>
<th>Korobov plr</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>$x^{10} + x^7 + x^3 + x + 1$</td>
<td>1.23355e-03</td>
<td>1.75583e-03</td>
</tr>
<tr>
<td></td>
<td>$x^{10} + x^9 + x^7 + x^6 + x^3 + x^3 + x^2 + x + 1$</td>
<td>1.23383e-03</td>
<td>1.72422e-03</td>
</tr>
<tr>
<td></td>
<td>$x^{10} + x^9 + x^8 + x^6 + x^3 + x^3 + x + 1$</td>
<td>1.22844e-03</td>
<td>1.78052e-03</td>
</tr>
<tr>
<td></td>
<td>$x^{11} + x^9 + x^7 + x^6 + x^3 + x + 1$</td>
<td>1.22800e-03</td>
<td>1.71933e-03</td>
</tr>
<tr>
<td></td>
<td>$x^{10} + x^9 + x^7 + x^6 + 1$</td>
<td>1.23561e-03</td>
<td>1.68367e-03</td>
</tr>
<tr>
<td>2048</td>
<td>$x^{11} + x^{10} + x^8 + x^6 + x^3 + x^2 + 1$</td>
<td>6.68382e-04</td>
<td>9.31863e-04</td>
</tr>
<tr>
<td></td>
<td>$x^{11} + x^7 + x + 1$</td>
<td>6.65375e-04</td>
<td>9.43137e-04</td>
</tr>
<tr>
<td></td>
<td>$x^{11} + x^{10} + x^9 + x^5 + x^2 + x + 1$</td>
<td>6.68968e-04</td>
<td>9.40263e-04</td>
</tr>
<tr>
<td></td>
<td>$x^{11} + x^9 + x^8 + x^6 + 1$</td>
<td>6.70797e-04</td>
<td>1.00080e-03</td>
</tr>
<tr>
<td></td>
<td>$x^{11} + x^{10} + x^8 + x^6 + x^3 + x + 1$</td>
<td>6.63566e-04</td>
<td>9.41526e-04</td>
</tr>
</tbody>
</table>

Table 7. Worst-case error for various choices of the irreducible polynomial $p$ with $\gamma_j = \frac{1}{10}$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>CBC plr</th>
<th>Korobov plr</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>$x^{10} + x^7 + x^3 + x + 1$</td>
<td>1.84695e-01</td>
<td>1.81462e-01</td>
</tr>
<tr>
<td></td>
<td>$x^{10} + x^9 + x^7 + x^6 + x^3 + x^3 + x^2 + x + 1$</td>
<td>1.83927e-01</td>
<td>1.77861e-01</td>
</tr>
<tr>
<td></td>
<td>$x^{10} + x^9 + x^8 + x^7 + x^6 + x^3 + x + 1$</td>
<td>1.83857e-01</td>
<td>1.84145e-01</td>
</tr>
<tr>
<td></td>
<td>$x^{10} + x^9 + x^8 + x^7 + x^6 + 1$</td>
<td>1.84438e-01</td>
<td>1.84699e-01</td>
</tr>
<tr>
<td></td>
<td>$x^{10} + x^9 + x^8 + x^7 + x^6 + 1$</td>
<td>1.84355e-01</td>
<td>1.82713e-01</td>
</tr>
<tr>
<td>2048</td>
<td>$x^{11} + x^{10} + x^8 + x^6 + x^3 + x^2 + 1$</td>
<td>1.21283e-01</td>
<td>1.18402e-01</td>
</tr>
<tr>
<td></td>
<td>$x^{11} + x^7 + x + 1$</td>
<td>1.21189e-01</td>
<td>1.20605e-01</td>
</tr>
<tr>
<td></td>
<td>$x^{11} + x^{10} + x^9 + x^5 + x^2 + x + 1$</td>
<td>1.21083e-01</td>
<td>1.19697e-01</td>
</tr>
<tr>
<td></td>
<td>$x^{11} + x^{10} + x^9 + x^8 + x^6 + 1$</td>
<td>1.21290e-01</td>
<td>1.19272e-01</td>
</tr>
<tr>
<td></td>
<td>$x^{11} + x^{10} + x^8 + x^6 + x^3 + x + 1$</td>
<td>1.21721e-01</td>
<td>1.20039e-01</td>
</tr>
</tbody>
</table>

Acknowledgments

The support of the Australian Research Council under its Center of Excellence Program is gratefully acknowledged. The third author is supported by the Austrian Research Foundation (FWF), Project S 8305 and P17022-N12.
References


School of Mathematics, The University of New South Wales, Sydney, New South Wales 2052, Australia
E-mail address: josio@maths.unsw.edu.au

School of Mathematics, The University of New South Wales, Sydney, New South Wales 2052, Australia
E-mail address: fkuo@maths.unsw.edu.au

Institut für Analysis, Universität Linz, Altenbergstrasse 69, A-4040 Linz, Austria
E-mail address: friedrich.pillichshammer@jku.at

School of Mathematics, The University of New South Wales, Sydney, New South Wales 2052, Australia
E-mail address: sloan@maths.unsw.edu.au

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use