ON THE GREATEST PRIME FACTOR OF $p - 1$
WITH EFFECTIVE CONSTANTS

G. HARMAN

Abstract. Let $p$ denote a prime. In this article we provide the first published lower bounds for the greatest prime factor of $p - 1$ exceeding $(p - 1)^{1/2}$ in which the constants are effectively computable. As a result we prove that it is possible to calculate a value $x_0$ such that for every $x > x_0$ there is a $p < x$ with the greatest prime factor of $p - 1$ exceeding $x^{3/5}$. The novelty of our approach is the avoidance of any appeal to Siegel’s Theorem on primes in arithmetic progression.

1. Introduction

The problem of finding good lower bounds for the greatest prime factor of $p - 1$ where $p$ is a prime or, more generally, of $p + a$ for some fixed integer $a$ has attracted great attention from a variety of areas. The cases $a = -1$ and $2$ are the best known, being approximations for the widely believed conjectures that for infinitely many primes $q$ we have $2q + 1$ also prime and the “twin-prime conjecture”; for infinitely many primes $p$ the expression $p + 2$ is also prime. Although number-theorists have always had an interest in such problems, in recent years cryptographers, group-theorists, and computer scientists have had occasion to apply such results in their own fields. Most recently the work of Agrawal, Kayal and Saxena [1] has given much publicity to the case $p - 1$. Although subsequent proofs have been given which do not depend on results from analytic number theory [4], the original version of the proof that “PRIMES is in P” required a result of the form

$$P(p - 1) > p^{\theta},$$

with $\theta > \frac{1}{2}$, where we use $P(n)$ to denote the greatest prime factor of an integer $n$. The first result of this type was due to Goldfeld [9] who obtained $\theta = 0.583 \ldots$. Since that time there have been many improvements in the value for $\theta$, culminating in the work of Baker and Harman [2, 3] who proved

**Theorem 1.** Let $a \in \mathbb{N}$. For $\theta \leq 0.677$ and all large $x > X_0(a, \theta)$ we have

$$\sum_{p \leq x, \atop P(p+a) > x^{\theta}} 1 > \delta(\theta) \frac{x}{\log x},$$

where $\delta(\theta) > 0$. 
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Although not stated with an explicit lower bound, it is clear that the method gives such a term on the right of (1.1) (compare our argument below leading to (2.4)). This result, like all its antecedents, is ineffective in the sense that we have no way of calculating the constant \( X_0(a, \theta) \). The purpose of this note is to prove an effective form of a weaker result. We will explain why all the constants involved in the proof are effective, but we will make no attempt to calculate them. There are various tricks that can be applied at various points by splitting up integration ranges and using different inequalities in each range, and using the fact that we know there are no Siegel zeros to small moduli, and so reduce the values of the constants obtained. The purpose of our work is to show that the constants could be calculated (that is, the calculation is feasible as well as effective), against a common impression that analytic number theory can only give results with unspecified constants. A reader with a few days to spare and a computational aptitude should have no trouble in working out a permissible value of the constant for \( \theta = 0.6, a = -1 \), say.

Our main theorem is as follows.

**Theorem 2.** Let \( a \in \mathbb{Z}, \theta < 1 - \frac{1}{2} \exp \left( -\frac{1}{4} \right) = 0.6105 \ldots \). Then there exist effectively computable constants \( X_1(a, \theta), \delta(\theta) > 0 \), such that, if \( x > X_1 \), we have

\[
\sum_{\substack{p \leq x \\ P(p+a) > x^a}} 1 > \delta(\theta) \frac{x}{\log x}.
\]

We note that a theorem with this exponent was first proved by Motohashi [11], although he used a result with ineffective constants. It may well be possible to improve the value of \( \theta \) while keeping all the constants effective, but the results of Baker and Harman appear inaccessible in this situation. Indeed, using the results of Deshouillers and Iwaniec [7], one should obtain \( \theta < 1 - \frac{1}{2} \exp \left( -\frac{3}{8} \right) \), so that \( \theta = 0.65 \) becomes permissible. However, the justification of the effectiveness of the constants and the practicability of calculating them in that case appear far from simple. We remark that the dependence of \( X_1 \) on \( a \) is quite mild—the result could be made uniform in \( |a| < x^b \) where \( b < 1 \) is fixed.

2. The method discussed

We write \( \pi(x, b, q) \) for the number of primes up to \( x \) which are congruent to \( b \mod q \), and we use \( \Lambda(n), \phi(n) \) for von Mangoldt’s function and Euler’s totient function, respectively. We shall take it for granted that the error term in the Prime Number Theorem, and its repercussions for sums over primes converted by partial summation to integrals, can be calculated with explicit constants; see [8] for example.

As is well known to workers in number theory, ineffective constants are usually hard to avoid when discussing primes in arithmetic progressions in view of Siegel’s Theorem (see [6] Chapter 21]). Previous workers have appealed to the Bombieri-Vinogradov theorem which implicitly uses that result. The Baker-Harman proof also appeals to deep results of Bombieri, Friedlander and Iwaniec (see [4] for example), and it is not clear how the constants arising from this method can be made effective. We shall demonstrate that an effective variant of the Bombieri-Vinogradov Theorem can be employed and this leads to our result. Before outlining the proof, we state an important lemma (see [10] for the proof).
Lemma 1 (The Brun-Titchmarsh Inequality). For all $1 \leq q < x$ and all $b \in \mathbb{N}$ we have

$$\pi(x, b, q) < \frac{2x}{\phi(q) \log(x/q)}.$$  

Remark. It is generally conjectured that

$$\pi(x, b, q) \sim \frac{x}{\phi(q) \log(x)}$$

over a large range of $q$, but all we are able to do is show that this holds on average over a certain range (see Theorem 3 below). Better bounds than (2.1) can be proved for the parameters in certain ranges using deep results on averages of Kloosterman sums, and this leads to problems when trying to calculate the constants involved.

We begin the proof as previous authors have done with a device invented by Chebychev. We assume throughout that $a = -1$ for convenience. We have

$$\sum_{p_1 \leq x} \sum_{\substack{p_2 \mid (p_1 - 1) \, \text{and} \, p_2 > N}} \log p_2 = x - \sum_{p_2 < N} (\log p_2) \pi(x, 1, p_2) + o(x)$$

(2.2)

$$= x - U(x, N) + o(x),$$

say. We have

$$\sum_{\substack{p_2 \mid (p_1 - 1) \, \text{and} \, p_2 > N}} \log p_2 \leq \begin{cases} \log x & \text{if } P(p_1 - 1) > N, \\ 0 & \text{otherwise.} \end{cases}$$

Hence, if we show that

$$U(x, N) < (1 - \eta)x$$

(2.3)

for some $\eta > 0$, then

$$\sum_{p \leq x \atop P(p-1) > N} 1 > \frac{(\eta - o(1))x}{\log x} > \frac{\eta x}{2 \log x},$$

(2.4)

for all sufficiently large $x$. In (2.2) we have our first implied constant in the $o(x)$ term, so we must justify that this formula contains effective constants. In detail the derivation of the formula goes like this:

$$\sum_{p_1 \leq x} \sum_{p_2 \mid (p_1 - 1)} \log p_2 = \sum_{p_1 \leq x} \sum_{n \mid (p_1 - 1)} \Lambda(n) - \sum_{p_1 \leq x} \sum_{p^k \mid (p_1 - 1) \atop k \geq 2} \log p$$

$$= \sum_{p_1 \leq x} \log(p_1 - 1) - E_1,$$

say, using the well-known formula $\sum_{d \mid n} \Lambda(d) = \log n$

$$= \sum_{n \leq x} \Lambda(n) - \sum_{p^k \leq x \atop k \geq 2} \log p + \sum_{p_1 \leq x} \log \left(1 - \frac{1}{p_1}\right) - E_1$$

$$= x + E_4 - E_3 - E_2 - E_1,$$
say, where we have written $E_4$ for the error term from the Prime Number Theorem:

$$\sum_{n \leq x} \Lambda(n) = x + E_4.$$ 

Now there are no problems giving a suitable bound on $E_4$ \[8\]. The term $E_3$ does not exceed $2x^{\frac{1}{2}}$ for all large $x$. The term $E_2$ is practically trivial, being no more than $\log x$ for $x \geq 2$. The problematic term is $E_1$. We have

$$E_1 = \sum_{k \geq 2} \sum_{p \leq x^{\frac{1}{k}}} (\log p) \pi(x, 1, p^k) \leq \sum_{k \geq 2} \sum_{p \leq x^{\frac{1}{k}}} (\log p) \min\left(\frac{2x}{p^k}, \frac{x}{p^k}\right) \leq \frac{4x}{\log x} \sum_{k \geq 2} \sum_{p \leq x^{\frac{1}{k}}} \frac{\log p}{\phi(p^k)} + \sum_{k \geq 2} \sum_{x^{\frac{1}{k}} < p \leq x^{\frac{1}{k}}} (\log p) \frac{x}{p^k} \leq \frac{4x}{\log x} \sum_{p=2}^{\infty} \frac{\log p}{(p-1)^2} + x^{\frac{1}{2}} \log x + x^{\frac{3}{2}} (\log x)^2,$$

with some simple upper bounds. We note that

$$\sum_{p=2}^{\infty} \frac{\log p}{(p-1)^2} < \frac{5}{4},$$

so that $E_1 < \frac{5}{4} \frac{\log x}{\log x}$ plus much smaller terms. To obtain an exponent of $\frac{1}{2}$, we would need to take $x > \exp(500)$ at least to get this term suitably small. Although more careful working can reduce the value $5$, this term may well represent one of the main errors. There is a stronger competitor for this dubious honour later on in the argument, however.

Our task is now to bound $U(x, N)$. If we applied (2.1) for every single $p_2 < N = x^v$, we would obtain (not bothering to write in the errors explicitly)

$$U(x, N) < 2x \int_0^v \frac{1}{1-\alpha} \, d\alpha + \cdots = 2x \log \left(\frac{1}{1-v}\right) + \cdots < (1-\eta)x$$

if $v < 1 - \exp(-\frac{1}{2}) = 0.393 \cdots$ and $x$ is sufficiently large. Our plan is to apply (2.1) only when the Bombieri-Vinogradov Theorem fails (this was Motohashi’s argument) or for small $p_2$ where a potential Siegel zero could disrupt the distribution of primes.

3. The Bombieri-Vinogradov Theorem revisited

The Bombieri-Vinogradov Theorem states that $\pi(x, b, q)$ is $\text{Li}(x)/\phi(q)$ on average over $q$ almost up to $x^{\frac{1}{2}}$, where

$$\text{Li}(x) = \int_2^x \frac{1}{\log y} \, dy.$$ 

To be precise, we have the following (\[8\] Chapter 28) after partial summation.

**Theorem.** Let $x \geq 2, A > 0$. Write $X = \sqrt{x}, \mathcal{L} = \log x$. Then we have

$$\sum_{q<X^{\frac{1}{4}}-A} \max_{(a,q)=1} \left| \pi(x, a, q) - \frac{\text{Li}(x)}{\phi(q)} \right| \ll x \mathcal{L}^{5-A}.$$
Remark. To be nontrivial, one needs to take $A > 5$ in the above, of course. The problem with the result is the implied constant in $\ll_A$ which is ineffective.

We now give a variant of the above result which has no ineffective constants, but only allows prime moduli. We remark that independently Lenstra and Pomerance (work in preparation on primality testing with Gaussian periods) have given a similar result. Timofeev [12] has also given an effective version of Theorem 2, but his result involves a reference to a possible exceptional zero. To be precise, the right-hand side of the inequality in his theorem involves a term

$$\frac{x^\beta}{\phi(k)} L^5,$$

where $k$ is a modulus having exceptional zero $\beta$. Our approach removes any such reference.

**Theorem 3.** Let $x \geq 2$. Suppose that $1 \leq U < V \leq x^{1/2}$. Write $L = \log x$. Then, with $p$ denoting a prime variable,

$$\sum_{U \leq p \leq V} \max_{(a,p) = 1} \left| \pi(x, a, p) - \frac{\pi(x)}{\phi(p)} \right| \ll \left( \frac{x}{U} + x^\beta + x^{1/2}V \right) L^5$$

where the implied constant is absolute and effectively computable.

Remark. If one replaces $\pi(x)$ by $\operatorname{Li}(x)$ in (3.1), then a term like $x \exp \left(- (\log x)^{1/2} \right)$ must be added on the right-hand side, but the constants remain effectively computable since this is just the error in the prime number theorem times

$$\sum_{U \leq p \leq V} \frac{1}{p - 1}.$$

**Proof.** This is essentially established in [3, Chapter 28] (Vaughan’s elementary proof of the Bombieri-Vinogradov Theorem originally given in [13]). We need only note that to a prime modulus all nonprincipal characters are primitive (and this relieves us of the messy task of allowing for a potential small bad modulus which can divide larger moduli) and so the bound in the display after (3) on page 164 of [6] holds for all such characters. That the implied constants are absolute and effectively computable may be discovered by careful scrutiny of the working. We need only determine the implied constants in simple inequalities such as (next to the last display on page 166 of [6])

$$\sin(t \log u) \ll \min(1, |t| \log(2MN))$$

if $u = k + \frac{1}{2}$ where $k \in \mathbb{Z} \cap [0, MN]$ (the constant is in fact 1 here), or in standard number theory bounds such as

$$\sum_{n \leq N} \tau^2(n) \ll N \log^3 N,$$

for $N \geq 2$. In fact, for (3.2) we have a clean inequality with constant 1 true for $N \geq 1$ if we replace the right-hand side by $N \log(\log N)^3$. Indeed, all the implied constants in the proof are relatively small. □
4. Completion of the proof

Let \(1 < U < V < x^{\frac{3}{2}}\). We apply (2.1) for \(p_2 < U\) and for \(p_2 > V\). The region \(U \leq p_2 \leq V\) will be covered by (3.1). Suppose we take \(U = x^{\frac{3}{4}}/V = \mathcal{L}_{10}\), say. We make no attempt here to optimise the choice for these parameters. Then

\[
\sum_{2 \leq p < U} (\log p) \pi(x, 1, p) < \sum_{2 \leq p < U} \frac{2x \log p}{(p - 1) \log(x/p)} < 30x \frac{(\log \log x)}{\log x},
\]

for all large \(x\). There would be no problem calculating a suitable lower bound for \(x\) to make this inequality work. Also, if \(N = x^\alpha\), we have

\[
\sum_{V < p \leq N} (\log p) \pi(x, 1, p) < \sum_{V < p \leq N} \frac{2x \log p}{p \log(x/p)} + O \left( \frac{x}{V} \right) = 2x \int_{\frac{1}{2}}^{\alpha} \frac{1}{1 - u} \, du + O \left( \frac{x \log \log x}{\log x} \right) = 2x \log \left( \frac{1}{2(1 - \alpha)} \right) + O \left( \frac{x \log \log x}{\log x} \right).
\]

Finally, applying (3.1) for \(U \leq p \leq V\), we obtain

\[
\sum_{U \leq p \leq V} (\log p) \pi(x, 1, p) < \frac{x}{2},
\]

for all large \(x\), again with an effectively computable lower bound for \(x\) in view of the effectively computable constants in (3.1). Altogether we thus arrive at the bound

\[
U(x, N) < x \left( \frac{1}{2} + 2 \log \left( \frac{1}{2(1 - \alpha)} \right) \right) + O \left( \frac{x \log \log x}{\log x} \right),
\]

which establishes (2.3) if \(\alpha < 1 - \frac{1}{2} \exp \left( -\frac{1}{4} \right)\) and so completes the proof.

It should be noted that the terms which give rise to errors of the form \(x^\frac{\log \log x}{\log x}\) (which appear to be the largest errors encountered) come not from any deep analytic number theory, but simply from summing over all small \(p\) separately and from replacing

\[
\frac{1}{2} - 10 \frac{\log \log x}{\log x} \ \text{by} \ \frac{1}{2},
\]
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