AN ALGORITHM OF INFINITE SUMS REPRESENTATIONS AND TASOEV CONTINUED FRACTIONS

TAKAO KOMATSU

Abstract. For any given real number, its corresponding continued fraction is unique. However, given an arbitrary continued fraction, there has been no general way to identify its corresponding real number. In this paper we shall show a general algorithm from continued fractions to real numbers via infinite sums representations. Using this algorithm, we obtain some new Tasoev continued fractions.

1. Introduction

For any real number $\alpha$ its continued fraction $[a_0; a_1, a_2, \ldots]$ can be uniquely expressed by the algorithm

$$\alpha = a_0 + \frac{1}{a_1}, \quad a_0 = \lfloor \alpha \rfloor,$$

$$\alpha_n = a_n + \frac{1}{\alpha_{n+1}}, \quad a_n = \lfloor \alpha_n \rfloor \quad (n \geq 1).$$

But, on the contrary, for any given sequence of partial quotients $a_0, a_1, a_2, \ldots$ there is no general algorithm to find the real number yielding the continued fraction $[a_0; a_1, a_2, \ldots]$. If the sequence of partial quotients is finite, it is possible to find its corresponding rational number. If it is infinite but periodic, it is still possible to find its corresponding quadratic irrational number. But in the other cases it is too hard to find an explicit or recognizable form of its corresponding real number from the continued fraction.

Some relations between the power series and the general continued fractions are known. Euler’s identity and Viskovatov’s method are such cases ([5, pp. 256–259]). But, they do not always provide a way to find its corresponding infinite sums’ representation from any given simple continued fraction. An easy relation $[a_0; a_1, a_2, \ldots, a_n] = a_0 + \sum_{k=0}^{n-1} (-1)^k / (q_k q_{k+1})$ is also well known.

In this paper we shall describe an algorithm to obtain the infinite sums representation from a given continued fraction. This algorithm enables us to obtain the new continued fraction expansions as well as well-known continued fraction expansions. As application, we shall show some new Tasoev continued fractions, which were not reduced through the known relations.
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2. General continued fractions

We denote general continued fractions by
\[
\frac{a_0 + \frac{b_1^*}{a_1 + a_2 + a_3 + \cdots}}{a_0 + \frac{b_1}{a_1 + \frac{b_2}{a_2 + a_3 + \cdots}}}
\]

In this paper we treat the continued fractions
\[
\frac{1}{a_1 + a_2 + a_3 + \cdots} = \frac{1}{a_1 + \frac{\epsilon_2}{a_2 + \frac{\epsilon_3}{a_3 + \cdots}}}
\]

because this type of continued fractions can be transformed to the simple continued fractions.

Let \( \epsilon_k = 1 \) or \(-1\) \((k = 2, 3, \ldots)\), and let \( S(k) = \epsilon_{k+1}/(a_k a_{k+1}) \) \((k = 1, 2, \ldots)\).

**Theorem A.** If both \( \sum_{n=0}^{\infty} c_n \) and \( \sum_{n=0}^{\infty} c_n' \) are convergent, then
\[
\frac{1}{a_1 + a_2 + a_3 + \cdots} = \sum_{n=0}^{\infty} c_n' = \sum_{n=0}^{\infty} c_n,
\]
where for \( n = 0, 1, 2, \ldots \)
\[
c_n' = \frac{1}{a_1} (c_n - c_{n-1}s_{1,1} + c_{n-2}s_{2,1} - \cdots + (-1)^{n-1}c_1s_{n-1,1} + (-1)^n c_0 s_{n,1})
\]
and for \( k \geq 1 \)
\[
s_{n,k} = s_{1,k}(s_{n-1,1} + s_{n-1,2} + \cdots + s_{n-1,k+1}) \quad (n \geq 2)
\]
with \( s_{1,k} = S(k) \) and \( s_{0,k} = 1 \).

The general continued fraction on the left-hand side does not seem simple at first look. But in each specific case it can be transformed into a simple continued fraction.

If the denominator sum on the right-hand side is chosen at will, then the numerator sum is determined in terms of the given continued fraction expansion. Hence, if one chooses the denominator carefully, then one can obtain a recognizable numerator.

This algorithm works well in any case if the infinite sum converges. Here is one of the conditions for convergence.

**Lemma 1.** If \( a_k \geq 2 \) for all \( k \geq k_0 \), then the series in Theorem A converges.

**Proof.** It is sufficient to prove the case where \( \epsilon_k = 1 \) for all \( k \geq 2 \). If \( a_{k-1} = 1 \) is the last partial quotient where 1 appears, then it is sufficient to consider the convergence of \([0; a_{k_0}, a_{k_0+1}, \ldots] \) instead. Hence, we assume that \( a_k \geq 2 \) for all \( k \geq 1 \) without loss of generality.

We shall show for all integers \( n \) and \( k \) with \( n \geq 1 \) and \( k \geq 1 \)
\[
s_{n,k} \leq \frac{(k+1)(k+2n-2)!}{4^n(n-1)!(k+n)!}.
\]

It is clear that for all \( k \geq 1 \)
\[
s_{1,k} = \frac{1}{a_k a_{k+1}} \leq \frac{1}{4}.
\]
By induction we can have
\[ s_{n+1,k} = s_{1,k} \sum_{i=1}^{k+1} s_{n,i} \leq \frac{1}{4} \sum_{i=1}^{k+1} \frac{(i + 1)(i + 2n - 2)!}{4^n (n - 1)! (i + n)!} \]
\[ = \frac{(k + 1)(k + 2n)!}{4^{n+1}n!(k + n + 1)!} \]

for, if we assume that
\[ \sum_{i=1}^{k} \frac{(i + 1)(i + 2n - 2)!}{(i + n)!} = \frac{k(k + 2n - 1)!}{n(k + n)!} \]
then
\[ \sum_{i=1}^{k+1} \frac{(i + 1)(i + 2n - 2)!}{(i + n)!} = \frac{k(k + 2n - 1)!}{n(k + n)!} + \frac{(k + 2)(k + 2n - 1)!}{(k + n + 1)!} \]
\[ = \frac{(k + 1)(k + 2n)!}{n(k + n + 1)!} \]
Hence, for \( n \geq 1 \), we have \( 0 < s_{n,1} \leq D_n \), where
\[ D_n = \frac{2(2n - 1)!}{4^n (n - 1)! (n + 1)!} \]
Since
\[ n \left( 1 - \frac{D_{n+1}}{D_n} \right) = \frac{3n}{2(n + 2)} - \frac{3}{2} > 1 \quad (n \to \infty) \]
\[ \sum_{n=1}^{\infty} D_n \text{ converges, and so does } \sum_{n=1}^{\infty} s_{n,1}. \]

3. PROOF OF THEOREM A
Define \( S(i_1, i_2, \ldots, i_{n-1}, i_n) \) recursively by
\[ S(i_1, i_2, \ldots, i_{n-1}, i_n) = S(i_n) \sum_{i_{n-1}=1}^{i_{n-1}+1} S(i_1, i_2, \ldots, i_{n-1}) \]
with
\[ S(i) = \frac{c_{i+1}}{a_i a_{i+1}}. \]
If we put \( s_{n,k} = S(i_1, i_2, \ldots, i_{n-1}, k) \), then
\[ s_{n,k} = \frac{\epsilon_{k+1}}{a_k a_{k+1}} \sum_{i_{n-1}=1}^{i_{n-1}+1} S(i_1, i_2, \ldots, i_{n-1}) \]
\[ = S(k) \sum_{i=1}^{k+1} s_{n-1,i} \quad (n \geq 2) \]
with
\[ s_{1,k} = S(k) = \frac{\epsilon_{k+1}}{a_k a_{k+1}}. \]
Now, consider the formal power series for \( k = 0, 1, 2, \ldots \)
\[ f_k(z) = c_{k,0} + c_{k,1}z + c_{k,2}z^2 + \cdots, \]
satisfying
\[ f_k(z) = a_{k+1} f_{k+1}(z) + \epsilon_{k+2} z f_{k+2}(z), \]
where \( \epsilon_{k+2} = 1 \) or \(-1\). Then by
\[ \frac{f_k(z)}{f_{k+1}(z)} = a_{k+1} + \frac{\epsilon_{k+2} z}{f_{k+1}(z)}, \]
we can have
\[
\frac{f_1(1)}{f_0(1)} = \sum_{n=0}^{\infty} c_{1,n} = \frac{1}{a_1 + a_2 + a_3 + \cdots}.
\]
For simplicity, we put \( c_n = c_{0,n} \) and \( c'_n = c_{1,n} \) \((n \geq 0)\).
By comparing the constant and the coefficient of \( z^n \) \((n \geq 1)\), \( c_{k,n} \) must satisfy the recurrence relations
\[
c_{k,0} = a_{k+1} c_{k+1,0},
\]
\[
c_{k,n} = a_{k+1} c_{k+1,n} + \epsilon_{k+2} c_{k+2,n-1} \quad (n \geq 1).
\]
By the first relation we have \( c_{0,0} = \left( \prod_{\nu=1}^{k} a_{\nu} \right) c_{k,0} \). Hence,
\[
(1) \quad c_{k,0} = \left( \prod_{\nu=1}^{k} a_{\nu}^{-1} \right) c_{0,0}.
\]
Setting \( k = 1 \), we have \( c'_0 = c_0/a_1 \).
By the second relation we have
\[
(2) \quad c_{0,n} = \left( \prod_{\nu=1}^{k} a_{\nu} \right) c_{k,1} + \sum_{i=1}^{k} \left( \prod_{\mu=1}^{i-1} a_{\nu} \right) \epsilon_{i+1} c_{i+1,n-1}.
\]
For \( n = 1 \) by (1) and (2) we have
\[
c_{0,1} = \left( \prod_{\nu=1}^{k} a_{\nu} \right) c_{k,1} + \sum_{i=1}^{k} \left( \prod_{\mu=1}^{i-1} a_{\nu} \right) \epsilon_{i+1} \left( \prod_{\mu=1}^{i+1} a_{\mu}^{-1} \right) c_{0} = \left( \prod_{\nu=1}^{k} a_{\nu} \right) c_{k,1} + c_0 \sum_{i=1}^{k} S(i).
\]
Thus,
\[
(3) \quad c_{k,1} = \left( \prod_{\nu=1}^{k} a_{\nu}^{-1} \right) \left( c_1 - c_0 \sum_{i=1}^{k} S(i) \right).
\]
Setting \( k = 1 \), we have
\[
c'_1 = \frac{1}{a_1} \left( c_1 - \frac{c_0 \epsilon_2}{a_1 a_2} \right) = \frac{1}{a_1} (c_1 - c_0 s_{1,1}).
\]
For \( n = 2 \) by (2) and (3) we have

\[
c_{0,2} = \left( \prod_{\nu = 1}^{k} a_{\nu} \right) c_{k,2}
\]

\[
+ \sum_{i=1}^{k} \left( \prod_{\nu = 1}^{i-1} a_{\nu} \right) \epsilon_{i+1} \left( \prod_{\mu = 1}^{i+1} a_{\mu}^{-1} \right) \left( c_{1} - c_{0} \sum_{j=1}^{i+1} S(j) \right)
\]

\[
= \left( \prod_{\nu = 1}^{k} a_{\nu} \right) c_{k,2} + \sum_{i=1}^{k} S(i) \left( c_{1} - c_{0} \sum_{j=1}^{i} S(j) \right).
\]

Thus,

\[
c_{k,2} = \left( \prod_{\nu = 1}^{k} a_{\nu}^{-1} \right) \left( c_{2} - c_{1} \sum_{i=1}^{k} S(i) + c_{0} \sum_{i=1}^{k} S(j, i) \right).
\]

Setting \( k = 1 \), we have

\[
c'_{2} = \frac{1}{a_1} \left( c_{2} - c_{1} s_{1,1} + c_{0} s_{2,1} \right).
\]

Assume that

\[
(4) \quad c_{k,n} = \left( \prod_{\nu = 1}^{k} a_{\nu}^{-1} \right) \left( c_{n} - c_{n-1} \sum_{i=1}^{k} S(i_{n}) + c_{n-2} \sum_{i_{n}=1}^{k} S(i_{n-1}, i_{n}) \right.
\]

\[
- \cdots + (-1)^{n} c_{0} \sum_{i_{n}=1}^{k} S(i_{1}, \ldots, i_{n-1}, i_{n}) \right).
\]

Then together with (2) we have

\[
c_{0,n+1} = \left( \prod_{\nu = 1}^{k} a_{\nu} \right) c_{k,n+1}
\]

\[
+ \sum_{i_{n+1}=1}^{i_{n+1}+1} S(i_{n+1}) \left( c_{n} - c_{n-1} \sum_{i_{n}=1}^{i_{n+1}+1} S(i_{n}) \right.
\]

\[
+ c_{n-2} \sum_{i_{n}=1}^{i_{n+1}+1} S(i_{n-1}, i_{n}) - \cdots + (-1)^{n} c_{0} \sum_{i_{n}=1}^{i_{n+1}+1} S(i_{1}, \ldots, i_{n-1}, i_{n}) \right).
\]

\[
= \left( \prod_{\nu = 1}^{k} a_{\nu} \right) c_{k,n+1} + \left( c_{n} \sum_{i_{n+1}=1}^{k} S(i_{n+1}) - c_{n-1} \sum_{i_{n+1}=1}^{k} S(i_{n}, i_{n+1}) \right.
\]

\[
+ c_{n-2} \sum_{i_{n+1}=1}^{k} S(i_{n-1}, i_{n}, i_{n+1}) - \cdots + (-1)^{n} c_{0} \sum_{i_{n+1}=1}^{k} S(i_{1}, \ldots, i_{n}, i_{n+1}) \right).
\]

Therefore, by induction (4) holds for every general \( n = 1, 2, \ldots \).
Setting $k = 1$ in (1), we obtain
\[
c_n' = \frac{1}{a_1} (c_n - c_{n-1}S(1) + c_{n-2}S(i_{n-1}, 1) - \cdots + (-1)^n a_0 S(i_1, \ldots, i_{n-1})) \\
= \frac{1}{a_1} (c_n - c_{n-1}s_{1,1} + c_{n-2}s_{2,1} - \cdots + (-1)^n a_0 s_{n,1}).
\]

4. An application to Hurwitz continued fractions

First, we shall lead a well-known continued fraction expansion by using Theorem A. Hurwitz continued fractions, quasi-periodic simple continued fractions, have the form
\[
[a_0; a_1, \ldots, a_n, Q_1(k), \ldots, Q_p(k)]_{k=1}^\infty = [a_0; a_1, \ldots, a_n, Q_1(1), \ldots, Q_p(1), Q_1(2), \ldots, Q_p(2), Q_1(3), \ldots],
\]
where $a_0$ is an integer, $a_1, \ldots, a_n$ are positive integers, $Q_1, \ldots, Q_p$ are polynomials with rational coefficients which take positive integral values for $k = 1, 2, \ldots$ and at least one of the polynomials is not constant. As an application, we shall show
\[
\tan \frac{1}{a} = [0; a - 1, 1, (2k + 1)a - 2]_{k=1}^\infty \quad (a > 1),
\]
which is one of the well-known examples.

Let $\epsilon_k = -1$ ($k \geq 2$). Then, the general continued fraction can be transformed into a simple continued fraction expansion by the following rule (see also [4] Lemma 2 or [6]).

**Lemma 2.**
\[
\frac{1}{a_1 - a_2 - a_3 - \cdots} = \frac{1}{a_1 - a_2 - a_3 - \cdots} = [0; a_1', a_2', a_3', \ldots].
\]

**Proof.** First, we apply the equivalence transformation in [1] (2.3.23), p. 35 or [6] Lemma 1]. Namely,
\[
[a_0; a_1, a_2, \ldots] = a_0^* + \frac{b_1}{a_1} + \frac{b_2}{a_2} + \frac{b_3}{a_3} + \cdots
\]
iff $a_0 = a_0^*$, $a_1 = a_1'/b_1^*$ and for $k = 1, 2, \ldots$
\[
a_{2k} = \frac{b_{2k-1}^* b_{2k-2}^* b_{2k-3}^* \cdots b_1^*}{b_{2k}^* b_{2k-2}^* b_{2k-3}^* \cdots b_2^*} a_{2k}^*
\]
and
\[
a_{2k+1} = \frac{b_{2k}^* b_{2k-2}^* b_{2k-3}^* \cdots b_1^*}{b_{2(k+1)}^* b_{2k-2}^* b_{2k-3}^* \cdots b_1^*} a_{2k+1}^*.
\]

Then we apply
\[
[\ldots, a, -b, \gamma] = [\ldots, a - 1, 1, b - 1, -\gamma]
\]
in [7, Section 6]. Hence, we have
\[
\frac{1}{a_1' - a_2' - a_3' - a_4' - a_5' - a_6' - a_7' - \cdots} = [0; a_1', -a_2', a_3', -a_4', -a_5', -a_6', -a_7', \ldots]
\]
\[
= [0; a_1' - 1, 1, a_2' - 1, -a_3', -a_4', -a_5', -a_6', -a_7', \ldots]
\]
\[
= [0; a_1' - 1, 1, a_2' - 2, 1, a_3' - 1, -a_4', -a_5', -a_6', -a_7', \ldots]
\]
\[
= \cdots
\]
\[
= [0; a_1' - 1, 1, a_2' - 2, 1, a_3' - 2, 1, a_4' - 2, 1, a_5' - 2, 1, a_6' - 2, 1, a_7' - 2, 1, \ldots].
\]
\]
Example 1. Set \( a_k = (2k - 1)a \) in Theorem A, where \( a \) is an integer with \( a > 1 \). When

\[
c_k = \frac{(-1)^k}{(2k)!a^{2k}} \quad (k = 0, 1, 2, \ldots, n),
\]

we can get

\[
c'_n = \frac{(-1)^n}{(2n + 1)!a^{2n + 1}}.
\]

Thus, by Lemma 2

\[
[0; a - 1, 1, (2k + 1)a - 2]_{k=1}^\infty = \sum_{n=0}^\infty n! \sum_{n=0}^\infty \frac{(-1)^n}{(2n)!a^{2n}} = \frac{\sin \frac{1}{a}}{\cos \frac{1}{a}} = \tan \frac{1}{a}.
\]

We shall prove (5). By induction, it is shown that

\[
s_{n,k} = \frac{(-1)^n}{a^{2n}} \left( \frac{t_1^{(n)}}{(2k - 1)(2k + 1)} + \frac{t_2^{(n)}}{(2k - 1)(2k + 1)(2k + 3)} + \cdots + \frac{t^{(n)}}{(2k - 1)(2k + 1)\cdots(2k + 2n - 1)} \right),
\]

where

\[
t_1^{(n)} = \sum_{i=1}^{n-1} (-1)^{i-1} \frac{t_4^{(n-1)}}{2i} \frac{1}{1 \cdot 3 \cdots (2i - 1)} = \sum_{i=1}^{n-1} (-1)^{i-1} \frac{2^{i-1}(i - 1)!}{(2i)!} t_i^{(n-1)}
\]

and

\[
t_i^{(n)} = \frac{t_4^{(n-1)}}{2i} \quad (i = 1, 2, \ldots, n - 1)
\]

with \( t_1^{(1)} = 1 \). Since

\[
t_i^{(n)} = \frac{t_1^{(n-1)}}{2^{i-1}(i - 1)!} \quad (i = 1, 2, \ldots, n),
\]

we have

\[
t_i^{(n)} = \frac{(-1)^{i-1} t_i^{(n-1)}}{(2i)!}.\]

Notice that

\[
s_{n,1} = \frac{(-1)^n}{a^{2n}} \sum_{i=1}^{n} (-1)^{i-1} \frac{t_i^{(n)}}{1 \cdot 3 \cdots (2i + 1)} = \frac{(-1)^n}{a^{2n}} \sum_{i=1}^{n} (-1)^{i-1} \frac{2^{i-1}}{(2i + 1)!} t_i^{(n)}
\]

\[
= 2 \frac{(-1)^n}{a^{2n}} \sum_{i=1}^{n} (-1)^{i-1} \frac{i}{(2i + 1)!} t_i^{(n-1)}.
\]
Therefore,

\[
\frac{a^{2n}}{2(\varepsilon_{n})^2} \left( s_{n,1} - c_{1}s_{n-1,1} + c_{2}s_{n-2,1} - \cdots + (-1)^{n-2}c_{n-2}s_{2,1} + (-1)^{n-1}c_{n-1}s_{1,1} \right) = \\
\sum_{k=0}^{n-1} (-1)^{k} \sum_{j=1}^{n-k} \frac{(-1)^{j-1}j^{(n-j+1)}}{(2j)!} = \\
\sum_{j=1}^{n-1} \frac{(-1)^{j-1}j}{(2j+1)!} \left( t_{(n-j+1)}^{(2n-j+1)} - \sum_{i=1}^{n-j} (-1)^{i-1} \frac{t_{(2)}^{(n-i-j+1)}}{(2i)!} \right) + (-1)^{n-1} \frac{n}{(2n+1)!} f_{1}^{(1)}.
\]

It follows that

\[
c'_{n} = \frac{1}{a} (c_{n} - c_{n-1}s_{1,1} + c_{n-2}s_{2,1} - \cdots + (-1)^{n-1}c_{1}s_{n-1,1} + (-1)^{n}c_{0}s_{n,1}) = \\
\frac{1}{a} \left( \frac{(-1)^{n}}{(2n)!a^{2n}} + \frac{2}{a^{2n}}(-1)^{n-1} \frac{n}{(2n+1)!} \right) = \\
\frac{(-1)^{n}}{(2n+1)!a^{2n+1}}.
\]

Similarly, one can obtain many known examples. For example, if we set \( \varepsilon_{2} = \varepsilon_{4} = \cdots = -1, \varepsilon_{3} = \varepsilon_{5} = \cdots = 1 \) and \( a_{2k-1} = s(2k-1) \) (\( s > 1 \)), \( a_{2k} = 2 \) (\( k \geq 1 \)) and choose

\[
c_{k} = (2s)^{-2k}((2k)!)^{-1} - (2s)^{-2k-1}((2k+1)!)^{-1} \quad (k = 0, 1, \ldots, n),
\]

then we have

\[
e'_{n} = 2(2s)^{-2n-1}((2n+1)!)^{-1}.
\]

It follows that

\[
[0; s^{(2k-1)} - 1, 1, 1]_{k=1}^{\infty} = \\
\frac{2 \sum_{n=0}^{\infty} (2s)^{-2n-1}((2n+1)!)^{-1}}{\sum_{n=0}^{\infty} \left( (2s)^{-2n}((2n)!)^{-1} - (2s)^{-2n-1}((2n+1)!)^{-1} \right)} = \\
e^{1/(2s)} - e^{-1/(2s)} = e^{1/s} - 1
\]
as is well known.

5. Tasoev continued fractions

Tasoev continued fractions (\([5], [9]\)) are also systematic but have seldom been known before. They are also quasi-periodic like Hurwitz continued fractions, but \( Q_{j}(k) \) includes exponentials in \( k \) instead of polynomials. The author obtained the closed form of \([0; a^{k}, \ldots, a^{k} \infty]_{k=1}^{m} \) in [2] and found some more general forms by
applying a similar method in [3]. Namely,

$$\begin{align*}
[0; \overline{ua}]_{k=1}^\infty &= \frac{\sum_{n=0}^\infty u^{-2n-1}a^{-(n+1)^2} \prod_{i=1}^n (a^{2i} - 1)^{-1}}{\sum_{n=0}^\infty u^{-2n}a^{-n^2} \prod_{i=1}^n (a^{2i} - 1)^{-1}}, \\
[0; ua - 1, 1, ua^{k+1} - 2]_{k=1}^\infty &= \frac{\sum_{n=0}^\infty (-1)^n u^{-2n-1}a^{-(n+1)^2} \prod_{i=1}^n (a^{2i} - 1)^{-1}}{\sum_{n=0}^\infty (-1)^n u^{-2n}a^{-n^2} \prod_{i=1}^n (a^{2i} - 1)^{-1}}, \\
[0; ua^k, va^k]_{k=1}^\infty &= \frac{\sum_{n=0}^\infty u^{-n-1}v^{-n}a^{-(n+1)(n+2)/2} \prod_{i=1}^n (a^{i} - 1)^{-1}}{\sum_{n=0}^\infty u^{-n}v^{-n}a^{-n(n+1)/2} \prod_{i=1}^n (a^{i} - 1)^{-1}},
\end{align*}$$

and

$$\begin{align*}
[0; ua - 1, 1, va - 2, 1, ua^{k+1} - 2, 1, va^{k+1} - 2]_{k=1}^\infty &= \frac{\sum_{n=0}^\infty (-1)^n u^{-n-1}v^{-n}a^{-(n+1)(n+2)/2} \prod_{i=1}^n (a^{i} - 1)^{-1}}{\sum_{n=0}^\infty (-1)^n u^{-n}v^{-n}a^{-n(n+1)/2} \prod_{i=1}^n (a^{i} - 1)^{-1}}.
\end{align*}$$

As application of Tasoev continued fractions, we obtain the following new expansions.

Let \( u \) and \( v \) be rational, and let \( r \) and \( s \) be positive integers so that \( ur > 1 \), \( vs > 1 \) and \( (r, s) \neq (1, 1) \).

**Theorem 1.**

$$\begin{align*}
[0; ur^k - 1, 1, vs^k - 1]_{k=1}^\infty &= \frac{\sum_{n=0}^\infty (ur)^{n-1}(vs)^{-n}B_n \prod_{i=1}^n((r^is^i) - 1)^{-1}}{\sum_{n=0}^\infty u^{-n}v^{-n}A_n \prod_{i=1}^n((r^is^i) - 1)^{-1}},
\end{align*}$$

where \( A_n = r^{-n}s^{-n+1}B_{n-1} - A_{n-1} \) and \( B_n = sB_{n-1} - A_{n-1} \) \((n \geq 1)\) with \( A_0 = B_0 = 1 \).

The right-hand side still includes the recurrence relations, but the recognizable forms can be led for some specific cases. See examples below.

**Theorem 2.**

$$\begin{align*}
[0; ur^{2k-1} - 1, 1, vs^{2k-1} - 1, ur^{2k}, vs^{2k}]_{k=1}^\infty &= \frac{\sum_{n=0}^\infty (ur)^{n-1}(vs)^{-n}(\beta_n + \beta'_n)}{\sum_{n=0}^\infty u^{-n}v^{-n}(\alpha_n - \alpha'_n)},
\end{align*}$$

where for \( n \geq 1 \)

$$\begin{align*}
\alpha_n &= \frac{1}{(rs)^n - 1} \left( \beta_{n-1} - \beta'_{n-1} - \alpha_{n-1} \right), \\
\alpha'_n &= \frac{1}{(rs)^n + 1} \left( \alpha_{n-1} + \beta'_{n-1} - s\beta'_{n-1} \right), \\
\beta_n &= \frac{1}{(rs)^n - 1} (s\beta_{n-1} - \alpha'_{n-1}), \\
\beta'_n &= \frac{1}{(rs)^n + 1} \left( \alpha_{n-1} + \beta'_{n-1} - s\beta'_{n-1} \right)
\end{align*}$$

with \( \alpha_0 = \beta_0 = 1 \) and \( \alpha'_0 = \beta'_0 = 0 \).

**Theorem 3.**

$$\begin{align*}
[0; ur - 1, 1, us^{2k-1} - 2, 1, ur^{2k} - 1, 1, us^{2k+1} - 2]_{k=1}^\infty &= \frac{\sum_{n=0}^\infty (-1)^n (ur)^{n-1}(vs)^{-n}(\beta_n - \beta'_n)}{\sum_{n=0}^\infty (-1)^n u^{-n}v^{-n}(\alpha_n + \alpha'_n)},
\end{align*}$$

where \( \alpha_n, \alpha'_n, \beta_n \) and \( \beta'_n \) \((n \geq 0)\) are the same as in Theorem 2.
Theorem 4.

\[ \left[ 0; ur^{2k-1}, 1, vs^{2k-1} - 2, 1, ur^{2k} - 1, vs^{2k} \right]_{k=1}^{\infty} \]
\[ = \sum_{n=0}^{\infty} \left( \frac{(-1)^n (ur^{2n} - 2n - 2^n \lambda_2^n - (ur)^{2n-2} (vs)^{-2n-1} \lambda_2^{n+1})}{\sum_{n=0}^{\infty} (-1)^n (u^{-2n} v^{-2n} \kappa_2^n - u^{-2n-1} v^{-2n-1} \kappa_2^{n+1})} \right), \]
where

\[ \kappa_2^{n+1} = \frac{1}{(rs)^{2n+1} + 1} \left( \frac{\lambda_2^n}{(rs)^{2n} s^{2n}} + \kappa_2^n \right) \quad (n \geq 0), \]
\[ \kappa_2^n = \frac{1}{(rs)^{2n} - 1} \left( \kappa_2^{n-1} + \frac{\lambda_2^{n-1}}{r^{2n} s^{2n-1}} \right) \quad (n \geq 1), \]
\[ \lambda_2^{n+1} = \frac{1}{(rs)^{2n+1} + 1} (s \lambda_2^n - \kappa_2^n) \quad (n \geq 0), \]
\[ \lambda_2^n = \frac{1}{(rs)^{2n} - 1} (\kappa_2^{n-1} + s \lambda_2^{n-1}) \quad (n \geq 1) \]

with \( \kappa_0 = \lambda_0 = 1. \)

6. Proof of Theorems 1 to 4

Proof of Theorem 1. Let \( \epsilon_{2k} = -1 \) and \( \epsilon_{2k+1} = 1 \) \( (k \geq 1) \). In a similar way to Lemma 2, we get

\[
\begin{align*}
&\frac{1}{a_1} - \frac{1}{a_2} + \frac{1}{a_3} - \frac{1}{a_4} + \frac{1}{a_5} - \frac{1}{a_6} + \frac{1}{a_7} - \cdots \\
&= \left[ 0; a_1', -a_2', -a_3', a_4', -a_5', -a_6', -a_7', \ldots \right] \\
&= \left[ 0; a_1' - 1, 1, a_2' - 1, a_3' - 1, 1, a_4' - 1, a_5' - 1, 1, a_6' - 1, a_7' - 1, \ldots \right] \\
&= \left[ 0; a_{2k-1}' - 1, 1, a_{2k}' \right]_{k=1}^{\infty}.
\end{align*}
\]

If we choose

\[ c_k = u^{-k} v^{-k} A_k \prod_{i=1}^{k} (r^i s^i - 1)^{-1} \quad (k = 0, 1, \ldots, n), \]

then we obtain

\[ \epsilon_n' = (ur)^{-n} (vs)^{-n} B_n \prod_{i=1}^{n} (r^i s^i - 1)^{-1}. \]

Putting \( a_{2k-1} = ur^k \) and \( a_{2k} = vs^k \) \( (k \geq 1) \) entails that

\[ \left[ 0; ur^k - 1, 1, vs^k - 1 \right]_{k=1}^{\infty} = \sum_{n=0}^{\infty} c_{1,n} \]
\[ = \sum_{n=0}^{\infty} \frac{(ur)^{-n} (vs)^{-n} B_n \prod_{i=1}^{n} (r^i s^i - 1)^{-1}}{\sum_{n=0}^{\infty} u^{-n} v^{-n} A_n \prod_{i=1}^{n} (r^i s^i - 1)^{-1}}. \]
We shall prove \((6)\). By induction we have
\[
\begin{align*}
s_{n,2k-1} &= \frac{(-1)^n}{u^n v^n p_{n-1}} \sum_{i=1}^{n} (-1)^{i-1} \frac{\sigma_{n,i}}{(rs)^{ik}} \quad (k \geq 1), \\
s_{n,2k} &= \frac{(-1)^{n-1}}{u^n v^n p_n} \sum_{i=1}^{n} (-1)^{i-1} \frac{\tau_{n,i}}{(rs)^{ik}} \quad (k \geq 0),
\end{align*}
\]
where for \(n \geq 2\)
\[
\sigma_{n,i} = \begin{cases} 
\sum_{l=1}^{n} (-1)^{l-1} \sigma_{n,l+1} & \text{if } i = 1, \\
\frac{\sigma_{n,1,i-1}}{(r^2s^2)^{i-1}} & \text{if } 2 \leq i \leq n
\end{cases}
\]
and
\[
\tau_{n,i} = \begin{cases} 
\sigma_{n,i} & \text{if } i = 1, \\
(-1)^i \left( \frac{\sigma_{n,1,i-1}}{(r^2s^2)^{i-1}} - \sigma_{n,i} \right) & \text{if } 2 \leq i \leq n
\end{cases}
\]
with \(\sigma_{1,1} = \tau_{1,1} = 1\). By Theorem A and
\[
\sigma_{j,i} = \frac{\sigma_{j-i+1,1}(-r)^{i-1} A_{i-1}}{\prod_{l=1}^{i-1} (r^2s^2 - 1)} = \sigma_{j-i+1,1} \sigma_{i,1} \quad (1 \leq i \leq j),
\]
we have
\[
urc_n' - c_n = \sum_{j=1}^{n} (-1)^j c_{n-j} s_{j,1}
\]
\[
= \sum_{j=1}^{n} (-1)^j \frac{A_{n-j}}{(uv)^{n-j} \prod_{i=1}^{n-j} (r^2s^2 - 1)} \frac{(-1)^j}{u^j v^j p^{j-1}} \sum_{i=1}^{j} (-1)^{i-1} \frac{\sigma_{j,i}}{(rs)^i}
\]
\[
= \frac{1}{(uv)^{n-1} p^{n-1}} \sum_{j=1}^{n} (-1)^{n-j} \sigma_{n-j+1,n-j+1} \sum_{i=1}^{j} (-1)^{i-1} \frac{\sigma_{j,i}}{(rs)^i}
\]
\[
= \frac{(-1)^n}{(uv)^{n-1} p^{n-1}} \sum_{i=1}^{n} \frac{(-1)^i}{rs^i} \sigma_{i,1} \sum_{j=i}^{n} (-1)^{j+1} \sigma_{n-j+1,n-j+1} \sigma_{j-i+1,1}
\]
\[
= \frac{1}{(uv)^{n-1} p^{n-1} \prod_{l=1}^{n-1} (r^2s^2 - 1)} (-1)^{n+1}
\]
\[
= \frac{B_n - r^n s^n A_n}{(uvrs)^n \prod_{l=1}^{n} (r^2s^2 - 1)}.
\]

We used the fact that \(1 \leq i \leq n:\)
\[
\sigma_{n-i+1,1} \sigma_{1,1} = \sigma_{n-i+1,1} = \sum_{l=1}^{n-i} (-1)^{l-1} \sigma_{n-i+1,l+1}
\]
\[
= \sum_{l=1}^{n-i} (-1)^{l-1} \sigma_{n-i-l+1,1} \sigma_{l+1,l+1}.
\]
Therefore,

\[
c_n' = \frac{1}{ur} \left( \frac{A_n}{u^n v^n \prod_{i=1}^{n} (r^i s^i - 1)} + \frac{B_n - r^n s^n A_n}{(uvr s)^n \prod_{i=1}^{n} (r^i s^i - 1)} \right)
\]

\[
= \frac{B_n}{(ur)^{n+1} (vs)^n \prod_{i=1}^{n} (r^i s^i - 1)}.
\]

**Proof of Theorem 2.** Let \( \epsilon_{2k} = (-1)^k \) and \( \epsilon_{2k+1} = 1 \) \((k \geq 1)\). Notice that

\[
\frac{1}{1} \frac{1}{a_1'} - a_2' + a_3' + a_4' + a_5' - a_6 + a_7 + a_8 - a_{10} + a_{11} + a_{12} + \cdots
\]

\[
= [0; a_1', -a_2', -a_3', -a_4', a_5', a_6, a_7, a_8', -a_9', -a_{10}, -a_{11}, -a_{12}, -a_{13}, a_{14}, \ldots]
\]

Putting \( a_{2k-1} = ur^k \) and \( a_{2k} = vs^k \) \((k \geq 1)\) entails that

\[
[0; ur^{2k-1} - 1, 1, vs^{2k-1} - 1, ur^{2k}, vs^{2k}]^\infty_{k=1} = \frac{\sum_{n=0}^{\infty} c_{1,n}}{\sum_{n=0}^{\infty} c_{0,n}} = \frac{\sum_{n=0}^{\infty} (ur)^{-n-1} (vs)^{-n} (\beta_n + \beta'_n)}{\sum_{n=0}^{\infty} u^{-n} v^{-n} (\alpha_n + \alpha'_n)}.
\]

**Proof of Theorem 3.** Let \( \epsilon_{2k} = (-1)^k \) and \( \epsilon_{2k+1} = -1 \) \((k \geq 1)\). Notice that

\[
\frac{1}{1} \frac{1}{a_1'} - a_2' - a_3' + a_4' - a_5' - a_6' - a_7' + a_8' - a_9 - a_{10}' - a_{11}' - a_{12}' + \cdots
\]

\[
= [0; a_1', a_2', a_3', a_4', a_5', -a_6', -a_7', -a_8', a_9', -a_{10}', -a_{11}', -a_{12}', -a_{13}', a_{14}', \ldots]
\]

Putting \( a_{2k-1} = ur^k \) and \( a_{2k} = vs^k \) \((k \geq 1)\) entails that

\[
[0; ur - 1, 1, us^{2k-1} - 2, 1, ur^{2k} - 1, us^{2k} - 1, ur^{2k+1}]^\infty_{k=1} = \frac{\sum_{n=0}^{\infty} c_{1,n}}{\sum_{n=0}^{\infty} c_{0,n}} = \frac{\sum_{n=0}^{\infty} (-1)^n (ur)^{-(n-1)} (vs)^{-n} (\beta_n - \beta'_n)}{\sum_{n=0}^{\infty} (-1)^n u^{-n} v^{-n} (\alpha_n + \alpha'_n)}.
\]

**Proof of Theorem 4.** Let \( \epsilon_{2k} = \epsilon_{2k+1} = (-1)^k \) \((k \geq 1)\). Notice that

\[
\frac{1}{1} \frac{1}{a_1'} - a_2' - a_3' + a_4' + a_5' - a_6' - a_7' + a_8' + a_9 - a_{10}' - a_{11}' + a_{12}' + \cdots
\]

\[
= [0; a_1', -a_2', -a_3', a_4', -a_5', a_6, a_7, a_8', a_9, -a_{10}', -a_{11}, a_{12}, a_{13}, a_{14}, \ldots]
\]

Putting \( a_{2k-1} = ur^k \) and \( a_{2k} = vs^k \) \((k \geq 1)\) entails that

\[
\frac{1}{1} \frac{1}{a_{4k-3}'} - a_{4k-2}' - 2, 1, a_{4k-1}' - 1, a_{4k}' - 1, a_{4k+1}' - 2\sum_{i=1}^{\infty} 2i_{k=1}.
\]
Putting $a_{2k-1} = ur^k$ and $a_{2k} = vs^k$ ($k \geq 1$) entails that

$$[0; \frac{1}{u(r-1)}, \frac{1}{v(s-1)}, \frac{1}{u(r-1)}, \frac{1}{v(s-1)}]_{k=1}^{\infty} = \sum_{n=0}^{\infty} \frac{c_{1,n}}{c_{0,n}} = \sum_{n=0}^{\infty} \frac{(-1)^n (ur)^{-2n} vs^{-2n} \lambda_{2n} - (ur)^{-2n} vs^{-2n} \lambda_{2n+1}}{\sum_{n=0}^{\infty} (-1)^{n} \sum_{n=0}^{\infty} (u^{-2n} v^{-2n} K_{2n} - u^{-2n-1} v^{-2n-1} K_{2n+1})}.$$

7. EXAMPLES

Example 2. Put $r = s = a^2$ ($a > 1$) and $u$ is replaced by $ua^{-1}$ in Theorem 1. Then for $n \geq 0$,

$$A_n = (-1)^n a^{-n(n+1)} \prod_{i=1}^{n} (a^{2i} + (-1)^i)$$

and

$$B_n = a^{-n(n-1)} \prod_{i=1}^{n} (a^{2i} + (-1)^i).$$

Hence, we obtain

$$[0; \frac{1}{ua^{-2} - 1}, \frac{1}{va^{-2} - 1}]_{k=1}^{\infty} = \sum_{n=0}^{\infty} \frac{u^{-n} - n a^{-1(n+1)} \prod_{i=1}^{n} (a^{2i} - (-1)^i) - 1}{\sum_{n=0}^{\infty} (-1)^n u^{-n} v^{-n} a^{-n^2} \prod_{i=1}^{n} (a^{2i} - (-1)^i) - 1}.$$

Example 3. Put $r = s = a$ ($a > 1$) in Theorem 1. Then for $n \geq 0$,

$$A_n = (-1)^n a^{-n(n+1)/2} \prod_{i=1}^{n} (a^{i} + (-1)^i)$$

and

$$B_n = a^{-n(n-1)/2} \prod_{i=1}^{n} (a^{i} + (-1)^i).$$

Hence, we obtain

$$[0; \frac{1}{ua^{-1} - 1}, \frac{1}{va^{-1} - 1}]_{k=1}^{\infty} = \sum_{n=0}^{\infty} \frac{u^{-n-1} a^{-1(n+1)} \prod_{i=1}^{n} (a^{2i} - (-1)^i) - 1}{\sum_{n=0}^{\infty} (-1)^n u^{-n} v^{-n} a^{-n(n+1)/2} \prod_{i=1}^{n} (a^{i} - (-1)^i) - 1}.$$

Example 4. Put $r = a$ ($a > 1$) and $s = 1$ in Theorem 1. Then for $n \geq 1$,

$$A_{2n-1} = -a^{-n^2} \prod_{i=1}^{n} (a^{2i-1} - 1), \quad B_{2n-1} = 0$$

and

$$A_{2n} = B_{2n} = a^{-n^2} \prod_{i=1}^{n} (a^{2i-1} - 1).$$

Hence, we obtain

$$[0; \frac{1}{ua^{-2} - 1}, \frac{1}{v - 1}]_{k=1}^{\infty} = \sum_{n=0}^{\infty} \frac{u^{-2n} a^{-n^2} \prod_{i=1}^{n} (a^{2i} - 1)^{-1}}{\sum_{n=0}^{\infty} (uv)^{-2n} a^{-n^2} \prod_{i=1}^{n} (a^{2i} - 1)^{-1}}.$$

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
8. Comments

In our theorems we deal with the cases where two patterns of geometric series, \( ur, ur^2, \ldots, ur^n, \ldots \) and \( vs, vs^2, \ldots, vs^n, \ldots \), appear. Of course, it is possible to obtain the case where only one pattern of geometric series appears. However, as seen in [2], it becomes much more difficult to treat the case where more than two patterns of geometric series appear.
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