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ABSTRACT. In this paper we construct certain continuous piecewise rational wavelets on arbitrary spherical triangulations, giving explicit expressions of these wavelets. Our wavelets have small support, a fact which is very important in working with large amounts of data, since the algorithms for decomposition, compression and reconstruction deal with sparse matrices. We also give a quasi-interpolant associated to a given triangulation and study the approximation error. Some numerical examples are given to illustrate the efficiency of our wavelets.

1. INTRODUCTION

For many fields of numerical analysis, wavelet-based methods have become popular since they provide efficient and fast algorithms.

For applications in geodesy or meteorology, where the sphere is taken as a model of the Earth, wavelets on the two-dimensional sphere are needed. In these applications one represents functions which estimate temperature, pressure, rainfall, ozone, etc., over the sphere $S^2$, based on a discrete sample of measurements.

Another application is the modelling of closed surfaces as the graph of a function defined on the sphere.

Although the sphere appears to be a simple manifold, techniques from $\mathbb{R}^2$ do not easily extend to the sphere.

It is possible to reduce the approximation of a function defined on $S^2$ to the approximation of a function defined on $[0, 1] \times [0, 1]$, but when using this approach, some periodicity conditions should be satisfied. If, for example, we consider the mapping

$$\rho : U = [0, 1] \times [0, 1] \to S^2, \quad (\varphi, \theta) \mapsto \left( \begin{array}{c} \cos (2\pi\varphi) \sin (\pi\theta) \\ \sin (2\pi\varphi) \sin (\pi\theta) \\ \cos (\pi\theta) \end{array} \right),$$

then a function defined on $U$ can be identified with a function on $S^2$. But not every continuous function on $U$ gives rise to a $C^0$ function on $S^2$, since for example the lines $\{ (\varphi, 0) \mid \varphi \in [0, 1] \}$ and $\{ (\varphi, 1) \mid \varphi \in [0, 1] \}$ collapse into a point. To make sure that a continuous function $f$ defined on the rectangle $U$ remains continuous after
mapping it onto $S^2$, it is necessary that $f$ satisfy the following conditions:

\[
\begin{cases}
  f(0, \theta) = f(1, \theta), & 0 \leq \theta \leq 1, \\
  \text{there exist constants } S_N, S_S \text{ such that } \\
  f(\varphi, 0) = S_N, \\
  f(\varphi, 1) = S_S, & 0 \leq \varphi \leq 1.
\end{cases}
\]

Unfortunately, such conditions are not easily satisfied.

We will consider in this paper another approach, where we make use of a radial projection onto the sphere. Before summarizing the content of the present work, we review some approaches which treat the sphere $S^2$.

The first construction of wavelets on the sphere has been presented by Dahlke et al. in [3] using a tensor product basis, where one factor is an exponential spline. The multiresolution is nonstationary and the wavelets are $C^1$, have global support and are semi-orthogonal. They also give a characterization of $C^1$ functions on $S^2$ and $S^3$ with a wavelet representation. Their construction is based on an approach which used splines, proposed by Schumaker and Traas in [23].

Another approach to creating wavelets on the 2D sphere is the one realized by Potts and Tasche in [15]. They first map the rectangle $[0, \pi] \times [0, 2\pi]$ to the sphere via standard spherical coordinates and then construct nonorthogonal wavelets by taking the tensor product of interpolatory trigonometric wavelets and algebraic polynomial wavelets, obtaining continuous wavelets on $S^2$. Doing this, singularities and distortions near the poles occur. A similar idea with spherical harmonics is presented in [16], where the authors construct a frame in $L^2(S^2)$ consisting of smooth functions arising from kernels of spherical harmonics. The idea of constructing spherical wavelets using spherical harmonics was realized in a different manner in [8] for equidistant nodes and [12] for scattered data. A drawback is that the spherical harmonic functions are globally supported and suffer from the same difficulties as Fourier representations on the line, such as “ringing”.

In [11], Narcowich and Ward construct a nonstationary multiresolution analysis with functions generated by translations of a spherical basis function. The wavelets here are orthogonal and localized, but not locally supported. In [24], Weinreich describes a nonstationary multiresolution and biorthogonal $C^1$ wavelets on the 2D sphere via tensor product. In [21], Schröder and Sweldens present a method to obtain biorthogonal wavelets on spherical triangulations using the lifting scheme. This approach is useful in practical areas (e.g. for compression of tomographic data) as well as in computer graphics, but no result regarding the stability was given. For the wavelets obtained by lifting, the stability was established later by Cohen et al. in [4]. Here, finite element wavelets on planar triangulations with compactly supported duals are obtained by the lifting scheme.

In [10] Lounsbery et al. construct wavelets defined on subdivision surfaces. These surfaces are constructed by iteratively refining a control polyhedron $M^0$, so that the sequence of refined polyhedra $M^1, M^2, \ldots$ converges to the sphere. Taking the limit of this sequence of wavelets, they construct globally supported wavelets defined on the sphere which are then truncated to a small region. Thus, they produce functions that are no longer elements of the orthogonal complementary wavelet spaces and they call them quasi-wavelets.

Piecewise constant wavelets on arbitrary spherical triangulations were constructed by Nielsen et al. in [13] and Bonneau in [1]. Their wavelets are “nearly orthogonal” and no Riesz stability was proved. The techniques presented in this paper also work for piecewise constant wavelets. Thus, in [17] we enlarged the classes of
wavelets constructed by Bonneau and by Nielson et al., establishing at the same
time the Riesz stability. In [18] we realized a comparison of the wavelets obtained
in [17], with respect to the $l^2$-norm of the reconstruction error.

Our construction is based on the results of Floater and Quak for planar trian-
gulations, presented in [4], [5] and [6]. In a first step we transfer their results to a
no longer planar triangulation having its vertices in 3-space. Then, using a radial
projection, we obtain locally supported wavelets defined on the sphere. Explicit
and simple expressions are available.

The present work is structured as follows.

In Section 2 we prove some statements that are necessary to use the results
obtained in [4], [5] and [6] and we introduce a norm on $S^2$ which is equivalent to
the usual $L^2$-norm of $S^2$.

In Section 3 the construction of a statio nary multiresolution analysis on the
sphere $S^2$ will be described and explicit formulas for the scaling functions will be
given.

By definition, a multiresolution analysis of the space $L^2(S^2)$ is a sequence of
subspaces $\{V^j : j \geq 0\}$ of $L^2(S^2)$ which satisfy the following requirements:

1. $V^j \subseteq V^{j+1}$ for all $j \in \mathbb{N}_0$.
2. $\bigcap_{j=0}^\infty V^j = L^2(S^2)$.
3. There are index sets $K_j \subseteq K_{j+1}$ such that for every level $j$ there exists
   a Riesz basis $\{\varphi^j_v, v \in K_j\}$ of the space $V^j$. This means that there exist
   constants $0 < c \leq C < \infty$, independent of the level $j$, such that

$$c2^{-j} \left\| \{c^j_v\}_{v \in K_j} \right\|_{l^2(K_j)} \leq \left\| \sum_{v \in K_j} c^j_v \varphi^j_v \right\|_{L^2(S^2)} \leq C2^{-j} \left\| \{c^j_v\}_{v \in K_j} \right\|_{l^2(K_j)}.$$

We do not require the scaling functions $\varphi^j_v$ to be translations and dilations of the
same function $\varphi$. In some papers the authors replace the translation requirement
with a rotational one, but in most of the research on spherical wavelets this require-
ment is not demanded since it is difficult to be satisfied.

Once the multiresolution analysis is determined, we construct the wavelet spaces
$W^j$. They are orthogonal complements with respect to a weighted $L^2$-inner product.
The basis functions of each space $W^j$ are commonly called wavelets. In Section 4 we
describe the construction of a locally supported wavelet basis of $W^j$. Our wavelets
will be semi-orthogonal, meaning that we have orthogonality between levels but not
within one level. Some authors use the term prewavelets instead of semi-orthogonal
wavelets. Then, in Section 5 we present a quasi-interpolant and prove some error
estimates for the approximation. Finally, in Section 6 we give some numerical
examples.

The construction presented in this paper may also be adapted for arbitrary
sphere-like surfaces. A sphere-like surface is defined as $\{\sigma(v) = \rho(v)v, v \in S^2\}$,
with a continuous positive function $\rho$ defined on $S^2$. We restrict our attention to the
case of the 2D sphere $S^2$, since this case has more practical applications and since
we can obtain an explicit expression for our wavelets defined on $S^2$. The conditions
that have to be satisfied by the function $\rho$ in order to assured the Riesz stability of
the wavelets are given in [19].
2. Basics

2.1. Spatial triangulations with planar triangles. Consider the unit sphere $S^2$ of $\mathbb{R}^3$ with the center in $O$, and let $\Pi$ be a convex polyhedron having all the vertices situated on $S^2$ and triangular faces such that no face contains $O$ and $O$ is situated inside the polyhedron. We denote by $T = \{T_1, \ldots, T_M\}$ the set of the faces of $\Pi$, by $E$ the set of edges and by $V$ the set of vertices. We also consider the induced norm $\|\cdot\|_V$ for $V$. A basis for $S$ is $\{\phi_v, v \in V\}$, where $\phi_v : \Omega \to \mathbb{R}$ is the unique continuous and piecewise linear “hat” function in $S$ such that for all $w \in V$,

$$\phi_v(w) = \begin{cases} 1 & \text{for } w = v, \\ 0 & \text{otherwise.} \end{cases}$$

(1)

Specifically, the “hat” function $\phi_{M_1} : \Omega \to \mathbb{R}$, associated to the vertex $M_1(x_1, y_1, z_1) \in \Omega$ is given by

$$\phi_{M_1}(x, y, z) = \begin{cases} \frac{x y z}{x_i y_i z_i} & \text{on each triangle } [M_1 M_i M_k] \text{ of } T, \\ \frac{x_i y_i z_i}{x_k y_k z_k} & \text{on the triangles that do not contain } M_1. \end{cases}$$

(2)

We intend to use some of the results from [4], [5] and [6]. For this, we need to prove the following lemmas.

The first lemma gives a formula for the integral of the product of two linear functions defined on a triangle $T$ of $\Omega$. The proof of this lemma is given in the Appendix.

**Lemma 1.** Let $T = [M_1 M_2 M_3] \subset \Omega$ with $M_i(x_i, y_i, z_i)$, $\phi_1(x, y, z) = ax + by + cz$, $\phi_2(x, y, z) = mx + ny + pz$ and denote $f_i = \phi_1(x_i, y_i, z_i)$, $g_i = \phi_2(x_i, y_i, z_i)$, $i = 1, 2, 3$. Then

$$\int_T \phi_1(x)\phi_2(x)d\Omega(x) = \frac{a(T)}{12} \left( f_1 g_1 + f_2 g_2 + f_3 g_3 + (f_1 + f_2 + f_3)(g_1 + g_2 + g_3) \right).$$

Let $\langle \cdot, \cdot \rangle_\Omega$ be the following inner product, based on the given polyhedron

$$\langle f, g \rangle_\Omega = \sum_{T \in \mathcal{T}} \frac{1}{a(T)} \int_T f(x)g(x)d\mathbf{x}, \ f, g \in C(\Omega),$$

where $a(T)$ is the area of the triangle $T$. We also consider the induced norm $\|f\|_\Omega = \langle f, f \rangle_\Omega^{1/2}$.

Regarding this norm, we prove the following equivalence.

---

1The polyhedron could also have faces which are not triangles. In this case we triangulate each of these faces and consider it as having triangular faces, with some of the faces coplanar triangles.
Lemma 2. In the space $L^2(\Omega)$, the norm $\| \cdot \|_\Omega$ is equivalent to the usual norm $\| \cdot \|_{L^2(\Omega)}$.

Proof. For $f \in L^2(\Omega)$,

$$\| f \|^2_{L^2(\Omega)} = \int_{\Omega} f^2(\mathbf{x})d\Omega(\mathbf{x}) = \sum_{T \in T} \int_T f^2(\mathbf{x})d\Omega(\mathbf{x}).$$

Now, using the definition of the norm $\| \cdot \|_\Omega$, we obtain

$$\frac{1}{\max a(T)} \sum_{T \in T} \int f^2(\mathbf{x})d\Omega(\mathbf{x}) \leq \sum_{T \in T} \frac{1}{a(T)} \int f^2(\mathbf{x})d\Omega(\mathbf{x}) \leq \frac{1}{\min a(T)} \sum_{T \in T} \int f^2(\mathbf{x})d\Omega(\mathbf{x}),$$

whence

$$\frac{1}{\max a(T)} \| f \|^2_{L^2(\Omega)} \leq \| f \|_\Omega \leq \frac{1}{\min a(T)} \| f \|^2_{L^2(\Omega)}. \quad \square$$

2.2. Spherical triangulations. Now for the given polyhedron $\Pi$, we define the radial projection onto $S^2$, $p: \Omega \to S^2$,

$$p(x, y, z) = \left( \frac{x}{\sqrt{x^2 + y^2 + z^2}}, \frac{y}{\sqrt{x^2 + y^2 + z^2}}, \frac{z}{\sqrt{x^2 + y^2 + z^2}} \right), \quad (x, y, z) \in \Omega,$$

and its inverse $p^{-1}: S^2 \to \Omega$,

$$p^{-1}(\eta_1, \eta_2, \eta_3) = \left( -\frac{\eta_1 d}{a \eta_1 + b \eta_2 + c \eta_3}, -\frac{\eta_2 d}{a \eta_1 + b \eta_2 + c \eta_3}, -\frac{\eta_3 d}{a \eta_1 + b \eta_2 + c \eta_3} \right),$$

where $ax + by + cz + d = 0$ is the equation of that face of $\Pi$ onto which the point $(\eta_1, \eta_2, \eta_3) \in S^2$ projects. In the case when the point $(\eta_1, \eta_2, \eta_3)$ projects onto an edge, then we may choose one of its adjacent faces to express the function $p^{-1}$.

If we consider the images $U_i = p(T_i)$ of the triangles $T_i$ under the projection $p$, then we say that $\mathcal{U} = \{U_1, \ldots, U_M\}$ is a triangulation of the sphere $S^2$. The functions $\varphi_v: S^2 \to \mathbb{R}$, $\varphi_v = \phi_v \circ p^{-1}$, $v \in V$ are continuous on $S^2$ and their supports are $\mathcal{M}_v$—the set of all spherical triangles of $\mathcal{U}$ that contain the vertex $v$, so the $\varphi_v$ are local around the vertex $v$. 
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Remark 3. Let \([M_1 M_i M_k]\) be a triangle of \(T\) and \([M'_1 M'_i M'_{k'}]\) its radial projection onto \(S^2\). Then, the restriction to \([M'_1 M'_i M'_{k'}]\) of \(\varphi_{M_1}\) is

\[
\varphi_{M_1}(\eta_1, \eta_2, \eta_3) = \left| \begin{array}{ccc}
\eta_1 d \\
\eta_2 d \\
\eta_3 d \\
\hline
x_i \\
y_i \\
z_i \\
\hline
x_k \\
y_k \\
z_k
\end{array} \right| - \left| \begin{array}{ccc}
\eta_1 d \\
\eta_2 d \\
\eta_3 d \\
\hline
x_i \\
y_i \\
z_i \\
\hline
x_k \\
y_k \\
z_k
\end{array} \right|^{-1}
\]

\[
= -\frac{d}{a\eta_1 + b\eta_2 + c\eta_3} \cdot \left| \begin{array}{ccc}
\eta_1 & \eta_2 & \eta_3 \\
x_i & y_i & z_i \\
x_k & y_k & z_k
\end{array} \right| \cdot \left| \begin{array}{ccc}
x_1 & y_1 & z_1 \\
x_i & y_i & z_i \\
x_k & y_k & z_k
\end{array} \right|^{-1}
\]

\[
= \left| \begin{array}{ccc}
\eta_1 & \eta_2 & \eta_3 \\
x_i & y_i & z_i \\
x_k & y_k & z_k
\end{array} \right| \cdot \left| \begin{array}{ccc}
x_1 & y_1 & z_1 \\
x_i & y_i & z_i \\
x_k & y_k & z_k
\end{array} \right|^{-1}
\]

where \(a, b, c, d\) are the coefficients of \(x, y, z, 1\) of the polynomial function

\[
(4) \quad \left| \begin{array}{ccc}
x & y & z \\
x_1 & y_1 & z_1 \\
x_i & y_i & z_i \\
x_k & y_k & z_k
\end{array} \right|
\]

Thus the “hat” functions \(\varphi_v\) are piecewise rational functions, with the numerator and denominator linear polynomials of degree one.

The following proposition establishes the relations between the area elements of \(S^2\) and \(\Omega\).

**Proposition 4.** The relations between \(d\Omega(x)\) (the area element of \(\Omega\)) and \(d\omega(\eta)\) (the area element of \(S^2\)) are

\[
(5) \quad d\omega(\eta) = \frac{|d|}{\sqrt{a^2 + b^2 + c^2}} \cdot \frac{1}{(a^2 + y^2 + z^2)^{3/2}} d\Omega(x),
\]

\[
(6) \quad d\Omega(x) = \frac{d^2 \sqrt{a^2 + b^2 + c^2}}{|a\eta_1 + b\eta_2 + c\eta_3|} d\omega(\eta),
\]

where \(x = (x, y, z) \in \Omega, \eta = (\eta_1, \eta_2, \eta_3) \in S^2,\) and \(a, b, c, d\) are determined for each face of \(\Pi\) as described above.

The proof of this proposition can be found in the Appendix.

For \(L^2\)-integrable functions defined on \(S^2\), let \(\langle \cdot, \cdot \rangle_s\) be defined by

\[
(7) \quad (F, G)_s = \langle F \circ p, G \circ p \rangle_{\Omega}.
\]
Then \(\langle \cdot, \cdot \rangle_*\) is an inner product which induces the norm \(\|F\|_* = \langle F, F \rangle_*^{1/2}\) and we have
\[
\langle F, G \rangle_* = \sum_{T \in \mathcal{T}} \frac{1}{a(T)} \int_T F(p(x))G(p(x))\,d\Omega(x) = \sum_{T \in \mathcal{T}} \frac{1}{a(T)} \int_{p(T)} F(\eta)G(\eta) \frac{d_2^2 \sqrt{a_T^2 + b_T^2 + c_T^2}}{|a_T \eta_1 + b_T \eta_2 + c_T \eta_3|^3} \,d\omega(\eta)
\]
where \(a_T, b_T, c_T, d_T\) are the coefficients of \(x, y, z\) and 1 in the polynomial function given by (4), and the notation is as in Remark 3.

The inner product \(\langle \cdot, \cdot \rangle_*\) can be interpreted as a “multi-weighted” inner product, with the weights
\[
w_T(\eta_1, \eta_2, \eta_3) = 2 \,d_2^2 |a_T \eta_1 + b_T \eta_2 + c_T \eta_3|^{-3}.
\]

The following lemma establishes a norm equivalence in \(L^2(S^2)\).

**Lemma 5.** In the space \(L^2(S^2)\), the norm \(\| \cdot \|_*\) is equivalent to the usual norm \(\| \cdot \|_2\) of \(L^2(S^2)\).

**Proof.** For \(F \in L^2(S^2)\),
\[
\|F\|_*^2 = \sum_{T \in \mathcal{T}} \int_{p(T)} F^2(\eta) \frac{2d_2^2}{|a_T \eta_1 + b_T \eta_2 + c_T \eta_3|^3} \,d\omega(\eta).
\]
Denoting by \(\min(T)\) and \(\max(T)\) the minimum and maximum values of the functions
\[
h_T(\eta) = |a_T \eta_1 + b_T \eta_2 + c_T \eta_3|^{-3},
\]
respectively, a simple calculation shows that \(\min(T) = \frac{1}{2\omega(T)}\) and \(\max(T) = \frac{1}{|d_T|}\). Thus, we write
\[
\min(T) \leq \frac{1}{|a_T \eta_1 + b_T \eta_2 + c_T \eta_3|^3} \leq \max(T),
\]
and then
\[
2 \sum_{T \in \mathcal{T}} d_T^2 \min(T) \int_{p(T)} F^2(\eta) \,d\omega(\eta) \leq \|F\|_*^2 \leq 2 \sum_{T \in \mathcal{T}} d_T^2 \max(T) \int_{p(T)} F^2(\eta) \,d\omega(\eta).
\]
Denoting \(M = 2 \max_{T \in \mathcal{T}} \{d_T^2 \max(T)\}\) and \(m = 2 \min_{T \in \mathcal{T}} \{d_T^2 \min(T)\}\), we finally obtain
\[
m \|F\|_{L^2(S^2)}^2 \leq \|F\|_*^2 \leq M \|F\|_{L^2(S^2)}^2.
\]

3. **Multiresolution analysis**

Given \(\Omega\), we can say that \(\mathcal{T} = \mathcal{T}^0\) is a triangulation of \(\Omega\), and next we wish to consider its uniform refinement \(\mathcal{T}^1\). For a given triangle \([M_1 M_2 M_3]\) in \(\mathcal{T}^0\), let \(A_1, A_2, A_3\) denote the midpoints of the edges \(M_2 M_3, M_3 M_1\) and \(M_1 M_2\), respectively. Then we consider the set
\[
\mathcal{T}^1 = \bigcup_{[M_1 M_2 M_3] \in \mathcal{T}^0} \{[M_1 A_2 A_3], [A_1 M_2 A_3], [A_1 A_2 M_3], [A_1 A_2 A_3]\},
\]
which is also a triangulation of $\Omega$, and continuing the refinement process in the
same way, we obtain a triangulation $T^j$ of $\Omega$ for $j \in \mathbb{N}$. We denote by $V^j$ the set
of all vertices of the triangles in $T^j$ and by $E^j$ the set of all edges of triangles in
$T^j$. Then $S^j, V^j, \phi^j, \varphi^j, \mathcal{M}^j$ and $\mathcal{M}^j_v$ are defined accordingly. The space $S^j$ is a
subspace of $S^{j+1}$, since we have
\[
\phi^j_v = \phi^{j+1}_v + \frac{1}{2} \sum_{w \in V^{j+1}} \phi^{j+1}_w, \quad v \in V^j, \quad j \in \mathbb{N}.
\]

For the nodal functions $\{ \phi^j_v \}$ the following statement holds.

**Lemma 6.** There exist constants $0 < c \leq C < \infty$, independent of the level $j$, such
that for all functions $g_j = \sum_{v \in V^j} c^j_v \phi^j_v$ we have
\[
c \| \{ T^j_v c^j_v \}_{v \in V^j} \|_{L^2} \leq \| g_j \|_{L^2(\Omega)} \leq C \| \{ T^j_v c^j_v \}_{v \in V^j} \|_{L^2}.
\]
Here $\overline{K}^j_v$ denotes the diameter of the support of $\phi^j_v$.

**Proof.** Due to the uniform refinement, it is clear that $\overline{K}^j_v \approx 2^{-j}$, so it is enough to
prove the equivalence
\[
\| \{ 2^{-j} c^j_v \}_{v \in V^j} \|_{L^2} \approx \| \sum_{v \in V^j} c^j_v \phi^j_v \|_{L^2(\Omega)}
\]
or equivalently
\[
\| \{ c^j_v \}_{v \in V^j} \|_{L^2} \approx \| \sum_{v \in V^j} c^j_v 2^j \phi^j_v \|_{L^2(\Omega)}.
\]
In order to prove this, we refer to Lemma 5.2 in [7]. As in that lemma, we can show
that for all $f$ in $S^j$ we have
\[
\frac{2^{-2j}}{12} \sum_{w \in V^j} t(w) f^2 (w) \leq \| f \|_{\Omega}^2 \leq \frac{2^{-2j}}{3} \sum_{w \in V^j} t(w) f^2 (w),
\]
where $t(w)$ is the number of the triangles in $T^j$ that contain the vertex $w$.

If we take $f = \sum_{v \in V^j} c^j_v \phi^j_v$, then $f(w) = c^j_v$ since $\phi_v(w) = \delta_{vw}$. So,
\[
\frac{2^{-2j}}{12} \sum_{w \in V^j} t(w) \left( c^j_w \right)^2 \leq \left\| \sum_{w \in V^j} c^j_w \phi^j_v \right\|_{\Omega}^2 \leq \frac{2^{-2j}}{3} \sum_{w \in V^j} t(w) \left( c^j_w \right)^2.
\]
But $t(w)$ is either 6 or $t^0(w)$ from the initial triangulation, so if we denote $n = \min_{w \in V^0} (6, t^0(w))$ and $N = \max_{w \in V^0} (6, t^0(w))$, then we may write
\[
\frac{n}{12} \sum_{w \in V^j} \left( c^j_w \right)^2 \leq \left\| \sum_{w \in V^j} c^j_w 2^j \phi^j_v \right\|_{\Omega}^2 \leq \frac{N}{3} \sum_{w \in V^j} \left( c^j_w \right)^2,
\]
which together with Lemma 2 completes the proof. \qed

The sequence of triangulations $\{ T^j \}_{j \in \mathbb{N}}$ is regular in the following sense: the
ratios of the radii of the inscribed and circumscribed circles remain bounded from
below by a constant $\gamma_0 > 0$ independent of the level $j$ and of the triangles. For
each triangle $K_j$ of $T^j$ the diameter $h(K_j) = \text{diam} K_j$ characterizes its typical size.
Usually, $h(T^j) = \max h(K_j)$ is called (maximal) mesh-size of $T^j$. Let $h_{\min}(T^j) = \min h(K_j)$. The sequence of triangulations $\{T^j\}_{j \in \mathbb{N}}$ is quasi-uniform, in the sense that the ratio $\frac{h(T^j)}{h_{\min}(T^j)}$ is bounded from above by a constant $\gamma_1 < \infty$, independent of $j$.

If we set $V^j = \text{span}\{\varphi^j_v, v \in V^j\}$, then $V^j$ is a subspace of $V^{j+1}$, due to the refinement equation

$$\varphi^j_v = \varphi^{j+1}_{v} + \frac{1}{2} \sum_{w \in V^{j+1}} \varphi^{j+1}_w, \ v \in V^j, \ j \in \mathbb{N}.$$ 

The set $\{\varphi^j_v, v \in V^j\}$ is a local basis for $V^j$ in the sense that $\text{diam}(\text{supp} \varphi^j_v) \approx 2^{-j}$.

Let $[M_1 M_i M_k]$ be a triangle of a triangulation $T^j$ and $[M'_1 M'_i M'_k]$ its radial projection onto $S^2$. Then, using the same arguments as in Remark 3, we can deduce that the restriction to $[M'_1 M'_i M'_k]$ of $\varphi^j_{M_1}$ is

$$\varphi^j_{M_1}(\eta_1, \eta_2, \eta_3) = \begin{vmatrix} \eta_1 & \eta_2 & \eta_3 \\ x_i & y_i & z_i \\ x_k & y_k & z_k \end{vmatrix} \begin{vmatrix} \eta_1 & \eta_2 & \eta_3 & 0 \\ x_1 & y_1 & z_1 & 1 \\ x_i & y_i & z_i & 1 \\ x_k & y_k & z_k & 1 \end{vmatrix}^{-1}.$$ 

Thus the spaces $V^j$ are spaces of rational splines, with the numerator and denominator linear polynomials of degree one. An example of function $\varphi^j_v \in V^j$ is represented in Figure 1.

4. Wavelets

With respect to the inner product $\langle \cdot, \cdot \rangle_*$, the spaces $V^j$ and $V^{j+1}$ become Hilbert spaces, with the corresponding multi-weighted norm $\|F\|_* = (F, F)^{1/2}$. Let $W^j$ denote the orthogonal complement with respect to $\langle \cdot, \cdot \rangle_*$ of the coarse space $V^j$ in the fine space $V^{j+1}$, so that

$$V^{j+1} = V^j \oplus W^j,$$

and therefore

$$V^{j+1} = V^0 \oplus W^0 \oplus V^1 \oplus \cdots \oplus W^j.$$
The spaces $W^j$ are called the wavelet spaces and its nonzero elements are called wavelets. The dimension of $W^j$ is $|V^{j+1}| - |V^j| = |E^j|$.

In this section we construct a basis for $W^j$, consisting of wavelets of small support. Here we follow [5] and [6].

To a vertex $u \in V^{j+1} \setminus V^j$, which is a midpoint of some edge $[a_1a_2] \in E^j$, we associate a wavelet $\psi_u^j$ in the following way. We take

$$\psi_u^j(\eta) = \sigma_{a_1,u}^j(\eta) + \sigma_{a_2,u}^j(\eta), \quad \text{for } \eta \in S^2,$$

where the functions $\sigma_{a_1,u}^j$ and $\sigma_{a_2,u}^j$ are called semi-wavelets. They are taken as

$$\sigma_{a_1,u}^j(\eta) = s_{a_1} \varphi_{a_1}^j(\eta) + \sum_{w \in V_d^j} s_w \varphi_w^{j+1}(\eta), \quad \text{with } s_{a_1}, s_w \in \mathbb{R}, \ w \in V_{a_1}^{j+1},$$

$$\sigma_{a_2,u}^j(\eta) = s_{a_2} \varphi_{a_2}^j(\eta) + \sum_{w \in V_d^j} t_w \varphi_w^{j+1}(\eta), \quad \text{with } s_{a_2}, t_w \in \mathbb{R}, \ w \in V_{a_2}^{j+1},$$

and satisfy the conditions

$$(8) \quad \langle \varphi_w^j, \sigma_{a_1,u}^j \rangle_* = \begin{cases} -2^{-2j} \gamma & \text{if } w = a_1, \\ 2^{-2j} \gamma & \text{if } w = a_2, \\ 0 & \text{otherwise} \end{cases}$$

for a given $\gamma \neq 0$. This means that $\sigma_{a_1,u}^j$ is orthogonal to all nodal functions from the level $j$, except for $\varphi_{a_1}^j$ and $\varphi_{a_2}^j$ and its support is included in $M_{a_1}^j$. From (8) we find that

$$(9) \quad \langle \varphi_w^j, \psi_u^j \rangle_* = \langle \varphi_w^j, \sigma_{a_1,u}^j \rangle_* + \langle \varphi_w^j, \sigma_{a_2,u}^j \rangle_* = 0 \quad \text{for all } w \in V^j,$$

and therefore $\psi_u^j$ belongs to the wavelet space $W^j$, being orthogonal to a basis of $V^j$. The support of $\psi_u^j$ is included in $M_{a_1}^j \cup M_{a_2}^j$.

Suppose the degree (the number of neighbors) of $a_1$ is $s_1 := |V_{a_1}^j| = |V_{a_1}^{j+1}|$ and its fine neighbors are $b_0, b_1, \ldots, b_{s_1-1}$, with $b_0 = u$, the degree of $a_2$ is $s_2$ and its fine neighbors are $c_0, c_1, \ldots, c_{s_2-1}$, with $c_0 = u$. A choice for the coefficients $s_{a_1}, s_{b_i}, s_{a_2} \text{ and } t_{c_i}$ is

$$s_{a_1} = \frac{3}{2s_1}, \quad s_{b_i} = \frac{3}{2s_1} + \theta(i,s_1), \quad i = 0, 1, \ldots, s_1 - 1,$$

$$s_{a_2} = \frac{3}{2s_2}, \quad t_{c_i} = \frac{3}{2s_2} + \theta(i,s_2), \quad i = 0, 1, \ldots, s_2 - 1,$$

where $\theta(i, s) = \sqrt[16]{\frac{2 \lambda \Gamma^{-1}(\lambda)}{21(1-\lambda)}}$, with $\lambda = \frac{(-5 + \sqrt{21})}{2}$.

This choice was made for planar triangulations in Lemma 3.3 of [6]. Similarly we can prove the result for our triangulations, due to Lemma [4]. Note that the coefficients do not depend on the level $j$.

Now we have obtained the set $\{ \psi_u^j, u \in V^{j+1} \setminus V^j \}$ of locally supported functions satisfying the orthogonality conditions (9). In order to be a basis for $W^j$, the wavelets $\psi_u^j, u \in V^{j+1} \setminus V^j$ must be linearly independent for every $j \in \mathbb{N}$. The linear independence can be proved in the same way as in [6].

To be useful in practice the basis of wavelets should be dense in $C(S^2)$ (and therefore in $L^2(S^2)$) and should satisfy the Riesz stability property. The set

$$(10) \quad \bigcup_{j \geq 0} V^j = V^0 \oplus \bigoplus_{j=0}^{\infty} W^j$$
is indeed dense in $C(S^2)$, which follows immediately from the density of

$$\bigcup_{j \geq 0} \{ \phi_u^j : u \in V^j \}$$

in $C(\Omega)$ and from Lemma 5 and Lemma 6.

Now we must establish that the set

$$\{ \varphi_u^0 : u \in V^0 \} \cup \bigcup_{j=0}^{\infty} \{ 2^j \psi_u^j : u \in V^{j+1} \setminus V^j \}$$

forms a Riesz basis of the space given in (10). This is equivalent to the existence of positive constants $R_1, R_2$, independent of the level $j$, such that for all sets of real coefficients $\{ d_u^j, j \geq -1, u \in V^{j+1} \setminus V^j \}$ with

$$\sum_{j \geq -1} \sum_{u \in V^{j+1} \setminus V^j} (d_u^j)^2 < \infty,$$

the inequalities

$$R_1 \sum_{j \geq -1} \sum_{u \in V^{j+1} \setminus V^j} (d_u^j)^2 \leq \left\| \sum_{j \geq -1} \sum_{u \in V^{j+1} \setminus V^j} d_u^j 2^j \psi_u^j \right\|_{L^2(S^2)}^2 \leq R_2 \sum_{j \geq -1} \sum_{u \in V^{j+1} \setminus V^j} (d_u^j)^2,$$

hold with the notation $\psi_u^{-1} = 2\varphi_u^0$ and $V^{-1} = \emptyset$.

Using Theorem 5.1 from [6], we establish that

$$C_1 \sum_{j \geq -1} \sum_{u \in V^{j+1} \setminus V^j} (d_u^j)^2 \leq \left\| \sum_{j \geq -1} \sum_{u \in V^{j+1} \setminus V^j} d_u^j 2^j \psi_u^j \right\|_2^2 \leq C_2 \sum_{j \geq -1} \sum_{u \in V^{j+1} \setminus V^j} (d_u^j)^2.$$

Figure 2. A wavelet $\psi_u^j$ represented in spherical coordinates.
with $C_1 = L_B^2/4$ and $C_2 = 25/21 t_0$, where $L_B = 0.046896\ldots$ and $t_0 = \max(6, \max_{w \in V_0} t(w))$, $t(w)$ denoting, as before, the number of neighbors of the vertex $w$.

If we want Riesz bounds for $\| \cdot \|_{L^2(S^2)}$, we can use Lemma 5 and obtain

$$
\frac{C_1}{M} \sum_{j \geq -1} \sum_{u \in V_{j+1} \setminus V_j} (d_u^j)^2 \leq \left\| \sum_{j \geq -1} \sum_{u \in V_{j+1} \setminus V_j} d_u^j 2^j \psi_u^j \right\|^2_{L^2(S^2)} \leq \frac{C_2}{m} \sum_{j \geq -1} \sum_{u \in V_{j+1} \setminus V_j} (d_u^j)^2.
$$

Figures 2 and 3 show a wavelet $\psi_u^j$ represented in spherical coordinates and on the sphere, respectively.

5. **Quasi-interpolants**

Following the idea of Oswald (see [14], Chapter 2) we will build a piecewise linear quasi-interpolant $Q : L^2(\Omega) \to S$, where $S$ is one of the spaces $S^j$ defined in Section 3. For each space $S^j$, a quasi-interpolant $Q^j$ is defined accordingly. For simplicity we present the construction only for the space $S^0 = S$ and we study the error $\| f - Qf \|_{L^2(\Omega)}$ for $f \in L^2(\Omega)$.

Consider an arbitrary vertex $P_i$ of a triangle of $T^0 = T$ of $\Omega$ and fix a triangle $\Delta_i$ of $T$ which is at a distance $\leq \epsilon h_i$ from $P_i$, with the constant $\epsilon$ independent of $i$. Here $h_i$ is the diameter of the support of the nodal function $\phi_{P_i}$. Due to the regularity of the triangulation $T^0$, the diameter of $\Delta_i$ satisfies $h(\Delta_i) \approx h_i$. Let $M_{in}$, $n = 0, 1, 2$, and $\lambda_{in}(P)$, $n = 0, 1, 2, 3$, denote the vertices of $\Delta_i$ and the barycentric coordinates of a point $P \in \mathbb{R}^3$ with respect to $OM_{i0}M_{i1}M_{i2}$, respectively. The functions $\lambda_{in}$ span the space of linear polynomials in three variables defined on $\Omega$.

Another property of the functions $\lambda_{in}$ is $\lambda_{i3} = 1 - \lambda_{i0} - \lambda_{i1} - \lambda_{i2}$ and for $(x, y, z)$ belonging to the plane of the triangle $\Delta_i$ we have $\lambda_{i3}(x, y, z) = 0$. To get a better
idea of what the functions $\lambda_{in}$ look like, we write $\lambda_{i0}$ as

$$\lambda_{i0} (x, y, z) = \begin{vmatrix} x & y & z \\ x_1 & y_1 & z_1 \\ x_2 & y_2 & z_2 \end{vmatrix} \begin{vmatrix} x_0 & y_0 & z_0 \\ x_1 & y_1 & z_1 \\ x_2 & y_2 & z_2 \end{vmatrix}^{-1},$$

where $(x_l, y_l, z_l), l = 0, 1, 2$, are the coordinates of $M_l$, respectively.

Then a straightforward calculation shows that the functions

$$\nu_{in} (P) = \begin{cases} \frac{1}{\alpha(\Delta_i)} \left( 3\lambda_{in} (P) - \sum_{k \neq n} \lambda_{ik} (P) \right) & \text{if } P \in \Delta_i, \\ 0 & \text{if } P \notin \Delta_i, \end{cases}$$

are $L^2$-biorthogonal to the basis $\{\lambda_{in}, n = 0, 1, 2\}$ of the polynomial space mentioned above. Finally we define the functions

$$\nu_i (P) = \sum_{n=0}^{2} \lambda_{in} (P_i) \nu_{in} (P),$$

with the support $\Delta_i$. The quasi-interpolant is now defined as

$$Qf (P) = \sum_i \left( \int_{\Delta_i} f \nu_i \, dx \right) \phi_{P_i} (P).$$

This quasi-interpolant satisfies the following properties:

**Proposition 7.** For every triangle $K$ of $\Omega$ we have

$$\|Qf\|_{L^2(K)} \leq C \|f\|_{L^2(\overline{K})},$$

where $\overline{K}$ denotes the union of $K$ and all its neighboring triangles which have a distance from $K$ less than or equal to $c \cdot h(K)$.

**Proof.** The proof follows the same ideas as in [14, Chapter 2].

**Proposition 8.** The quasi-interpolant $Q$ preserves linear polynomials.

**Proof.** Let us take a nonconstant linear polynomial $q$ defined on $\Omega$. Using the barycentric coordinates with respect to any of the simplices $OM_{i0}M_{i1}M_{i2}$, we can write

$$q (P) = \sum_{n=0}^{2} \alpha_{in} \lambda_{in} (P),$$

with some coefficients $\alpha_{in}$ and evaluate $Qq$ at an arbitrary vertex $P_i$, as

$$Qq (P_i) = \int_{\Delta_i} q \nu_i \, dx = \sum_{n=0}^{2} \alpha_{in} \lambda_{in} \nu_i \, dx$$

$$= \sum_{n=0}^{2} \alpha_{in} \int_{\Delta_i} \lambda_{in} \nu_i \, dx = \sum_{n=0}^{2} \alpha_{in} \lambda_{in} (P_i) = q (P_i),$$

by using the biorthogonality of the sets $\{\lambda_{in}, n = 0, 1, 2\}$ and $\{\nu_{in}, n = 0, 1, 2\}$. 
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Thus for any triangle $K$ of $\Omega$ we have local preservation of linear polynomials in the following sense: if $f$ coincides with a linear polynomial on $K$, then $Qf = f$ on $K$. This property is equivalent to $Qp = p$ for every linear polynomial $p$ defined on $\Omega$. Since the constant function $f \equiv 1$ belongs to the space $S^0$, we have that $Qp = p$ for every polynomial of degree at most 1, so we can say that $Q$ is a quasi-interpolant of order 1.

Note that the previous two propositions remain valid for the whole sequence of subspaces $\{S^j\}_{j \geq 0}$, with the interpolants $Q^j$ defined accordingly. Furthermore in Proposition 2 the constant $C$ is independent of the level $j$ (see [14]).

In the following we want to evaluate the error $\|f - Qf\|_{L^2(\Omega)}$ by writing the integral of the function defined on $\Omega$ as a sum of double integrals. We need to replace each $Qf : \Delta_i \rightarrow \mathbb{R}$ with a two-variable quasi-interpolant $\tilde{Q}f_i : \PrP \Delta_i \subseteq \mathbb{R}^2 \rightarrow \mathbb{R}$, where $P$ is one of the coordinate planes. Moreover we establish conditions under which the quasi-interpolant $\tilde{Q}f_i$ coincides with the quasi-interpolant built by Oswald in [14], Chapter 2, for the two-dimensional case.

5.1. The quasi-interpolant $\tilde{Q}f$ for a function $\tilde{f} \in L^2(\tilde{\Delta})$, $\tilde{\Delta} \subseteq \mathbb{R}^2$. This construction was carried out by Oswald in [14] for arbitrary dimension.

Let us take a triangulation $\mathcal{D}$ in $\mathbb{R}^2$, an arbitrary nodal point $N_i(\tilde{\alpha}_i, \tilde{\beta}_i)$ as a vertex of a triangle of $\mathcal{D}$ and $D_i$ a triangle situated at a distance $\leq c h_i$ from $N_i$. Denote the vertices of $D_i$ by $M_n(\tilde{x}_n, \tilde{y}_n)$, $n = 0, 1, 2$.

Let us define the functions

$$\tilde{\lambda}_{i0}(x, y) = \begin{vmatrix} x & y & 1 \\ \tilde{x}_1 & \tilde{y}_1 & 1 \\ \tilde{x}_2 & \tilde{y}_2 & 1 \end{vmatrix}^{-1}$$

and analogously $\tilde{\lambda}_{i1}$ and $\tilde{\lambda}_{i2}$. Then we consider the functions

$$\tilde{\nu}_{in}(P) = \begin{cases} \frac{3}{a(D_i)} \left( 3\tilde{\lambda}_{in}(P) - \sum_{k \neq n} \tilde{\lambda}_{ik}(P) \right) & \text{if } P \in D_i, \\
0 & \text{if } P \notin D_i, \end{cases} \quad n = 0, 1, 2,$$

$$\tilde{\nu}_i(P) = \sum_{n=0}^{2} \tilde{\lambda}_{in}(N_i) \tilde{\nu}_{in}(P).$$

(13)

The nodal function $\tilde{\phi}_{N_i}(x, y)$ restricted to the triangle $N_iN_jN_k$ of $\mathcal{D}$ is equal to

$$\begin{vmatrix} x & y & 1 \\ \tilde{\alpha}_j & \tilde{\beta}_j & 1 \\ \tilde{\alpha}_k & \tilde{\beta}_k & 1 \end{vmatrix}^{-1}$$

where $\left(\tilde{\alpha}_j, \tilde{\beta}_j\right)$ and $\left(\tilde{\alpha}_k, \tilde{\beta}_k\right)$ are the coordinates of the points $N_j$ and $N_k$, respectively. The quasi-interpolant $\tilde{Q}f$ has a similar expression to (12), namely

$$\tilde{Q}f(P) = \sum_{i} \left( \int_{D_i} \tilde{\nu}_i \; dx \right) \tilde{\phi}_{N_i}(P), \; P \in \tilde{\Delta}.$$
The first term of the sum \( \tilde{\lambda}_{i0}(N_t) \tilde{\nu}_{i0}(P) \) is
\[
\tilde{\lambda}_{i0}(N_t) \tilde{\nu}_{i0}(P) = \begin{cases} 
\frac{3(3\tilde{\lambda}_{i0}(P) - \tilde{\lambda}_{i1}(P) - \tilde{\lambda}_{i2}(P))}{a(D_t)} & \text{if } P \in D_t, \\
0 & \text{if } P \notin D_t.
\end{cases}
\]

5.2. Projecting the polyhedral surface \( \Omega \) onto the coordinate planes. Let us divide the polyhedral surface \( \Omega \) into six parts: \( \Omega = \Omega_1 \cup \Omega_2 \cup \Omega_3 \cup \Omega_4 \cup \Omega_5 \cup \Omega_6 \) according to the following rule: first we split the sphere \( S^2 \) into six equal disjoint parts \( S_m, m = 1, \ldots, 6 \), building the inscribed cube with faces parallel to the coordinate axes and arches of big circles between the neighbor vertices of the cube. The parts \( S_1 \) and \( S_2 \) will be symmetric with respect to the plane \( xOy \), \( S_3 \) and \( S_4 \) will be symmetric with respect to the plane \( yOz \), resp. \( S_5 \) and \( S_6 \) will be symmetric with respect to the plane \( zOx \). The intersection of two neighbors \( S_m \) will be the big arch between the corresponding two vertices of the cube.

Thus, \( \Omega_m \) will contain those triangles of \( \Omega \) that have all the vertices situated in \( S_m \). There will also be triangles that have the vertices situated in different parts \( S_m \). In order to decide to which \( \Omega_m \) such triangles belong, we measure for each of them the angles \( \alpha_l, l = 1, 2, 3 \), between its plane and the planes \( xOy, yOz \) and \( zOx \), respectively, and then take the minimum of these angles. If for example the minimum is attained for \( l = 1 \), then the triangle will belong to either \( \Omega_1 \) or \( \Omega_2 \), depending on which \( \Omega_m \) contains one vertex of the triangle. In the beginning we choose the triangulation (the polyhedron) such that no triangle has vertices situated on the “opposite” \( \Omega_m \).

Now let us reorder the triangles of the triangulation \( T \) so that the part \( \Omega_m \) contains the triangles \( T_{im} \), \( i = 1, \ldots, k_m, m = 1, \ldots, 6 \).

We have to make some remarks concerning the interpolant \( Q \). For the point \( P \in \Omega_m \), it is possible for the associated triangle \( \Delta_i \) not to belong to \( \Omega_m \). This is why we ask for all the associated triangles \( \Delta_i \) to be chosen so that they contain the vertices \( P_i \), respectively. We will see in Proposition 9 that we need this condition for our purposes anyway.

Without loss of generality, we restrict ourselves to the part \( \Omega_1 \) consisting of the triangles \( T_{1i}, i = 1, \ldots, k_1 \).

Now the part \( \Omega_1 \) is split into three zones \( \Omega_1 = \Omega_1^x \cup \Omega_1^y \cup \Omega_1^z \) according to the following rule. For each triangle \( T_{1i} \) of the part \( \Omega_1 \), we calculate the angles between its plane and the coordinate planes. Then we project \( T_{1i} \) onto that coordinate plane that gives the minimum angle. If there is more than one angle that attains the minimum, we perform only one of the projections.

To do this, we evaluate the quantities \( |A_{xoy}/A|, |A_{yoz}/A| \) and \( |A_{zox}/A| \), defined in Lemma 8, representing the absolute values of the cosines of the respective angles. Then we choose the maximum of these quantities. The parts \( \Omega_1^x, \Omega_1^y \) and \( \Omega_1^z \) contain those triangles that project onto \( yOz, zOx \) and \( xOy \), respectively. We reorder the triangles of \( \Omega_1 \) such that the zone \( \Omega_1^x \) contains the triangles \( T_{1i}, i = 1, \ldots, k_1^x \), and analogously for \( \Omega_1^y \) and \( \Omega_1^z \). Obviously \( k_1^x + k_1^y + k_1^z = k_1 \).
We need to consider “enlarged” regions $\Omega_1^\ast$, $\Omega_2^\ast$, and $\Omega_3^\ast$ for our quasi-interpolant. The region $\Omega_1^\ast$ consists of the union of the triangles $T^1_i$ and all their neighboring triangles from $\Omega$, where we consider two triangles as neighbors if they share a common vertex. The regions $\Omega_2^\ast$ and $\Omega_3^\ast$ are taken analogously. These enlarged regions are not necessarily connected and they may contain triangles that have degenerated projections onto the respective planes. In this case, we redefine the enlarged zones eliminating the triangles that have degenerated projections.

Again, without loss of generality, we restrict to the part $\Omega_1^\ast$ and try, in the expression of $Qf$, to replace $z$ by $z_i(x, y)$ from the equation of the plane of each triangle $T^1_i$, $i = 1, \ldots, k^\ast$. In this case $(x, y) \in \text{Pr}_{xoy} T^1_i$ and the surface element $dT^1_i$ equals $\frac{a(T^1_i)}{a(\text{Pr}_{xox} T^1_i)} dx \, dy$.

Moreover it is easy to show that $\lambda_{in}(x, y, z_i(x, y)) = \tilde{\lambda}_{in} (x, y)$ for $(x, y)$ belonging to the triangle $D_i$, which is the projection of $T^1_i$ onto $xOy$. Let us now compare the nodal functions. Take the face $(A_iA_jA_k)$ of $\Omega_1^\ast$ with $A_i(\alpha_i, \beta_i, \gamma_i)$, $A_j(\alpha_j, \beta_j, \gamma_j)$, $A_k(\alpha_k, \beta_k, \gamma_k)$. The equation of this face is

$$
\begin{vmatrix}
  x & y & z & 1 \\
  \alpha_i & \beta_i & \gamma_i & 1 \\
  \alpha_j & \beta_j & \gamma_j & 1 \\
  \alpha_k & \beta_k & \gamma_k & 1 \\
\end{vmatrix} = 0,
$$

or $A_{xoy}x + A_{xoz}y + A_{yoz}z - \xi = 0$. The nodal function $\phi_{A_i}$, restricted to the triangle $A_iA_jA_k$, is equal to

$$
\begin{vmatrix}
  x & y & z & 1 \\
  \alpha_i & \beta_i & \gamma_i & 1 \\
  \alpha_j & \beta_j & \gamma_j & 1 \\
  \alpha_k & \beta_k & \gamma_k & 1 \\
\end{vmatrix}^{-1}
$$

Furthermore, by replacing $z$ using the equation $A_{yoz}x + A_{xoz}y + A_{xoy}z - \xi = 0$ and making some column transformations, we obtain

$$
\phi_{A_i} (x, y, z (x, y)) = \begin{vmatrix}
  x & y & \xi & 1 \\
  \alpha_i & \beta_i & \xi & 1 \\
  \alpha_j & \beta_j & \xi & 1 \\
  \alpha_k & \beta_k & \xi & 1 \\
\end{vmatrix}^{-1}
$$

which is exactly the nodal function $\tilde{\phi}_i(x, y)$ restricted to the triangle $A'_iA'_jA'_k$—the projection of the triangle $A_iA_jA_k$ onto $xOy$.

In order to compare the two quasi-interpolants, we need to state the first term of the sum (11) explicitly as

$$
\lambda_{00}(A_j) \nu_{00}(P) = \begin{cases} 
  \frac{3(3\lambda_{00}(P) - \lambda_{10}(P) - \lambda_{20}(P))}{a(\Delta^1_i) \alpha(\Delta^1_i)}, & \text{if } P \in \Delta^1_i, \\
  0, & \text{if } P \notin \Delta^1_i.
\end{cases}
$$
Comparing the formulae (12) and (14), we can establish the following result.

**Proposition 9.** Let $Qf$ be the quasi-interpolant given in (12) and $\tilde{Q}f_\mathbf{z}$ the two-dimensional quasi-interpolant given in (14), associated to the triangulation obtained by projecting $\Omega_1^x$ onto $xOy$. If

1. each point $P_i$ is one of the vertices of the triangle $\Delta_1^i$,
2. the associated triangles $\Delta_1^i$ are chosen such that they have non-degenerated projection onto $xOy$,

then for all $(x, y) \in \Pr_{xOy}\Omega_1^x$, we have

\begin{align}
\tilde{Q}f_1 (x, y) &= \sum_i \frac{1}{a(D_i)} \cdot G_i (f_\mathbf{z}; x, y), \\
Qf (x, y, z(x, y)) &= \sum_i \frac{1}{a(\Pr_{xOy}\Delta_1^i)} \cdot G_i (f_\mathbf{z}; x, y),
\end{align}

where the function $z(x, y)$ is the function whose restrictions to each triangle $\Pr_{xOy}\mathbf{T}_{\Delta_1^i}$ (any triangle of $\Omega_1^x$) are equal to the function $z_i (x, y)$ which expresses $z$ using the equation of the plane of $\mathbf{T}_{\Delta_1^i}^i$. Also $f$ and $f_\mathbf{z}$ are related by the formula $f (x, y, z_i (x, y)) = f_\mathbf{z} (x, y)$, where $(x, y) \in \Pr_{xOy}\mathbf{T}_{\Delta_1^i}^i$.

**Proof.** The proof follows immediately from the above calculations and from the fact that, if $P_i$ is a vertex of the triangle $\Delta_1^i$, then we have

\[
\begin{vmatrix}
\alpha_i & \beta_i & 1 \\
x_1 & y_1 & 1 \\
x_2 & y_2 & 1
\end{vmatrix}^{-1}
= \begin{vmatrix}
\alpha_i & \beta_i & \gamma_i \\
x_1 & y_1 & z_1 \\
x_2 & y_2 & z_2
\end{vmatrix}^{-1},
\]

together with the other two symmetric equalities for the second and third terms of the sums (11) and (13). If $P_i$ is one of the vertices of the triangle $\Delta_1^i$, then the conclusion follows. We will not write here the expressions for the functions $G_i$. The point is that the same functions $G_i$ appear on the right sides of the equalities (15) and (16) and so we can relate the two quasi-interpolants. \qed

Now let us turn back to the error $\|f - Qf\|_{L^2(\Omega)}$, which can be written as

\[
\|f - Qf\|^2_{L^2(\Omega)} = \sum_{m=1}^6 \|f - Qf\|^2_{L^2(\Omega_m)} = \sum_{m=1}^6 \sum_{i=1}^{k_m} \int_{\mathbf{T}_{\Delta_i}^m} |f (x, y, z) - Qf (x, y, z)|^2 \, d\mathbf{T}_{\Delta_i}^m.
\]
Projecting now onto the coordinate planes, we obtain

\[
\|f - Qf\|_{L^2(\Omega)}^2 = 2 \sum_{m=1}^{k_m} \sum_{i=1}^{k_m^*} \frac{a(Tz_i^m)}{a(Pr_{zOy}TZ_i^m)} \int |f(x, y, z_{im}(x, y))|^2 \, dx \, dy - Qf(x, y, z_{im}(x, y)) \, dx \, dy \\
+ \sum_{m=3}^4 \sum_{i=1}^{k_m^*} \frac{a(Tx_i^m)}{a(Pr_{yoz}TX_i^m)} \int |f(x_{im}(y, z), y, z)|^2 \, dy \, dz - Qf(x_{im}(y, z), y, z) \, dy \, dz \\
+ \sum_{m=5}^6 \sum_{i=1}^{k_m^*} \frac{a(Ty_i^m)}{a(Pr_{zox}TY_i^m)} \int |f(x, y_{im}(z, x), z)|^2 \, dz \, dx - Qf(x, y_{im}(z, x), z) \, dz \, dx,
\]

and furthermore, using the $L^2$-norm on the projected surfaces and Proposition 9,

\[
\|f - Qf\|_{L^2(\Omega)}^2 = \sum_{m=1}^6 \left( \sum_{i=1}^{k_m^*} \frac{a(Tz_i^m)}{a(Pr_{zOy}TZ_i^m)} \left\| f_x - \tilde{Q}f_x \right\|_{L^2(Pr_{zOy}TZ_i^m)}^2 \\
+ \sum_{i=1}^{k_m^*} \frac{a(Tx_i^m)}{a(Pr_{yoz}TX_i^m)} \left\| f_x - \tilde{Q}f_x \right\|_{L^2(Pr_{yoz}TX_i^m)}^2 \\
+ \sum_{i=1}^{k_m^*} \frac{a(Ty_i^m)}{a(Pr_{zox}TY_i^m)} \left\| f_y - \tilde{Q}f_y \right\|_{L^2(Pr_{zox}TY_i^m)}^2 \right).
\]

It is well known that for an arbitrary plane we have the equality $\cos^2 \alpha + \cos^2 \beta + \cos^2 \gamma = 1$, where $\alpha$, $\beta$ and $\gamma$ are the angles of this plane with $xOy$, $yOz$ and $zOx$, respectively. Since $\max (\cos \alpha, \cos \beta, \cos \gamma) \geq 1/\sqrt{3}$, we get

\[
1 \leq \frac{a(Tz_i^m)}{a(Pr_{zOy}TZ_i^m)} \leq \sqrt{3}, \text{ for all } i = 1, \ldots, k_m^*, \quad m = 1, \ldots, 6,
\]

\[
1 \leq \frac{a(Tx_i^m)}{a(Pr_{yoz}TX_i^m)} \leq \sqrt{3}, \text{ for all } i = 1, \ldots, k_m^*, \quad m = 1, \ldots, 6,
\]

\[
1 \leq \frac{a(Ty_i^m)}{a(Pr_{zox}TY_i^m)} \leq \sqrt{3}, \text{ for all } i = 1, \ldots, k_m^*, \quad m = 1, \ldots, 6.
\]

Hence, we obtain

\[
(17) \quad \sum_{m=1}^6 (E^m_x + E^m_x + E^m_y) \leq \|f - Qf\|_{L^2(\Omega)}^2 \leq \sqrt{3} \sum_{m=1}^6 (E^m_x + E^m_x + E^m_y),
\]
where
\[
\mathcal{E}_z^m = \left\| f^m_z - \tilde{Q} f^m_z \right\|_{L^2(\Pr_{xoy} \Omega_m^z)}^2,
\]
\[
\mathcal{E}_x^m = \left\| f^m_x - \tilde{Q} f^m_x \right\|_{L^2(\Pr_{xoy} \Omega_m^x)}^2,
\]
\[
\mathcal{E}_y^m = \left\| f^m_y - \tilde{Q} f^m_y \right\|_{L^2(\Pr_{xoy} \Omega_m^y)}^2.
\]

and
\[
\begin{cases}
  f^m_x(x,y) = f(x,y,z_{im}(x,y)) \text{ on each triangle } Pr_{xoy} Tz_i^m, \\ i = 1, \ldots, k^z_m,
  f^m_x(y,z) = f(x_{im}(y,z),y,z) \text{ on each triangle } Pr_{yoz} Tx_i^m, \\ i = 1, \ldots, k^x_m,
  f^m_y(z,x) = f(x,y_{im}(z,x),x) \text{ on each triangle } Pr_{zox} Ty_i^m, \\ i = 1, \ldots, k^y_m.
\end{cases}
\]

Thus, the problem of studying the error \( \|f - Qf\|_{L^2(\Omega)} \) has been reduced to the study of two-dimensional errors from [14].

5.3. **Jackson and Bernstein inequalities.** Let us recall some of the results in [14]. To simplify the notation, we restrict ourselves to the case \( m = 1 \) and to the projections onto \( xOy \), and we set \( \Theta = Pr_{xoy} \Omega_1^x \). Given a subset \( M \) of \( L^2(\Theta) \), consider the best approximation
\[
E_M(f)_2 = \inf_{g \in M} \| f - g \|_2, \quad f \in L^2(\Theta).
\]

We are interested in approximations from above for \( E_M(f)_2 \), when \( M \) coincides with a subspace \( S^1 \) of piecewise linear continuous functions on the triangles of a triangulation \( D^1 \) of \( \Theta \). The proofs can be found in [14].

**Theorem 10** (Jackson-type inequality). There exists a constant \( C \) such that
\[
E_{S^1}(f)_2 \leq \left\| f_1 - \tilde{Q}_1 f_1 \right\|_2 \leq C \omega_1(h(D^1), f_1)_2, \quad \text{for all } f_1 \in L^2(\Theta),
\]
where \( \omega_1(t,f)_2 \) being the modulus of smoothness of order 1 associated to the function \( f \) and the \( L^2 \)-norm on \( \Theta \) at the point \( t > 0 \).

The following theorem gives inverse estimates for our approximation, i.e. we give estimates for the moduli of smoothness of functions in \( L^2(\Theta) \).

**Theorem 11** (Bernstein-type inequality). There exists a constant \( C \) such that for all \( j > 0 \) and \( f_1 \in L^2(\Theta) \) we have
\[
\omega_1(2^{-j},f_1)_2 \leq C 2^{-j} \left( \| f_1 \|_{L^2(\Theta)} + \sum_{l=0}^{j} 2^l E_{S^1}(f_1)_2 \right).
\]

5.4. **The spherical quasi-interpolant.** The step back to the sphere is straightforward. We define the quasi-interpolants \( Q^j : L^2(S^2) \rightarrow V^j \) as
\[
Q^j F = Q^j (F \circ p) \circ p^{-1}.
\]
Then the error in the norm \( \| \cdot \|_* \) is
\[
\| Q^j F - F \|_* = \| (Q^j F - F) \circ p \|_\Omega = \| (Q^j F) \circ p - F \circ p \|_\Omega = \| Q^j (F \circ p) \circ p^{-1} - p - F \circ p \|_\Omega = \| Q^j (F \circ p) - F \circ p \|_\Omega.
\]
So the evaluation of the error for the spherical quasi-interpolant reduces to the evaluation of the error for the quasi-interpolant associated to the polyhedron.
6. Numerical examples

In order to illustrate our wavelets, we take as the initial polyhedron \( \Pi \) an octahedron with six vertices and we perform five levels of decomposition. At level five the total number of vertices is 4098. We consider a particular data set \( \text{pol}5 \) from the texture analysis of crystals (cf. [20]); see Figure 4. It consists of \( 36 \times 72 \) measurements on the sphere and its main characteristic is that the values over the whole sphere are constant, except for some peaks.

Figure 4. The data set \( \text{pol}5 \).

Figure 5. The function \( f^5 \in \mathcal{V}^5 \), an approximation of \( \text{pol}5 \) at level 5.
First we approximate this data with the function $f^5 \in \mathcal{V}^5$ (see Figure 5). The approximation error

$$e = \frac{1}{36 \cdot 72} \sum_{i=1}^{36} \sum_{j=1}^{72} |f^5(i, j) - \text{pol5}(i, j)|$$

is 1.0984. Since the set $\{\varphi^j_v\}_{v \in \mathcal{V}^j}$ is a basis for $\mathcal{V}^j$, for $j = 0, 1, 2, \ldots$, we can write

$$f^5(\eta) = \sum_{v \in \mathcal{V}^5} f^5_v \varphi^5_v(\eta), \quad \eta \in \mathbb{S}^2.$$ 

The vector $\mathbf{f}^5 = (f^5_v)_{v \in \mathcal{V}^5}$ associated to the function $f^5$ was then decomposed into $f^0$ and $g^0, g^1, g^2, g^3, g^4$ using the decomposition algorithm $A1'$ described in [7], p. 191. The detail coefficients $g^j$, $j = 0, \ldots, 4$, were thresholded to obtain a specific compression rate. More precisely, their components $(g^j_u)_{u \in \mathcal{V}^{j+1} \setminus \mathcal{V}^j}$ were replaced by the values $(\hat{g}^j_u)_{u \in \mathcal{V}^{j+1} \setminus \mathcal{V}^j}$ according to a strategy known as hard thresholding. This consists of choosing a threshold $\varepsilon > 0$ and then setting

$$\hat{g}^j_u = \begin{cases} g^j_u & \text{if } |g^j_u| \geq \varepsilon, \\ 0 & \text{otherwise.} \end{cases}$$

The ratio of the number of nonzero coefficients to the total number,

$$\frac{\sum_{j=0}^{4} \left| \left\{ u \in \mathcal{V}^{j+1} \setminus \mathcal{V}^j : \hat{g}^j_u \neq 0 \right\} \right|}{\sum_{j=0}^{4} |\mathcal{V}^{j+1} \setminus \mathcal{V}^j|},$$

is referred to as the compression rate.

After compression we perform the reconstruction (see the reconstruction algorithm $A2'$ in [7], p. 191), yielding an approximation with error $e^5$, $e^5 = f^5 - \hat{f}^5$, where $\hat{f}^5 = (\hat{f}^5_v)_{v \in \mathcal{V}^5}$ is the vector associated to the reconstructed function $\hat{f}^5$.

Figure 6. The reconstructed function $\hat{f}^5$ for the compression rate 0.1.
Table 1. Reconstruction errors for some compression rates.

<table>
<thead>
<tr>
<th>comp. rate</th>
<th>nr. of zero coeff.</th>
<th>$|e^5|_\infty$</th>
<th>$|e^5|_2$</th>
<th>mean ($e^5$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>3888</td>
<td>123.09</td>
<td>1764.80</td>
<td>21.70</td>
</tr>
<tr>
<td>0.1</td>
<td>3683</td>
<td>49.16</td>
<td>659.32</td>
<td>7.83</td>
</tr>
<tr>
<td>0.25</td>
<td>3070</td>
<td>11.47</td>
<td>169.78</td>
<td>1.92</td>
</tr>
<tr>
<td>0.5</td>
<td>2046</td>
<td>0.99</td>
<td>12.94</td>
<td>0.12</td>
</tr>
<tr>
<td>0.75</td>
<td>1024</td>
<td>0.07</td>
<td>0.63</td>
<td>0.004</td>
</tr>
</tbody>
</table>

We have measured this error in several ways:

- the maximum error given by
  \[
  \|e^5\|_\infty = \max_{\eta \in S^2} |e^5(\eta)| = \max_{v \in V^5} |e^5(v)|;
  \]

- the 2-norm
  \[
  \|e^5\|_2 = \left( \sum_{v \in V^5} |f^5_v - \hat{f}^5_v|^2 \right)^{1/2};
  \]

- the mean absolute error over the vertices
  \[
  \text{mean}(e^5) = \frac{1}{|V^5|} \sum_{v \in V^5} |e^5(v)|.
  \]

Figures 6, 7, and 8 show the reconstructed functions $\hat{f}^5$ for different compression rates, and the errors are tabulated in Table 1.

Figure 7. The reconstructed function $\hat{f}^5$ for the compression rate 0.25.
Appendix 7.1. Proof of Lemma 1. To simplify the formulas, let us denote

\[
A_{xoy} = \begin{vmatrix} x_1 & y_1 & 1 \\ x_2 & y_2 & 1 \\ x_3 & y_3 & 1 \end{vmatrix}, \quad A_{yoz} = \begin{vmatrix} y_1 & z_1 & 1 \\ y_2 & z_2 & 1 \\ y_3 & z_3 & 1 \end{vmatrix}, \quad A_{zox} = \begin{vmatrix} z_1 & x_1 & 1 \\ z_2 & x_2 & 1 \\ z_3 & x_3 & 1 \end{vmatrix},
\]

\[
d_T = \begin{vmatrix} x_1 & y_1 & z_1 \\ x_2 & y_2 & z_2 \\ x_3 & y_3 & z_3 \end{vmatrix}, \quad A = \sqrt{A_{xoy}^2 + A_{yoz}^2 + A_{zox}^2}.
\]

Then the equation of the plane \( M_1M_2M_3 \) is

\[
A_{yoz}x + A_{zox}y + A_{xoy}z - d_T = 0
\]

and if we project this plane onto \( xOy \) in order to transform the integral on \( \Omega \) to a double integral, we obtain

\[
d\Omega(x) = d\Omega(x, y, z) = \frac{|A|}{|A_{xoy}|} dx dy.
\]

Note that if the triangle \( T \) is parallel to \( Oz \), then \( A_{xoy} = 0 \), and in this case we prove the formula by projecting the triangle \( [M_1M_2M_3] \) onto the plane \( xOz \). So,

\[
\phi_1(x, y, z(x, y)) = ax + by - c \cdot \frac{xA_{yoz} + yA_{zox} - d_T}{A_{xoy}} = \frac{c}{A_{xoy}} \begin{vmatrix} x & y & 0 & 1 \\ x_1 & y_1 & z_1 & 1 \\ x_2 & y_2 & z_2 & 1 \\ x_3 & y_3 & z_3 & 1 \end{vmatrix} = Ax + By + C.
\]
Then

\[ f_1 = \phi_1(x_1, y_1, z_1(x_1, y_1)) = ax_1 + by_1 - \frac{c}{A_{xoy}} (x_1 y_1 0 1) \]

\[ = ax_1 + by_1 - \frac{c}{A_{xoy}} (z_1) A_{xoy} = ax_1 + by_1 + cz_1, \]

and analogously for the values \( f_2, f_3, g_1, g_2, g_3 \).

Coming back to the integral and using the formula for the integral of a Bernstein-type polynomial (see [4], §5), we may write

\[
\int_T \phi_1(x)\phi_2(x)d\Omega(x) = \int_{Pr_{xoy}T} \frac{2a(T)}{|A_{xoy}|} \phi_1(x, y, z(x, y)) \phi_2(x, y, z(x, y)) dx dy
\]

\[ = \frac{2a(T)}{|A_{xoy}|} \frac{a(Pr_{xoy}T)}{12} (f_1g_1 + f_2g_2 + f_3g_3 + (f_1 + f_2 + f_3)(g_1 + g_2 + g_3))
\]

\[ = \frac{a(T)}{12} (f_1g_1 + f_2g_2 + f_3g_3 + (f_1 + f_2 + f_3)(g_1 + g_2 + g_3)), \]

since \(|A_{xoy}| = 2a(Pr_{xoy}T)|\), as \( Pr_{xoy}T \) denotes the projection of the triangle \( T \) onto the plane \( xOy \).

**Appendix 7.2. Proof of Proposition 4.** We focus on the face \( \Delta \) of the polyhedron \( P \), contained in a plane \( P \) of equation \( ax + by + cz + d = 0 \). At least one of the numbers \( a, b, c \) is nonzero. Without loss of generality, we suppose \( c \neq 0 \) and consider the parametric equations of the plane \( P \)

\[ (18) \quad x(u, v) = u, \quad y(u, v) = v, \quad z(u, v) = -\frac{1}{c} (au + bv + d), \quad (u, v) \in \mathbb{R}^2. \]

We intend to express \( d\omega(\eta) \) and \( d\Omega(x) \) with respect to \( du \) and \( dv \).

With \( \vec{r}(u, v) = (u, v, -\frac{1}{c} (au + bv + d)) \) representing the vectorial equation of the plane \( P \) and \( \vec{r}_u = (1, 0, -\frac{d}{c}), \vec{r}_v = (0, 1, -\frac{b}{c}) \) its partial derivatives, we have \( \vec{r}_u \times \vec{r}_v = (\frac{a}{c}, \frac{b}{c}, 1) \) and therefore

\[ (19) \quad d\Omega(x) = \| \vec{r}_u \times \vec{r}_v \| du dv = \frac{\sqrt{a^2 + b^2 + c^2}}{|c|} du dv. \]

The projection onto the sphere of the point \( (x, y, z) \in \Delta \) has the coordinates

\[ X(x, y, z) = \frac{x}{\sqrt{x^2 + y^2 + z^2}}, \]

\[ Y(x, y, z) = \frac{y}{\sqrt{x^2 + y^2 + z^2}}, \]

\[ Z(x, y, z) = \frac{z}{\sqrt{x^2 + y^2 + z^2}}. \]
If we want to express $d\omega(\eta)$ with respect to $du$ and $dv$, we have to consider $x = x(u, v)$, $y = y(u, v)$, $z = z(u, v)$ given by (18). Denoting
\[
\tilde{R}(u, v) = (X(x(u, v), y(u, v), z(u, v)), Y(x(u, v), y(u, v), z(u, v)), Z(x(u, v), y(u, v), z(u, v)),
\]
we have
\[
\tilde{R}_u = (X_u, Y_u, Z_u) = (X_u x + X_y y + X_z z, Y_u x + Y_y y + Y_z z, Z_u x + Z_y y + Z_z z),
\]
and similarly
\[
\tilde{R}_v = (\nabla X \cdot \tilde{r}_u, \nabla Y \cdot \tilde{r}_u, \nabla Z \cdot \tilde{r}_u).
\]

Therefore, using the formula
\[
(\tilde{u}_1 \cdot \tilde{v}_1) (\tilde{u}_2 \cdot \tilde{v}_2) - (\tilde{u}_1 \cdot \tilde{v}_2) (\tilde{u}_2 \cdot \tilde{v}_1) = (\tilde{u}_1 \times \tilde{u}_2) (\tilde{v}_1 \times \tilde{v}_2),
\]
we further obtain
\[
\tilde{R}_u \times \tilde{R}_v = (\tilde{M} \cdot \tilde{n}, \tilde{N} \cdot \tilde{n}, \tilde{P} \cdot \tilde{n}),
\]
with
\[
\tilde{M} = \nabla Y \times \nabla Z, \quad \tilde{N} = \nabla Z \times \nabla X, \quad \tilde{P} = \nabla X \times \nabla Y,
\]
and consequently
\[
\|\tilde{R}_u \times \tilde{R}_v\|^2 = (\tilde{M} \cdot \tilde{n})^2 + (\tilde{N} \cdot \tilde{n})^2 + (\tilde{P} \cdot \tilde{n})^2.
\]
Evaluating $\tilde{M} \cdot \tilde{n}$, we get
\[
\tilde{M} \cdot \tilde{n} = \frac{1}{c} \begin{vmatrix} a & b & c \\ Y_x & Y_y & Y_z \\ Z_x & Z_y & Z_z \end{vmatrix} = \frac{x}{c(x^2 + y^2 + z^2)^2} (ax + by + cz) = -\frac{xd}{c(x^2 + y^2 + z^2)^2}
\]
and analogous expressions for $\tilde{N} \cdot \tilde{n}$ and $\tilde{P} \cdot \tilde{n}$. Finally
\[
d\omega(\eta) = \|\tilde{R}_u \times \tilde{R}_v\| \, du \, dv = \frac{|d|}{|c|} \frac{|d|}{(x^2 + y^2 + z^2)^{3/2}} \, dx \, dy.
\]
Comparing (18) and (20), we obtain
\[
d\omega(\eta) = \frac{|d|}{\sqrt{a^2 + b^2 + c^2}} \frac{1}{(x^2 + y^2 + z^2)^{3/2}} \, d\Omega(x)
\]
and thus formula (5) is proved.

Furthermore, using formula (8), we express $x$, $y$, and $z$ with respect to $\eta = (\eta_1, \eta_2, \eta_3)$ and we get
\[
(x^2 + y^2 + z^2)^{3/2} = \left(\frac{d^2}{a \eta_1 + b \eta_2 + c \eta_3} \right)^{3/2} = \frac{d^3}{(a \eta_1 + b \eta_2 + c \eta_3)^3}.
\]
Replacing it in (5), we obtain formula (6).
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