ACCURATE AND EFFICIENT EVALUATION OF SCHUR AND JACK FUNCTIONS

JAMES DEMMEL AND PLAMEN KOEV

Abstract. We present new algorithms for computing the values of the Schur $s_\lambda(x_1, x_2, \ldots, x_n)$ and Jack $J_\alpha^\lambda(x_1, x_2, \ldots, x_n)$ functions in floating point arithmetic. These algorithms deliver guaranteed high relative accuracy for positive data $(x_i, \alpha > 0)$ and run in time that is only linear in $n$.

1. Introduction

The Schur function $s_\lambda(x_1, x_2, \ldots, x_n)$ and its generalization—the Jack function $J_\alpha^\lambda(x_1, x_2, \ldots, x_n)$—play an important role in combinatorics, representation theory, mathematical physics, and multivariate statistical analysis [16, 22, 25, 29]. Yet, when attempting to compute their numerical values, one is faced with either extremely inefficient formulas (e.g., long sums of monomials) or simple, but numerically treacherous determinants.

Our goal in this paper is to design algorithms for computing the values of the Schur and Jack functions accurately and efficiently in floating point arithmetic for positive data $x_i > 0, \alpha > 0$. By accurately we mean with guaranteed “high relative accuracy”—the output must have correct sign and leading digits. By efficiently we mean in time that grows as a low order polynomial in the size of the data.

Our motivation in computing the value of the Schur function stems from the fact that an accurate and efficient algorithm for computing the Schur function immediately yields new accurate and efficient algorithms for solving totally positive generalized Vandermonde linear systems [8], improving the results of [30]. It also yields new algorithms for computing the eigenvalues and the singular value decomposition of totally positive generalized Vandermonde matrices accurately [19]. The practical interest in the Vandermonde matrices coupled with their typical notorious ill conditioning [11] has rendered traditional structure-ignoring matrix algorithms nearly useless, and it has lead to the development of accurate structure-exploiting

Received by the editor March 9, 2004 and, in revised form, October 14, 2004.
2000 Mathematics Subject Classification. Primary 65G50; Secondary 05E05.
Key words and phrases. Schur function, Jack function, zonal polynomial, high relative accuracy.

This material is based in part upon work supported by the LLNL Memorandum Agreement No. B504962 under DOE Contract No. W-7405-ENG-48, DOE Grants No. DE-FG03-94ER25219, DE-FG03-98ER25351 and DE-FG02-01ER25478, NSF Grant No. ASC-9813362, and Cooperative Agreement No. ACI-9619020.
This work was partially supported by National Science Foundation Grant No. DMS-0314286.

©2005 American Mathematical Society
Reverts to public domain 28 years from publication.
algorithms \cite{3, 6, 14}. These algorithms generalize to generalized Vandermonde matrices \cite{8, 19} as long as we can compute the value of the Schur function accurately and efficiently, which is the topic of this paper.

Our motivation in computing the Jack function comes from its connection with the hypergeometric function of matrix argument. The latter has a variety of applications in multivariate statistical analysis \cite{25}, yet it has been notoriously difficult to evaluate even in the simplest cases \cite{4, 12}.

Our efforts are further justified by the fact that the Schur and Jack functions are accurately determined by the input data. In other words, small relative perturbations in the input arguments cause small relative perturbations in the output.

To design algorithms for computing the Schur and Jack functions, we look at various determinantal expressions and formulas that may be used for their evaluation, and we then address the accuracy and efficiency of each one.

We start with the Schur function.

Let \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_p) \), \( \lambda_1 \geq \cdots \geq \lambda_p > 0 \) be a partition of \( \lambda \equiv \lambda_1 + \cdots + \lambda_p \) in \( p \) parts. We denote the conjugate partition of \( \lambda \) as \( \lambda' = (\lambda'_1, \lambda'_2, \ldots, \lambda'_p) \), where \( \lambda'_i = \# \{ \lambda_j \geq i \} \). In Frobenius notation \cite{22}, \( \lambda \) is written as

\[
\lambda = (\alpha_1, \alpha_2, \ldots, \alpha_r | \beta_1, \beta_2, \ldots, \beta_r).
\]

Here \( r = \max \{i | \lambda_j \geq i \} \) is the rank (also called the length of the diagonal) of \( \lambda \) \cite{29} p. 289, \( \alpha_j = \lambda_j - i \), and \( \beta_j = \lambda'_j - i \). A hook partition \( (a|b) \) is defined as \( (a+1, 1^b) \) and a ribbon partition \( [\alpha_i | \beta_j] \) is defined as

\[
[\alpha_i | \beta_j] = \lambda - (\alpha_1, \ldots, \alpha_{i-1}, \alpha_{i+1}, \ldots, \alpha_r | \beta_1, \ldots, \beta_{j-1}, \beta_{j+1}, \ldots, \beta_r)
\]

for \( 1 \leq i, j \leq r \). Let \( e_i \) and \( h_i \) be the elementary and complete symmetric polynomials, respectively.

The following expressions may be used to compute \( s_\lambda(x_1, x_2, \ldots, x_n) \):

\[
\begin{align*}
(1.1) \quad \text{Quotient of alternants} & \quad \det (x_i^{j-1}+\lambda_{n-j+i})_{1 \leq i,j \leq n} / \det (x_i^{j-1})_{1 \leq i,j \leq n} \\
(1.2) \quad \text{Giambelli} & \quad \det (s_{(\alpha_i | \beta_j)})_{1 \leq i,j \leq r} \\
(1.3) \quad \text{Lascoux–Pragacz} & \quad \det (s_{(\alpha_i | \beta_j)})_{1 \leq i,j \leq r} \\
(1.4) \quad \text{Jacobi–Trudi} & \quad \det (h_{\lambda_i-i+j})_{1 \leq i,j \leq p} \\
(1.5) \quad \text{Dual Jacobi–Trudi} & \quad \det (e_{\lambda'_i-i+j})_{1 \leq i,j \leq \lambda_i} \\
(1.6) \quad \text{Combinatorial definition} & \quad \sum_{SSYT} x^T.
\end{align*}
\]

The summation in the last expression is over all semistandard Young tableaux (SSYT) of shape \( \lambda \) \cite{29}, p. 308.

The expressions (1.1)–(1.6) appear in \cite{21} and \cite{22} pp. 40, 47, 87, 41, 73; (1.1) and (1.4)–(1.6) also appear in \cite{29} pp. 334, 342, 344, 308; (1.5) is also called the Nâgelsbach–Kostka formula in \cite{21}. We will repeatedly refer to these identities throughout this paper.

The challenge in computing the Schur function in floating point arithmetic is in achieving the twin goals of guaranteed accuracy and efficiency. As we will explain below, none of the expressions (1.1)–(1.6) fit that bill. The expressions (1.1)–(1.6) are all very efficient (it takes not more than \( O(k^3) \) arithmetic operations to evaluate a \( k \times k \) determinant), but roundoff errors may render them inaccurate. The situation is reversed with the last expression (1.6) — it is always accurate when
\( x_i > 0 \), but a straightforward implementation is not efficient since it represents the addition of \( O(n^{|\lambda|}) \) terms.

In our complexity analysis we assume that \( x_i \) and \( \alpha \) are floating point numbers with some fixed number of significant digits, and that we want as many significant digits in the output. The number of variables \( n \) and the \( \lambda_i \) are integer inputs. We choose \( |\lambda| \) as the measure of the size of the input partition \( \lambda \), since we believe that \( |\lambda| \leq \lambda_1 \cdot \lambda'_1 \) better captures the size of \( \lambda \) than either \( \lambda'_1 \) (the number of parts of \( \lambda \)) or \( \lambda \) (the number of parts of \( \lambda' \)). Our goal is an algorithm whose complexity is bounded by a polynomial function of \( n \) and \( |\lambda| \). In particular the complexity must be independent of the values of the floating point inputs \( x_i \) and \( \alpha \).

To understand and overcome the computational challenges in evaluating the Schur and Jack functions, we look at how the efficiency of an algorithm is measured and how accuracy is lost.

Measuring the efficiency is straightforward. The cost of an algorithm that performs \( m \) arithmetic operations in \( N \)-digit floating point arithmetic is \( O(m \cdot N \log N \log \log N) \). (Straightforward implementation of \( N \)-digit arithmetic costs \( O(N^2) \) or just \( O(N \log N \log \log N) \) if \( \lceil \log_2 N \rceil \) is used for multiplication and Newton’s method for division.) In double precision binary floating point arithmetic, \( N = 53 \) binary digits and the cost of an algorithm is typically said to be \( O(m) \).

The issue of accuracy is more subtle. We account for roundoff errors in \( N \)-digit (binary) floating point arithmetic using the standard model [15, §2.2] in which we assume that the relative error of any arithmetic operation is small:

\[
(1.7) \quad \text{fl}(x \odot y) = (x \odot y)(1 + \delta), \quad \text{where} \; \odot \in \{+, -, \times, /\} \text{ and } |\delta| \leq \epsilon,
\]

where \( \epsilon = 2^{-N} \) is called machine precision. This model implies that products, quotients, and sums of like-signed quantities are computed accurately, i.e., with low relative error. Also, if \( x \) and \( y \) are inputs (and so can be considered exact), then \( \text{fl}(x \pm y) = (x \pm y)(1 + \delta) \) is computed accurately. Loss of relative accuracy can only occur when subtracting approximate same-sign quantities of the same magnitude. A subtraction \( c = a - b \) results in the loss of \( \log_2 c = \log_2 a - \log_2 b \) binary digits. This phenomenon is known as subtractive cancellation and is the reason for loss of accuracy in linear algebra algorithms.

The standard remedy for loss of accuracy is to increase the precision (i.e., increase \( N \)). The complexity of the algorithm also increases and it does so slightly superlinearly with \( N \). Whether or not such an approach is efficient depends on whether the total amount of subtractive cancellation in an algorithm (and therefore the number of digits \( N \) that need to be used) is bounded by a polynomial in \( n \) and \( |\lambda| \).

Rounding errors can cause arbitrary loss of accuracy in evaluating \((1.1) - (1.4)\). In Sections 2 and 3 we show that these expressions will not lead to accurate and efficient algorithms for computing the Schur function. Interestingly, the determinants \((1.2) - (1.4)\) may be inaccurate regardless of how they are evaluated—rounding errors resulting just from storing them in the computer cause major loss of accuracy.

In Section 4 we prove that the amount of subtractive cancellation in evaluating the dual Jacobi–Trudi determinant \((1.5)\) is bounded. This fact leads to our first main result—an accurate and efficient algorithm for evaluating the Schur function based on \((1.5)\). The total cost is \( O((n|\lambda| + \lambda_1^2)(|\lambda|\lambda_1)^{1+\rho}) \), where \( \rho \) is a tiny constant that accounts for certain logarithmic functions.
The final expression for the Schur function—its combinatorial definition (1.6)—involves no subtractions and is therefore always accurate. The only problem is efficiency. In Section 5 we use dynamic programming to design our second accurate Algorithm 5.2 for computing the Schur function. Although this algorithm is not efficient according to our definition (it is linear in $n$, but superpolynomial in $\|\lambda\|$) it is exponentially faster than an explicit evaluation of (1.6). It does not require extra precision to guarantee its accuracy.

Most importantly, Algorithm 5.2 generalizes to yield to our third main result in this paper—Algorithm 6.2 for computing the Jack function.

None of the determinantal identities (1.1)–(1.5) have known equivalents for the Jack function. Algorithm 6.2 is the fastest algorithm of any kind for computing the hypergeometric Jack function. Algorithm 6.2 is the fastest algorithm of any kind for computing $J_\alpha$ and has lead to the first practical algorithm [1, 10] for computing the hypergeometric function of matrix argument [20].

Algorithms 5.2 and 6.2 are accurate since they only add, multiply, and divide positive numbers. They can produce symbolic output when the inputs $x_i$ are symbolic variables in a symbolic computing environment such as MAPLE [24].

In Section 7 we develop the perturbation theory and error analysis. Finally, we present numerical experiments in Section 8.
roundoff errors resulting just from storing these matrices in the computer cause irrecoverable loss of accuracy.

When \( \lambda = (2,2) = (1,0|1,0) \) both the Giambelli (1.2) and Lascoux–Pragacz (1.3) determinants evaluate the same expression

\[
s_\lambda(x,y) = \det \begin{pmatrix} s_{(1|1)} & s_{(1|0)} \\ s_{(0|1)} & s_{(0|0)} \end{pmatrix} = \det \begin{pmatrix} s_{[1|1]} & s_{[1|0]} \\ s_{[0|1]} & s_{[0|0]} \end{pmatrix} = \det \begin{pmatrix} s_{(2,1)} & s_{(2)} \\ s_{(1,1)} & s_{(1)} \end{pmatrix}
\]

(3.1)

Say we use \( m \)-digit binary floating point arithmetic. If \( x = 2^{m+2} \) and \( y = 1 \), then \( \text{fl}(x+y) = x \), \( \text{fl}(x^2 + xy + y^2) = x^2 \), and the determinant (3.1) becomes

\[
\det \begin{pmatrix} x^2 & x^2 \\ x & x \end{pmatrix}.
\]

Any reasonable algorithm will evaluate (3.2) as zero, whereas \( s_{(2,2)}(x,y) = x^2y^2 \).

The Jacobi–Trudi determinant (1.4) is susceptible to the same problem. For example when \( \lambda = (1,1) \)

\[
s_\lambda(x,y) = \det \begin{pmatrix} h_1 & h_2 \\ 1 & h_1 \end{pmatrix} = \det \begin{pmatrix} x+y & x^2 + xy + y^2 \\ 1 & x+y \end{pmatrix}.
\]

Again, in \( m \)-digit binary floating point arithmetic, \( x = 2^{m+2} \) and \( y = 1 \) make the above determinant zero, far from its true value \( xy \).

4. The Dual Jacobi–Trudi Determinant

In this section we prove that evaluating the dual Jacobi–Trudi determinant (1.5), using Gaussian elimination with no pivoting in \( (2|\lambda|\lambda_1 \log_2 \lambda_1 + d) \)-digit binary floating point arithmetic, produces the value of the Schur function correct to at least \( d \) digits. This leads to our accurate and efficient Algorithm 4.3 for computing \( s_\lambda(x_1, x_2, \ldots, x_n) \) with complexity

\[
O((n|\lambda| + \lambda^d_1)(|\lambda|\lambda_1)^{1+\rho}),
\]

where \( \rho \) is tiny and accounts for certain logarithmic functions.

**Theorem 4.1.** Let \( A = (e_{i+j-1, i+j})_{1 \leq i, j \leq \lambda_i} \) be the matrix from the dual Jacobi–Trudi determinant (1.5) and let \( A = LU \) be its LU decomposition resulting from Gaussian elimination with no pivoting. Then subtractive cancellation can result in the loss of not more than \( N = 2|\lambda|\lambda_1 \log_2 \lambda_1 \) binary digits in \( s_\lambda = \det(U) \).

**Proof.** Denote \( l_i = \lambda'_i \), i.e., \( \lambda' = (l_1, l_2, \ldots) \).

Let \( a_{ij}^{(k)} \) be the elements of the \( k \)th Schur complement of \( A \). Using MATLAB notation for the submatrices of \( A \),

\[
a_{ij}^{(k)} = \frac{\det A([1:k-1, i], [1:k-1, j])}{\det A([1:k-1, 1:k-1])} = \frac{s_{\eta/\mu}}{s_\mu},
\]

where \( \eta = (l_1 + j, \ldots, l_{k-1} + j, l_k + j)' \), \( \mu = (l_1, l_2, \ldots, l_{k-1})' \), and \( \nu = (j^{k-1})' \). The matrix \( A \) is totally nonnegative when \( x_i > 0 \), because all minors of \( A \) have the form \( s_{\kappa/\theta} \) for some partitions \( \kappa \) and \( \theta \). The total nonnegativity is preserved
Lemma 4.2. Let \( a_{ij} = e_{t_{i} - j + i} \). Let \( t \equiv l_i - j + i \geq 0 \). Then
\[
a^{(k)}_{ij} = \frac{s_{\eta/\nu}}{s_\mu} = a_{ij} - \sum_{s=1}^{k-1} l_{is} u_{sj} = e_t - \sum_{s=1}^{k-1} l_{is} u_{sj}.
\]

The cumulative subtractive cancellation in forming \( a^{(k)}_{ij} \) can result in the loss of at most
\[
\log_2 a_{ij} - \log_2 a^{(k)}_{ij} = \log_2 \frac{a_{ij}}{a^{(k)}_{ij}} = \log_2 \frac{s_\mu e_t}{s_{\eta/\nu}}
\]
digits. We will now bound \( s_\mu e_t/s_{\eta/\nu} \) by the size of the largest coefficient in the expansion of \( s_\mu e_t \) as a sum of monomials.

Proof. It is more convenient to think of \( \theta \) as a skew-SSYT of shape \( \tilde{\mu}/\nu \), where \( \tilde{\mu} = (l_1 + j, \ldots, l_{k-1} + j)' \). We utilize the definition of a SSYT from Macdonald [22, p. 5]. Let \( \theta \) and \( \kappa \) be
\[
\nu = \mu^{(0)} \subset \mu^{(1)} \subset \cdots \subset \mu^{(r)} = \tilde{\mu}, \quad (0) = \theta^{(0)} \subset \theta^{(1)} \subset \cdots \subset \theta^{(r)} = (t)',
\]
where \( \mu^{(i)} - \mu^{(i-1)} \) and \( \theta^{(i)} - \theta^{(i-1)} \) are horizontal strips [22, pp. 71–72] for \( 1 \leq i \leq r \). Then the sequence of partitions
\[
\nu = \mu^{(0)} + \theta^{(0)} \subset \mu^{(1)} + \theta^{(1)} \subset \cdots \subset \mu^{(r)} + \theta^{(r)} = \tilde{\mu} + (t)' = \eta
\]
is a SSYT of shape \( \eta/\nu \) and content \( T = \theta \cup \kappa \), because every skew diagram
\[
(\mu^{(i)} + \theta^{(i)}) - (\mu^{(i-1)} + \theta^{(i-1)})
\]
is a horizontal strip: \( (\mu^{(i)} + \theta^{(i)}) = \mu_j^{(i)} + \theta_j^{(i)} \) and
\[
\mu_1^{(i)} + \theta_1^{(i)} = \mu_1^{(i-1)} + \theta_1^{(i-1)} \geq \mu_2^{(i)} + \theta_2^{(i)} = \mu_2^{(i-1)} + \theta_2^{(i-1)} \geq \cdots.
\]
Therefore, \( x^T \) participates in the expansion of \( s_{\eta/\nu} \) as a sum of monomials, as desired. \( \square \)

Returning to the proof of Theorem 4.1, we bound \( s_\mu e_t/s_{\eta/\nu} \) by the size of the largest coefficient in front of a monomial symmetric function \( m_\theta \) in the expansion of \( s_\mu e_t \) in the monomial symmetric function basis.

Let \( h(i,j) \equiv \lambda_i + \lambda_j' - i - j + 1 \) be the hook length at \( (i,j) \in \lambda \), and let \( H(\lambda) \equiv \prod_{(i,j) \in \lambda} h(i,j) \). Then the number of standard Young tableaux of shape \( \lambda \) filled with the numbers \( 1, 2, \ldots, |\lambda| \) is \( f^\lambda = |\lambda|!/H(\lambda) \) [29, Cor. 7.21.6, p. 376]. The Kostka numbers \( K_{\lambda,\alpha} \) denote the number of SSYT of shape \( \lambda \) and content \( \alpha \). Trivially \( K_{\lambda,\alpha} \leq f^\lambda \).

By the Littlewood–Richardson rule,
\[
(4.1) \quad s_\mu e_t = \sum_{\gamma} s_\gamma,
\]
where the summation is over all partitions \( \gamma \) such that \( \gamma/\mu \) is a vertical \( t \)-strip [22, (5.17), p. 73]. By comparing the coefficients in front of \( x_1 \ldots x_{|\lambda|} \) in (4.1) and using
\[
|\gamma| = |\eta/\nu| = l_1 + \cdots + l_{k-1} + l_i + j \leq |\lambda| + \lambda_i,
\]
we obtain
\[
\sum_{\gamma} f^\lambda = \left(\frac{|\gamma|}{t}\right)^f = \frac{|\gamma|!}{H(\mu)!} \leq \lambda_1^{\lambda_1 + \lambda_1} \leq \lambda_1^{2|\lambda|}.
\]

For a (skew) partition \( \alpha \) we have \( s_\alpha = \sum_{\theta|\alpha} K_{\alpha,\theta} m_\theta \). Now \( x_i > 0 \) implies \( m_\theta > 0 \) and
\[
s_\mu e_\gamma = \frac{\sum_{\gamma} \sum_{\theta|\gamma} K_{\gamma,\theta} m_\theta}{\sum_{\theta|\gamma} K_{\eta,\gamma} m_\theta} \leq \max_{\gamma} K_{\gamma,\theta} \leq \sum_{\gamma} f^\gamma \leq \lambda_1^{2|\lambda|}.
\]

Therefore each step of Gaussian elimination can result in the loss of at most \( \log_2 \lambda_1 \lambda_1 = 2|\lambda| \log_2 \lambda_1 \) digits in any given entry of the Schur complement. Subtractive cancellation during the \( \lambda_1 \) steps of Gaussian elimination required to compute \( s_\lambda = \det A \) will result in the loss of at most
\[
N \equiv 2|\lambda| \lambda_1 \log_2 \lambda_1 \quad \Box
\]

**Algorithm 4.3** (Accurate dual Jacobi–Trudi determinant). The following algorithm computes the Schur function with at least \( d \) accurate binary digits.

**In (2|\lambda| \lambda_1 \log_2 \lambda_1 + d)-digit binary floating point arithmetic:**

- Set \( e_1(x_1) = x_1 \)
- For \( k = 2 : \lambda_1 + \lambda_1 - 1 \)
  - For \( j = 2 : k \)
    - \( e_k(x_1, \ldots, x_j) = e_k(x_1, \ldots, x_{j-1}) + x_j \cdot e_{k-1}(x_1, \ldots, x_{j-1}) \)
  - \( s_\lambda = \det(e_{\lambda_1+j})_{1 \leq i,j \leq \lambda_1} \) using Gaussian elimination with no pivoting
  - Round \( s_\lambda \) back to \( d \) digits

We bound the cost of Algorithm 4.3 by using the fact that any arithmetic operation performed in \( N \)-digit arithmetic costs \( O(N \log N \log \log N) \) (see the discussion in the Introduction). The elementary symmetric functions are computed accurately in a subtraction-free fashion. Since \( \lambda_1 + \lambda_1 - 1 \leq |\lambda| \), the cost of Algorithm 4.3 is only linear in \( n \) and polynomial in \( |\lambda| \):

\[
O\left((|\mu| \lambda_1^2)(|\lambda| \lambda_1)^{1+\rho}\right),
\]

where \( \rho > 0 \) is tiny and accounts for all the logarithmic functions.

We finish this section with a short note on the combinatorial reasons for the amount of subtractive cancellation to be bounded in the dual Jacobi–Trudi determinant (1.3), but not in determinants (1.2)–(1.4).

Let \( A \) be an \( m \times m \) matrix from any of the determinants (1.2)–(1.5). Then \( s_\lambda = \det A \). Let \( s_\mu = \det A_{1:m-1,m-1} \), \( s_\mu = A_{mm} \) and \( A = LU \) be the LU decomposition of \( A \). Then, as before, the number of digits lost due to subtractive cancellation in computing \( U_{mm} \) is \( \log (s_\mu s_\nu / s_\lambda) \) and the question comes down to deciding when \( s_\mu s_\nu / s_\lambda \) is bounded independently of the values of the \( x_i \). Assume that \( n \) is not too small (e.g., \( n \geq |\lambda| \)). Fix \( x_2, x_3, \ldots \) and consider \( f(x_1) = s_\mu s_\nu / s_\lambda \) as a rational function of \( x_1 \) only. Since \( \deg_x s_\lambda = \lambda_1 \) and \( \deg_x s_\mu s_\nu = \nu_1 + \mu_1 \), the function \( f \) will be bounded only if \( \nu_1 + \mu_1 \leq \lambda_1 \). It is now trivial to verify that this only happens in the case of the dual Jacobi–Trudi determinant.
5. THE COMBINATORIAL DEFINITION OF THE SCHUR FUNCTION

In this section we design an algorithm to make the computation of the Schur function using its combinatorial definition

\[ s_\lambda = \sum_{T \in \text{SSYT}} x^T \]  

practical. The expression  is attractive because it only involves multiplications and additions of positive numbers. There will be no need to use extra precision—the value of \( s_\lambda \) will be computed to high relative accuracy.

The only problem with (5.1) is efficiency, since it represents the addition of

\[ s_\lambda(n) = \prod_{(i,j) \in \lambda} \frac{n - i + j}{h(i,j)} = O(n|\lambda|) \]

terms, where \( h(i,j) = \lambda_i + \lambda'_j - i - j + 1 \) is again the hook length at \((i,j)\) [22, Ex. 4, p. 45].

In what follows, we use dynamic programming [5] and the combinatorial properties of the Schur function to derive an algorithm based on (5.1). The resulting algorithm is only linear in \( n \) and is thus exponentially faster than an explicit evaluation of (5.1).

For compactness we write \( x_1: k \) for the vector \((x_1, x_2, \ldots, x_k)\).

Example 5.1. We illustrate our main idea by a small example. Straightforward evaluation of \( s_{(1,1)} = \sum_{i<j} x_i x_j \) costs \( n^2 - n = O(n^2) \) arithmetic operations. Instead, we write

\[ s_{(1,1)}(x_1:n) = \sum_{i=1}^{n-1} (x_1 + \cdots + x_i) \cdot x_{i+1} = \sum_{i=1}^{n-1} s_{(1):i} \cdot x_{i+1}, \]

and we precompute \( s_{(1):i} = s_{(1)}(x_1:i-1) + x_i \) for \( i = 1, 2, \ldots, n \), thus performing \( n - 1 \) arithmetic operations. Finally, we compute \( s_{1:n} \) as

\[ s_{(1,1)}(x_1:n) = \sum_{i=1}^{n-1} s_{(1):i} \cdot x_{i+1} \]

performing another \( 2n - 1 \) operations for a total complexity of \( 3n - 2 = O(n) \).

This idea generalizes to arbitrary partitions \( \lambda \) and, to Jack functions as well.

For a partition \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_p) \), the general version of (5.3) is

\[ s_\lambda(x_1:n) = \sum_{\mu} s_\mu(x_1:n-1)x_n^{[\lambda/\mu]}, \]

where the summation is over all \( \mu \leq \lambda \) such that \( \lambda/\mu \) is a horizontal strip, i.e.,

\[ \lambda_1 \geq \mu_1 \geq \lambda_2 \geq \mu_2 \geq \cdots. \]

When \( \lambda_i+1 < \lambda_i \), we write

\[ s_{(\lambda_1)}(x_1:n) = \sum_{\mu} s_\mu(x_1:n-1)x_n^{[\lambda_1/\mu]}, \]

and simplify (5.4) further by observing that when \( \lambda_2 < \lambda_1 \)
where the summation is over all $\mu \leq \lambda(1)$ such that $\lambda(1)/\mu$ is a horizontal strip. Substituting (5.7) into (5.4) we obtain

$$s_{\lambda}(x_{1:n}) = \sum_{\mu} s_{\mu}(x_{1:n-1})x_n^{\lambda/\mu},$$

if $\lambda_2 = \lambda_1$;

$$s_{\lambda(1)}(x_n) x_n + \sum_{\mu} s_{\mu}(x_{1:n-1})x_n^{\lambda/\mu},$$

otherwise.

Both summations in (5.8) are over all partitions $\mu \leq \lambda$ such that $\mu_1 = \lambda_1$ and $\lambda/\mu$ is a horizontal strip. Using (5.5) we rewrite (5.8) as

$$s_{\lambda} = \begin{cases} \sum_{\mu_2=\lambda_2} \cdots \sum_{\mu_p=\lambda_p} s_{\mu}(x_{1:n-1})x_n^{\lambda/\mu}, & \text{if } \lambda_2 = \lambda_1; \\ s_{\lambda(1)}(x_n) x_n + \sum_{\mu_2=\lambda_3} \cdots \sum_{\mu_p=\lambda_p} s_{\mu}(x_{1:n-1})x_n^{\lambda/\mu}, & \text{otherwise.} \end{cases}$$

This is the main equation we will use to recursively compute the Schur function in Algorithm 5.2 below. The key to attaining efficiency is to store all Schur functions as they are computed and to reuse their values as necessary.

**Algorithm 5.2** (Schur function). The following algorithm computes the Schur function $s_{\lambda}(x_1, x_2, \ldots, x_n)$ given $x = (x_1, x_2, \ldots, x_n)$ and $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_p)$, $\lambda_1 \geq \cdots \geq \lambda_p > 0$, using only additions and multiplications. All functions are called by value. The variables $x$ and $\lambda$ are global. All other variables are local.

```plaintext
function schur(x, λ)
  n = length(x)
  allocate S(1 : N_λ, 1 : n)  // (N_λ is defined in (5.10))
  for every ν ≤ λ set S(N_ν, 1 : n) = "empty"
  return sch(n, 1, λ).

function s = sch(m, k, ν)
  if ν_1 = 0 or m = 0 then return s = 1
  if ν_{m+1} > 0 then return s = 0
  if m = 1 then return s = x_1^{ν_1}
  if S(N_ν, m) ≠ "empty" then return s = S(N_ν, m)
  s = sch(m - 1, 1, ν)
  if ν_1 > ν_2 then
    s = s + x_m · sch(m, 1, ν(1))
    i = 2
  while ν_i > 0
    if ν_i > ν_{i+1} then
      if ν_i > 1 then s = s + x_m · sch(m, i, ν(1))
      else s = s + x_m · sch(m - 1, 1, ν(i))
      i = i + 1
  if k = 1 then S(N_ν, m) = s
```

Algorithm 5.2 implements (5.9) by recursively generating all partitions $\mu \leq \lambda$ such that $\mu_1 = \lambda_1$ and $\lambda/\mu$ is a horizontal strip.

In order to be able to store and recall the values of the computed Schur function, we assign a distinct integer index $N_\mu$ to every partition $\mu \leq \lambda$ according to

$$N_\mu = \sum_{i=1}^{p} \mu_i \cdot M_i, \quad \text{where } M_i = \prod_{j=i+1}^{p} (\lambda_j + 1).$$
For example, if \( \lambda = (9,9,9) \), this scheme would assign (distinct) three-digit integers to all partitions \( \mu \leq (9,9,9) \) with \( N_{(5,4,1)} = 541 \), etc.

There are, of course, other possible indexing schemes. The advantage of the scheme above is that partitions that differ in only one part have a very easy relationship between their indexes: \( N_{\mu(i)} = N_{\mu} - M_i \). Also, it is easy to recover the parts of \( \mu \) from \( N_{\mu} \) at \( O(1) \) operations per part:

\[
\mu_1 = \left\lfloor \frac{N_{\mu}}{M_1} \right\rfloor \quad \text{and} \quad \mu_i = \left\lfloor \frac{\text{mod}(N_{\mu}, M_{i-1})}{M_i} \right\rfloor \quad \text{for} \quad i > 1,
\]

where \( \text{mod}(q,r) \) is the remainder of \( q \) modulo \( r \);

In our MATLAB implementation of Algorithm 5.2 (available from [18]) we never manipulate the actual partitions, just their indexes.

The function \( \text{sch}(m,k,N_\nu) \) computes \( s_\nu(x_1,x_2,\ldots,x_m) \) recursively. The parameter \( k \) keeps track of the depth of the recursion and ensures that any subsequent partition (call it \( \eta \)) generated further into the recursion satisfies \( \eta_i = \nu_i \), \( i = 1,2,\ldots,k \).

The recursion terminates when \( \lambda = 0 \) (then \( s_\lambda = 1 \)); \( \lambda = (1) \) and \( n = 1 \) (then \( s_\lambda = x_1 \)); or \( n = 0 \) (then \( s_\lambda = 0 \)).

Computed Schur functions are stored in the array \( S \) and reused as needed without being recomputed.

To compute the sum (5.9), Algorithm 5.2 recursively generates all \( \mu \leq \lambda \) such that \( \lambda_1 = \mu_1 \), and \( \lambda/\mu \) is a horizontal strip (i.e., \( \lambda_{i+1} \leq \mu_i \leq \lambda_i \) for \( i \geq 2 \)).

Next, we bound the cost of Algorithm 5.2.

A single call to \( \text{sch} \) costs at most \( O(p) = O(\lambda_1) \) work. To bound the number of calls to \( \text{sch} \), let \( P_m \) be the number of partitions \( |\mu| \leq m \). In the course of recursion at most \( P_{\lambda_1} \cdot n \) Schur functions are computed (along with \( s_\lambda(x_1,x_2,\ldots,x_n) \) whose value we want). These are \( s_\lambda(x_1,x_2,\ldots,x_i), \mu \leq \lambda, i = 1,2,\ldots,n \).

There are at most \( P_{\lambda_1} \) terms in (5.9) (in fact a lot less). Therefore the cost of Algorithm 5.2 is bounded by \( O(P_{\lambda_1}^2 \cdot \lambda_1 \cdot n) \).

There is no explicit formula for the number of partitions \( \nu \leq \lambda \) or the number \( P_m \) of partitions \( |\nu| \leq m \). We can however use Ramanujan’s asymptotic formula [13, p. 116] for number of partitions of \( m \)

\[
p(m) \sim \frac{1}{4m\sqrt{3}} \exp \left( \pi\sqrt{2m/3} \right)
\]

to obtain

\[
P_m = \sum_{i=1}^{m} p(i) \sim O \left( \exp \left( \pi\sqrt{2m/3} \right) \right) \quad \text{and} \quad P_m^2 \sim O \left( \exp \left( 2\pi\sqrt{2m/3} \right) \right).
\]

Therefore the complexity of Algorithm 5.2 is only linear in \( n \) and subexponential in \( |\lambda| \); it is bounded by

\[
(5.11) \quad O \left( \frac{5.2\lambda_1^{1/2} \cdot \lambda_1 \cdot n}{\lambda_1} \right).
\]

In a previous work [7], we presented an algorithm in which we bounded the cost of computing \( s_\lambda(x_1,x_2,\ldots,x_n) \) by

\[
O(n(1+\lambda_1)^{\log n} \cdots (1+\lambda_p)^{\log n})
\]
exponentially faster than (5.2). Comparing this to bound (5.11) we see that our new Algorithm 5.2 can be exponentially faster again, indeed only linear in $n$ (although not polynomial in $|\lambda|$ as Algorithm 4.3 is).

Note that the objects stored in the table $S()$ or returned by function $sch()$ could be numbers (if the $x_i$ are numbers) or symbolic polynomials (if the $x_i$ are indeterminates). Thus the algorithm above can be used to compute Schur polynomials numerically or symbolically. But there are (at least) two ways to implement symbolic evaluation. The simplest way is to fully evaluate each entry of $S()$ or value of $sch()$ as an explicit sum of monomials. In this case the cost is at least as large as the size of the output, or $O(n|\lambda|)$. The second, faster way is to exploit previously computed subexpressions in the table $S()$, and not expand them. In other words, each entry of $S()$ or value of $sch()$ is represented as a polynomial in the $x_i$ and previously computed table entries in $S()$. If we were to write out the symbolic expression for the final result $sch(1, n, \lambda)$, we would get a sequence of assignment statements, where each statement assigns an explicit polynomial expression in previously computed quantities to a new variable name. This symbolic evaluation of a Schur polynomial as a sequence of assignment statements performing only additions and multiplications (called a DAG or straight line code in computer science language) can be exponentially smaller than an explicit sum of monomials, as the next proposition shows.

**Proposition 5.3.** The Schur polynomial can be represented symbolically as a DAG (using only addition and multiplication) whose size is bounded by (5.11).

**Proof.** We can place the Schur polynomials $s_\mu(x_1, x_2, \ldots, x_i)$ for all $\mu \leq \lambda$ and all $i \leq n$ on the nodes of the graph. We will have at most $P_{|\lambda|}$ edges coming out of each node. Similar to the derivation of (5.11), the total size of the DAG will not exceed (5.11). \qed

6. Computing the Jack function

The Jack symmetric function

$$J^\alpha(1, n, \lambda) = \sum_{T \in SSYT} f_T(\alpha)x^T,$$

is a generalization of the Schur function. It depends on a parameter $\alpha$ and its coefficients are polynomials in $\alpha$, not just integers [17, 28]. When $\alpha = 1$ we obtain the (normalized) Schur function, and when $\alpha = 2$ we obtain the zonal polynomial.

In this section we use an approach similar to that of Algorithm 5.2 to compute the value of the Jack function. The resulting Algorithm 6.2 is the fastest algorithm of any kind for computing the value of the Jack function. It represents an exponential improvement over the approach taken in [12] for the computation of the zonal polynomials $C_\kappa$.

We use a generalization of the recursive formula (5.4).

**Proposition 6.1.** For a partition $\lambda$ let

$$h^\lambda_{\mu}(i, j) \equiv \lambda'_j - i + \alpha(\lambda_i - j + 1) \quad \text{and} \quad h^\lambda_{\mu}(i, j) \equiv \lambda'_j - i + 1 + \alpha(\lambda_i - j)$$

be the upper and lower hook lengths at $(i, j) \in \lambda$, respectively. Define

$$\beta_{\lambda\mu} \equiv \frac{\prod_{(i,j)\in\lambda} B^\lambda_{\mu}(i,j)}{\prod_{(i,j)\in\mu} B^\mu_{\mu}(i,j)}, \quad \text{where} \quad B^\mu_{\mu}(i,j) \equiv \begin{cases} h^\mu_{\mu}(i,j), & \text{if } \lambda'_j = \mu'_j; \\ h^\mu_{\mu}(i,j), & \text{otherwise.} \end{cases}$$
Then
\[ J^\alpha_\lambda(x_1, x_2, \ldots, x_n) = \sum_{\mu \leq \lambda} J^\alpha_\mu(x_1, x_2, \ldots, x_{n-1}) x_1^{\lambda/\mu} \beta_{\lambda\mu}, \]
where the summation is over all \( \mu \leq \lambda \) such that \( \lambda/\mu \) is a horizontal strip.

**Proof.** Define
\[
j_\mu = \prod_{(i,j) \in \mu} h^\alpha(i,j)h^\mu(i,j) \quad \text{and} \quad A^\alpha_{\lambda\mu}(i,j) = \begin{cases} h^\alpha(i,j), & \text{if } \lambda_j = \mu_j^j; \\ h^\mu(i,j), & \text{otherwise}. \end{cases}
\]
Then [28 (20)] \( J^\alpha_\lambda(x_1, x_2, \ldots, x_n) = \sum_{\mu \leq \lambda} J^\alpha_\mu(x_1, x_2, \ldots, x_{n-1}) J^\alpha_{\lambda/\mu}(x_n) j_\mu^{-1} \), where the summation is over all \( \mu \leq \lambda \) such that \( \lambda/\mu \) is a horizontal strip. Let \( m = |\lambda/\mu| \).

From [28] Thms. 5.8 and 6.1, and Lemma 6.2 we obtain
\[
J^\alpha_{\lambda/\mu}(x_n) j_\mu^{-1} = \frac{x_n}{\alpha^m n!} \cdot \sum_{(i,j) \in \mu} A^\alpha_{\lambda\mu}(i,j) \cdot \prod_{(i,j) \in \lambda} B^\lambda_{\lambda\mu}(i,j)
\]
\[
= \frac{x_n}{\alpha^m n!} \cdot \prod_{(i,j) \in \mu} A^\alpha_{\lambda\mu}(i,j) \cdot \prod_{(i,j) \in \lambda} B^\lambda_{\lambda\mu}(i,j)
\]
\[
= x_n \cdot \prod_{(i,j) \in \mu} A^\alpha_{\lambda\mu}(i,j) \cdot \prod_{(i,j) \in \lambda} B^\lambda_{\lambda\mu}(i,j)
\]
which yields (6.2). \( \square \)

**Algorithm 6.2** (Jack function). The following algorithm computes the Jack function \( J^\alpha_\lambda(x_1, x_2, \ldots, x_n) \) given \( x = (x_1, x_2, \ldots, x_n) \) and \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_p), \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_p > 0 \). All functions are called by value. The variables \( x_i, \lambda_i, \) and \( \alpha \) are global variables. All other variables are local.

```plaintext
function jack(x, \lambda, \alpha)
    n = length(x)
    allocate S(1 : N_\lambda, 1 : n) (N_\lambda is defined in [5.10])
    For every \nu \leq \lambda set S(N_\nu, 1 : n) = "empty"
    return jack(n, 0, \lambda, \lambda)

function s = jac(m, k, \mu, \nu)
    if \nu_1 = 0 or \mu = 0 then return s = 1
    if \nu_{m+1} > 0 then return s = 0
    if m = 1 then return \nu_1 \cdot \prod_{i=1}^{\nu_1-1} (i\alpha + 1)
    if k = 0 and S(N_\nu, m) \neq "empty" then return \nu_1 = 1
    s = jac(m - 1, \nu, \nu) \cdot \beta_{\mu\nu} \cdot \nu^{\nu_1-\nu_1} \cdot B^\lambda_{\lambda\mu}(i,j)
    \beta_{\mu\nu} is computed using (6.1)
    while \nu_i > 0
        if \nu_i > \nu_{i+1} then
            if \nu_i > 1 then s = s + jac(m, i, \mu, \nu_i)
        else s = s + jac(m - 1, \nu_i, \nu_i) \cdot \beta_{\mu\nu_i} \cdot \nu^{\nu_1-\nu_i}
        \nu_i = i + 1
    if k = 0 then S(N_\nu, m) = s
```

Algorithm 6.2 computes the Jack function by implementing (6.2). The recursion terminates when \( \lambda = (0) \) (then \( J^0_{(0)} = 1 \)); \( \lambda = (k) \) and \( n = 1 \) (then \( J^\alpha_1(x_1) = x^k(1 + \alpha)(1 + 2\alpha) \cdots (1 + (k - 1)\alpha) \)); or \( \lambda_n > 0 \) (then \( J^\alpha_\lambda(x_1, \ldots, x_n) = 0 \)). In computing the Jack function we do not make use of a relationship of type (5.7) and do not know if such a relationship exists.

We confirmed the correctness of the implementation of Algorithm 6.2 by comparing its output for symbolic input \( x_i \) and \( \alpha \) to that of the package [9]. We made no speed comparison with the implementation [9] because the latter produces symbolic output with complexity independent of \( n \).

To bound the complexity of Algorithm 6.2 we can repeat the complexity analysis of Algorithm 5.2. Since \( \beta_{\lambda\mu} \) costs at most \( 10|\lambda| \) to compute; the cost of Algorithm 6.2 is bounded by

\[
O \left( e^{5.2|\lambda|^{1/2}} \cdot |\lambda| \cdot \lambda_1 \cdot n \right).
\]

Just as in the case of the Schur function, the bound (6.3) is exponentially better than the cost of evaluating the Jack function explicitly.

When \( \alpha > 0 \) and \( x_i > 0 \), Algorithm 6.2 computes \( J^\alpha_\lambda(x_1, \ldots, x_n) \) to high relative accuracy, since the implementation only adds, multiplies, or divides positive numbers.

### 7. Perturbation theory and error analysis

We will now prove that the values of the Schur and Jack functions are determined accurately by the data \((x_i, \alpha)\) and that Algorithms 5.2 and 6.2, respectively, compute these values to high relative accuracy.

We will accumulate relative errors and relative perturbations in the style of Higham [15]. If \( |\delta_i| \leq \delta < 1/k \) and \( \rho_i = \pm 1 \), then

\[
\left| \prod_{i=1}^{k} (1 + \delta_i)^{\rho_i} - 1 \right| \leq \frac{k\delta}{1 - k\delta},
\]

which implies the following perturbation result for polynomials with positive coefficients.

**Proposition 7.1.** Let \( f(x) = f(x_1, x_2, \ldots, x_n) = \sum_T a_T x^T \) be a polynomial of total degree \( k \) with positive coefficients \( a_T \) (such as \( f = s_\lambda \) or \( f = J^\alpha_\lambda \)). If \( \hat{x}_i = x_i(1 + \delta_i) \) are small perturbations of \( x_i > 0 \) \(|\delta_i| \leq \delta < 1/k\), then

\[
|f(\hat{x}) - f(x)| \leq \frac{k\delta}{1 - k\delta} f(x).
\]

In other words small relative perturbations in \( x_i > 0 \) cause small relative perturbations in \( f(x_1, x_2, \ldots, x_n) \).

Next, we prove that Algorithms 5.2 and 6.2 compute the Schur and Jack functions to high relative accuracy.

**Theorem 7.2.** Let \( f_\lambda(x_1, \ldots, x_n) \) equal either \( s_\lambda(x_1, \ldots, x_n) \) or \( J^\alpha_\lambda(x_1, \ldots, x_n) \), where \( x_i > 0 \), \( i = 1, 2, \ldots, n \), and \( \alpha > 0 \). Let \( \hat{f}_\lambda \) be the value of \( f_\lambda \) computed by Algorithm 5.2 or Algorithm 6.2 (as appropriate) in floating point arithmetic with machine precision \( \epsilon \). Then

\[
|f_\lambda - \hat{f}_\lambda| \leq \frac{F\epsilon}{1 - F\epsilon} f_\lambda,
\]

where \( F \) is the number of arithmetic operations performed to compute \( f_\lambda \).
Proof. Let \( f_\lambda = \sum a_T x^T \), where the summation is over all SSYT \( T \) of shape \( \lambda \), and let \( \hat{f}_\lambda = \sum \hat{a}_T x^T \) be the value \( f_\lambda \) computed in floating point arithmetic. The goal is to prove that \( \hat{a}_T \) are small perturbations of \( a_T \). The only arithmetic operations performed by Algorithms 5.2 and 6.2 are addition, multiplication, or division. Each of these operations results in only one factor of the form \( (1 + \delta_{T,j})^{\rho_i} \), \( \rho_i = \pm 1 \), contributing to \( a_T \) (we assume that the \( x_i \) and \( \alpha \) are floating point numbers). Therefore

\[
a_T = \prod_{j=1}^k (1 + \delta_{T,j})^{\rho_i}, \quad |\delta_{T,j}| \leq \epsilon,
\]

where \( k \leq F \) is the number of arithmetic operations that \( x^T \) participates in. Thus,

\[
|a_T - \hat{a}_T| \leq \frac{F\epsilon}{1 - F\epsilon} a_T
\]

and

\[
|f_\lambda - \hat{f}_\lambda| = \left| \sum_T (a_T - \hat{a}_T) x^T \right| \leq \sum_T |a_T - \hat{a}_T| x^T \leq \frac{F\epsilon}{1 - F\epsilon} f_\lambda,
\]

as desired. \( \square \)

8. Numerical examples

We performed extensive numerical tests to verify the correctness and accuracy of Algorithms 4.3 and 5.2. We present two numerical examples where the performance of these algorithms is fairly typical.

We contrast the accuracy of our Algorithms 4.3 and 5.2 with that of the classical definition of the Schur function as a quotient of alternants (1.1) which becomes inaccurate on very small examples.

In our first example (in the left plot of Figure 1) we demonstrate how quickly the accuracy of (1.1) deteriorates. We computed \( s_{(1)}(x_1, \ldots, x_n) = x_1 + \cdots + x_n \), where \( x_i = 1 + (i - 1)/100 \) for different values of \( n \).

As expected, both Algorithms 4.3 and 5.2 computed this relatively simple Schur function to 16 decimal digits, whereas (1.1) failed spectacularly to compute a single correct digit beyond \( n = 20 \). This failure was expected as we discussed in Section 2.

In our second example we computed \( s_{(k,3,2,1)}(x_{1:51}) \), where \( x_i = 1 + (i - 1)/100 \) for \( k = 10, 15, \ldots, 50 \), and we plotted the results in the right plot of Figure 1. Algorithm 4.3 delivered the correct result to 16 decimal digits in each case (since the condition number of any matrix in this computation did not exceed \( 10^{50} \) and we used at least 100-decimal-digit arithmetic). The evaluation of (1.1) yielded no correct digits. Algorithm 5.2 was always accurate to least 15 correct digits, as expected.

In our experiments the loss of accuracy by Algorithm 4.3 appeared to depend only linearly on \( |\lambda| \); it was less dramatic than the upper bound (4.2) would suggest.

We finish this section with a few comments on the relative instability of formulas (1.1)–(1.4). The classical definition (1.1) fared the worst in our experiments delivering accurate results only for very modest values of \( n \) and \( |\lambda| \) and quickly deteriorating subsequently. In Section 3 we showed that the Giambelli (1.2), the Lascoux–Pragacz (1.3), and the Jacobi–Trudi (1.4) determinants can fail to produce a single correct digit of the Schur function on small examples. Over an entire range of test problems, however, these formulas proved fairly accurate in most
cases. Since we have shown examples where all three expressions (1.2)–(1.4) fail to meet our criteria of guaranteed accuracy and efficiency, we did not pursue this observation further.
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