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Abstract. This paper deals with two different asymptotically fast algorithms for the computation of ideal sums in quadratic orders. If the class number of the quadratic number field is equal to 1, these algorithms can be used to calculate the GCD in the quadratic order. We show that the calculation of an ideal sum in a fixed quadratic order can be done as fast as in \( \mathbb{Z} \) up to a constant factor, i.e., in \( O(\mu(n) \log n) \), where \( n \) bounds the size of the operands and \( \mu(n) \) denotes an upper bound for the multiplication time of \( n \)-bit integers. Using Schönhage–Strassen’s asymptotically fast multiplication for \( n \)-bit integers, we achieve \( \mu(n) = O(n \log n \log \log n) \).

1. Introduction

In this paper we present two asymptotically fast algorithms for the greatest common divisor (GCD) computation in quadratic orders or, generally, for the computation of ideal sums if the class number is not equal to 1 (Algorithms 3.16 SGCD\( _{\mathcal{O}_D} \) and 4.2 IDEALSUM\( _{\mathcal{O}_D} \)). We show that the calculation of an ideal sum in a chosen quadratic order can be performed as fast as in \( \mathbb{Z} \) up to a constant factor (depending on the chosen order), i.e., in running time \( O(\mu(n) \log n) \), where \( n \) is the size of the operands and \( \mu(n) \) an upper bound for the running time of the multiplication of \( n \)-bit integers. It follows from these algorithms that the class number is a much more suitable algebraic invariant than the property of a quadratic order being euclidean. If the quadratic order is a principal domain, a euclidean algorithm with a suitable chosen euclidean function may fail to calculate the generator of an ideal sum (e.g., in the case of quadratic orders with discriminants \( D = -19, -43, -67, -163 \)), however, there always exists such a generator.

At first we give a historical overview of GCD computations in \( \mathbb{Z} \) and in quadratic number fields. Then we introduce some terminology regarding quadratic number fields and binary quadratic forms. In Section 2 we generalize Schönhage’s technique of a controlled euclidean descent and corresponding algorithm to a newly introduced class of rings, the S-euclidean domains. In Section 3 we apply this concept in order to calculate the sum of two principal ideals (for each of them we know one generator).
in the ring of algebraic integers of an imaginary quadratic number field with any class number. Apart from the initial calculation of an $S$-euclidean descent we compute the valuation of ideals at finitely many places, where the places are only depending on the chosen order, and not on the operands. Due to this valuation step our novel Algorithm 3.16 is not very closely related to the concept of a euclidean domain. In Section 4 we present a different approach for the calculation of ideal sums. Our Algorithm 4.2 computes the sum of two ideals (for which we know a suitable coding) in any quadratic order—indeed, independent of the class number or the discriminant $D$. This Algorithm 4.2 is uniformly fast because it does not need any precalculations. It uses the representation of ideals in the Hermite normal form and the correspondence between ideals in quadratic orders and binary quadratic forms. Its running time only depends on the size of the operands and the size of the discriminant.

We present both of these algorithms in this paper because Algorithm 3.16 also calculates a representation of the GCD $g$, $ax + by = g$, in the case of the five imaginary quadratic norm-euclidean maximal orders, while Algorithm 4.2 does not, but is uniformly fast for all quadratic orders.

1.1. Historical overview. The history of efficient GCD computations is based on Euclid’s algorithm \cite{14, Book VII, Propositions 1 and 2} (about 330 B.C.) that does not need any factorization of the integers. The algorithm calculates euclidean steps, i.e., divisions with remainders, as long as the remainder is not equal to zero. One can show that every step of the euclidean descent is reducing the size of the operands by at least a factor larger than 1. The last remainder which is not equal to zero is the greatest common divisor of the operands. One can calculate cofactors in the euclidean steps in order to represent the GCD as a linear combination of the operands.

Improvements to Euclid’s algorithm were made only in the last 60 years due to the possibility of using computers for calculations. Lehmer \cite{22} presented an improved version of Euclid’s algorithm that calculates euclidean steps in single precision using the top-bits of the operands as long as possible. Another GCD algorithm is Stein’s binary algorithm \cite{36} (or, \cite{19, Section 4.5.2, Algorithm B}) that uses only addition, subtraction and shifting (division by powers of two). This algorithm has a running time of $O(n^2)$ if the inputs are $n$-bit integers. There exist many further improvements to these algorithms, but none of these achieve a nearly linear running time. For a more detailed overview, we refer the reader to \cite{40, Abschnitt 1.2}.

In 1971 Schönhage and Strassen \cite{32} presented an asymptotically fast algorithm using FFT methods for the multiplication of $n$-bit integers which achieves a running time of $\mu(n) = O(n \log n \log \log n)$. Knuth \cite{18}, who used this fast multiplication, found an efficient GCD algorithm with running time $O(\mu(n) \cdot (\log n)^4)$. Based on these algorithms, in 1971 Schönhage \cite{28} used the correspondence between the euclidean descent and the continued fraction decomposition and developed an asymptotically fast GCD algorithm with running time $O(\mu(n) \log n)$. Until Schönhage implemented his GCD algorithm, it was doubted that this algorithm could be faster than the other known algorithm in practice; see \cite{31, Sections 1.3.6, 6.1.3} and \cite{29}. Schönhage used for his implementation the so-called technique of a controlled euclidean descent instead of the correspondence to the continued fraction decomposition. Later he was able to transfer this concept to the fast reduction of
binary quadratic forms \[30\]. Recently, Stehlé and Zimmermann \[35\] presented another asymptotically fast GCD algorithm for integers with the same asymptotical running time. It would be nice to also have a comparison of its computation time with Schönhage’s implementation \[31, \text{Sections 1.3.6, 6.1.3}\].

Up to now we discussed GCD algorithms for integers, while the GCD can be defined in a more general context. A study, started by Gauß and finished in 1952, showed that only 21 rings of algebraic integers are euclidean domains w.r.t. the algebraic norm. Lemmermeyer \[23\] studied more generally for which of the number fields a euclidean algorithm is applicable. GCD computations in the ring of algebraic integers, which can be made in practice, were studied only in the last 30 years. Most of these algorithms are transferred from the ring of integers to the maximal order of a number field, especially to the ring of Gaussian integers \(\mathbb{Z}[i]\).

Caviness and Collins \[6, 7\] transferred Lehmer’s GCD algorithm to \(\mathbb{Z}[i]\).

We were able to specify an analogue to the binary algorithm for the Gaussian integers \[38\] that achieves a quadratic running time. Instead of the prime number 2 in case of the binary algorithm, we use powers of the prime element \(1+i\) in order to reduce the operands. Based on the practical running time tests, Collins \[11\] presented a faster GCD algorithm for \(\mathbb{Z}[i]\) with quadratic running time than the so-called \((1+i)\)-ary algorithm. It calculates euclidean steps, but not necessarily least remainder euclidean steps, and in this sense, his algorithm is called “approximative”.

Furthermore, Schönhage’s asymptotically fast GCD algorithm for integers can be transferred to the ring of Gaussian integers \[39\] such that there exists a GCD algorithm in \(\mathbb{Z}[i]\) with running time \(O(\mu(n) \log n)\), if the Gaussian numbers have length \(O(n)\). This algorithm can also be used to calculate a quotient sequence and cofactors, from which we are able to compute the biquadratic residue symbol of the Gaussian numbers in linear time \[41\]. Moreover it is easy to see that this kind of GCD algorithm can be generalized to the ring of algebraic integers of the five norm-euclidean imaginary quadratic number fields (discriminants \(-3, -7, -8, -11,\) and \(-4, \text{i.e., the ring of Gaussian integers})

Kaltofen and Rolletschek \[16\] studied GCD algorithms in the ring of algebraic integers of quadratic number fields with class number 1. In particular, they showed that there does not in general exist a sequence of euclidean steps (even if it is not always norm-decreasing) for discriminant \(D \leq -19\) such that the GCD can be calculated in this way. Their algorithm requires quadratic running time in the size of the operands, but there are some expensive, but necessary, precalculations (e.g., the fundamental unit) in the case of real quadratic integers. For that reason their algorithm is not fast in a uniform manner for every quadratic maximal order with class number 1. The authors generalize their algorithm to all quadratic rings of algebraic integers, independent of the class number \[17\]. If the class number is not equal to one, then their algorithm calculates the “GCD” (in other words, the sum of the two principal ideals, generated by the two operands) as a canonical representative of the class group (all these representatives have to be precalculated) and a principal ideal. In addition to that, they presented another GCD algorithm with cubic running time for the four imaginary quadratic maximal orders with discriminant \(D \leq -19\) and class number 1. This algorithm is based on lattice reduction and does not need any precalculations. Altogether, their algorithms are only able to calculate the sum of two principal ideals, and not of two ideals in general.
Another approach to the GCD computation is to consider the ideals of a quadratic order as \( \mathbb{Z} \)-modules of rank 2. Then one can use the concept of “Hermite normal form” (HNF) in order to compute ideal sums; see [13] and [8, Section 2.4.3]. It is possible to generalize the HNF concept to Dedekind domains [9] that can be used for a coding of ideals in relative extensions [10, Chapter 1].

1.2. Notations. Now we give a brief overview of quadratic number fields. More details and proofs for the following definitions and statements can be found, e.g., in [8, 13, 20, 24, 26].

We denote by \( \mathbb{Z}, \mathbb{Q}, \mathbb{R} \) and \( \mathbb{C} \) the ring of integers, the field of rational numbers, the field of real numbers, and the field of complex numbers, respectively.

Let \( K \) be a quadratic number field, i.e., \( K \cong \mathbb{Q}(\sqrt{d}) \) for a squarefree \( d \in \mathbb{Z}, d \neq 0, 1 \). Denote by \( \sigma \) the nontrivial field automorphism of \( K \), and define the \textit{norm} \( \text{Norm} : K \to \mathbb{Q} \) and \textit{trace} \( \text{Tr} : K \to \mathbb{Q} \) by

\[
\text{Norm}(\alpha) = \alpha \sigma(\alpha), \quad \text{Tr}(\alpha) = \alpha + \sigma(\alpha), \quad \text{for } \alpha \in K.
\]

The ring of algebraic integers of \( K \), denoted by \( \mathcal{O}_K \), consists of the \( \alpha \in K \) such that \( \alpha \) is a zero of a monic quadratic polynomial with coefficients in \( \mathbb{Z} \). An order \( \mathcal{O} \) in \( K \) is a subring of \( \mathcal{O}_K \) with 1 \( \in \mathcal{O} \) and with field of fractions \( K \). Every order \( \mathcal{O} \) in \( K \) satisfies \( \mathbb{Z} \subset \mathcal{O} \subset \mathcal{O}_K \) and is a free \( \mathbb{Z} \)-module of rank 2. Due to this inclusion, the order \( \mathcal{O}_K \) is called the maximal order of \( K \). The index of \( \mathcal{O} \) in \( \mathcal{O}_K \) is finite and called the \textit{conductor}. Every positive integer \( f \) occurs as the conductor of an order \( \mathcal{O} \) in \( K \), namely \( \mathcal{O} = \mathbb{Z} + f\mathcal{O}_K \). If \( \mathcal{O} = e_1 \mathbb{Z} + e_2 \mathbb{Z} \), then the \textit{discriminant} \( D \) of \( \mathcal{O} \) is defined by \( D = (e_1 \sigma(e_2) - e_2 \sigma(e_1))^2 \); this is an integer which does not depend on the choice of the basis \( e_1, e_2 \). We have \( D = f^2D_0 \), where \( f \) is the conductor of \( \mathcal{O} \) and \( D_0 \) is the discriminant of \( \mathcal{O}_K \); we also call \( D_0 \) the discriminant of \( K \).

The integer \( D \) is not a square, and \( D \equiv 0 \) or 1 mod 4. Conversely, any nonsquare integer \( D \) that is 0 or 1 mod 4 is the discriminant of a uniquely determined order in a quadratic field, namely \( \mathcal{O} = \mathbb{Z}[\sqrt{D}]/2 \subset K \). We denote the unique order in \( K \) with discriminant \( D \) by \( \mathcal{O}_D \). If \( D \) is a positive (negative) integer, then we call the order \( \mathcal{O}_D \) real quadratic (imaginary quadratic).

We call the discriminant \( D_0 \) of a quadratic number field \( K \) a \textit{fundamental discriminant}. This means that \( D_0 \neq 1 \) and either \( D_0 \equiv 1 \) mod 4 and is squarefree, or \( D_0 \equiv 0 \) mod 4, \( D_0/4 \) is squarefree and \( D_0/4 \equiv 2 \) or 3 mod 4. Then we denote the unique quadratic number field with discriminant \( D_0 \) by \( \mathbb{Q}(\sqrt{D_0}) \). A \( \mathbb{Z} \)-basis of the maximal order \( \mathcal{O}_{D_0} = \mathcal{O}_K \) is called an integral basis of \( K \).

Let \( \mathcal{O}_D \) be a quadratic order with a discriminant \( D \) in the quadratic number field \( K \). An (integral) ideal \( H \) is an \( \mathcal{O}_D \)-submodule of \( \mathcal{O}_D \). \( H \) can be considered as a \( \mathbb{Z} \)-module of rank 2 as well. We call \( I \) a \textit{fractional ideal} if there exists a positive integer \( d \) such that \( dI \) is an integral ideal. The ring \( \mathcal{O}_D/I \) is finite, and its cardinality is called the \textit{norm} \( \text{Norm}(I) \) of the ideal \( I \). If there exists a fractional ideal \( I' \) in \( \mathcal{O}_D \) with \( I \cdot I' = \mathcal{O}_D \), then we call \( I \) an \textit{invertible} ideal. We call two fractional ideals \( I \neq 0 \) and \( J \) equivalent if there exists an \( \alpha \in K, \alpha \neq 0 \) such that \( J = \alpha I \). Then we define the \textit{class group} \( \text{Cl}(\mathcal{O}_D) = \text{Cl}(D) \) as the set of equivalence classes of invertible ideals in \( \mathcal{O}_D \), and the \textit{class number} \( h(\mathcal{O}_D) = h(D) \) as its cardinality (the class group is always a finite group).

\[ ^1 \text{In the case of a principal ideal } \alpha \mathcal{O}_D \text{ the two norm definitions may only differ in the sign: } \text{Norm}(\alpha \mathcal{O}_D) = | \text{Norm}(\alpha) |. \]
If $D$ is a fundamental discriminant, i.e., $\mathcal{O}_D$ is the maximal order of a quadratic number field, then we call $\text{Cl}(\mathcal{O}_K)$ the class group and $h(\mathcal{O}_K)$ the class number of $K$. It is known that there exist only nine imaginary quadratic number fields with $h(D) = 1$, namely $D = -3, -4, -7, -8, -11, -19, -43, -67, -163$. On the other hand, real quadratic number fields generally seem to have small class numbers, but it is not known whether there exist infinitely many real quadratic number fields with class number 1.

The maximal order $\mathcal{O}_K$ is always a Dedekind domain, which does not hold true for every quadratic order. In particular, every fractional ideal $I$ can be written in a unique way as

$$I = \prod_p p^{v_p(I)},$$

the product being over a finite set of prime ideals, and the exponents $v_p(I)$ being in $\mathbb{Z}$ (nonnegative if $I$ is an integral ideal). Let $D$ be a fundamental discriminant. We can classify the prime ideals in $\mathcal{O}_D$ (which are all lying over a prime number $p$ in $\mathbb{Z}$) based on the value of the Jacobi symbol $(D/p)$: Let $p$ be a prime number. If $(D/p) = -1$, then $p$ is inert and $p = p\mathcal{O}_D$; if $(D/p) = 0$, then $p$ is ramified and $p\mathcal{O}_D = p^2$; if $(D/p) = +1$, then $p$ is split and $p\mathcal{O}_D = p_1 p_2$.

As mentioned above, we can represent every integral ideal $a$ in a quadratic order as a $\mathbb{Z}$-module of rank 2. Furthermore, there exists a unique matrix in $\mathbb{Z}^{2\times 2}$ w. r. t. a chosen integral basis $(1, \omega)$, the Hermite normal form:

$$\begin{pmatrix} a & b \\ 0 & c \end{pmatrix}, \text{ where } a, b, c \in \mathbb{Z}, \text{ c divides both a and b, and } 0 \leq b < a.$$  

The ideal $a$ has $a = a\mathbb{Z} + (b + c\omega)\mathbb{Z}$ as its $\mathbb{Z}$-module representation. Moreover, $a$ is the smallest positive integer in $a$, and $\text{Norm}(a) = ac$ [8, Proposition 5.2.1].

Now we would like to introduce some terminology related to binary quadratic forms which was already introduced by Gauß [12, Section 5]. A binary quadratic form $f$ is a homogeneous quadratic polynomial in two variables

$$f(x, y) = ax^2 + bxy + cy^2 = (x, y) \begin{pmatrix} a & \frac{b}{2} \\ \frac{b}{2} & c \end{pmatrix} (x, y)^T, \quad a, b, c \in \mathbb{Z},$$

with discriminant $D = b^2 - 4ac$. Instead of $f$ we write $(a, b, c)$ or $(a, b, *)$, because $c$ is determined by $a, b$ and $D$. We call $f$ primitive if the greatest common divisor of $a, b, c$ is equal to 1.

Define the operation of a matrix $M = \begin{pmatrix} a & b \\ \gamma & \delta \end{pmatrix} \in \text{PSL}_2(\mathbb{Z})$ for a quadratic form $f$ (identifying a matrix $M \in \text{SL}_2(\mathbb{Z})$ with $-M$ because the operation of $-M$ is the same as the operation of $M$) as

$$M \cdot f = M \cdot f(x, y) := f((x, y)M^T) = f(ax + \beta y, \gamma x + \delta y).$$

Two quadratic forms $f = (a, b, c)$ and $f' = (a', b', c')$ are called equivalent ($f \sim f'$) if there exists an $M \in \text{PSL}_2(\mathbb{Z})$ such that $M \cdot f = f'$. This can also be written as

$$M^T \cdot \begin{pmatrix} a & \frac{b}{2} \\ \frac{b}{2} & c \end{pmatrix} \cdot M = \begin{pmatrix} a' & \frac{b'}{2} \\ \frac{b'}{2} & c' \end{pmatrix}. $$

The module group $\Gamma := \text{PSL}_2(\mathbb{Z})$ is generated by the matrices

$$S = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \text{ and } T = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}. \]
Now we show the correspondence between quadratic forms of discriminant $D$ and ideals in the quadratic order with discriminant $D$. In particular, the multiplication of ideals corresponds to the composition of binary quadratic forms. The $\mathbb{Z}$-module $a\mathbb{Z} + \frac{b + \sqrt{D}}{2}\mathbb{Z}$ is an integral ideal in $\mathcal{O}_D$ if and only if $4a$ divides $b^2 - D$. Let $\Gamma_\infty := \{S^m : m \in \mathbb{Z}\} \subset \Gamma$ be a multiplicative subgroup of the module group that operates on quadratic forms. Then we define

$$F(D) := \{(a, b, c) : D = b^2 - 4ac\}, \quad F(D) := F(D)/\Gamma_\infty$$

as sets of quadratic forms with discriminant $D$. Denote the set of fractional ideals in $\mathcal{O}_D$ by $\mathcal{I}(D)$. Define $I(D) := \mathcal{I}(D)/\mathbb{Q}^\times$, where $\mathbb{Q}^\times$ acts multiplicatively on fractional ideals. We can define mappings

(1.3) $\phi_F : F(D) \to \mathcal{I}(D) \times \mathbb{Z}/2\mathbb{Z}, \quad \phi_F(a, b, c) = \left(a\mathbb{Z} + \frac{b + \sqrt{D}}{2}\mathbb{Z}, \, \text{sgn} \, a\right),$

(1.4) $\phi_{IF} : \mathcal{I}(D) \times \mathbb{Z}/2\mathbb{Z} \to F(D), \quad \phi_{IF}(a, s) = s \frac{\text{Norm}(x_0\omega_1 - sy_0\omega_2)}{\text{Norm}(a)},$

where $(\omega_1, \omega_2)$ is a $\mathbb{Z}$-basis of $a$ with $\omega_1 \in \mathbb{Q}$ (always possible, e.g., using a HNF representation of $a$) and $(\omega_2\sigma(\omega_1) - \omega_1\sigma(\omega_2))/\sqrt{D} > 0$. These mappings are inverse isomorphisms and induce isomorphisms on the level of the equivalence classes:

$$\phi_F : F(D) \to I(D) \times \mathbb{Z}/2\mathbb{Z}, \quad \phi_{IF} : I(D) \times \mathbb{Z}/2\mathbb{Z} \to F(D).$$

We call a quadratic form $(a, b, c) \in F(D)$ reduced if

$$\begin{cases} \sqrt{D} - 2|a| < b < \sqrt{D}, & \text{if } D > 0, \\ |b| \leq a \leq c & \text{and, additionally, } b \geq 0 \text{ if } |b| = a \text{ or } a = c, \quad \text{if } D < 0. \end{cases}$$

Denote the set of reduced forms by $R(D)$. There exists an equivalent reduced form for every quadratic form. The mapping

$$\rho : F(D) \to F(D), \quad \rho(a, b, c) = (c, b', c'), \quad b' \in J_c, \quad b' = -b \mod 2c,$$

where $J_c := \begin{cases} \{x \in \mathbb{R} : -|w| < x \leq |w|\}, & \text{if either } D < 0 \\ \{x \in \mathbb{R} : \sqrt{D} - 2|w| < x \leq \sqrt{D}\}, & \text{if } D > 0 \text{ and } |w| \geq \sqrt{D}, \\ \{x \in \mathbb{R} : \sqrt{D} - 2|w| < x \leq \sqrt{D}\}, & \text{if } D > 0 \text{ and } |w| < \sqrt{D}, \end{cases}$

is reducing, i.e., after finitely many steps we have calculated an equivalent reduced form. If the discriminant is negative, there exists exactly one equivalent reduced form for every quadratic form, which does not hold true for $D > 0$. In the case of a positive discriminant there exists more than one equivalent reduced form for a quadratic form. The restriction of $\rho$ to $R(D)$ is a permutation of $R(D)$; the $\rho$-orbits of $R(D)$ are called cycles. Every cycle contains an even number of elements because the sign of the first coefficient alternates. Two reduced forms are equivalent if and only if they belong to the same cycle.

Schönhage [30] showed that the reduction of a binary quadratic form with coefficients bounded by $2^n$ can be calculated in running time $O(\mu(n) \log n)$ by using his technique of a controlled descent. In particular, the sign of the discriminant $D$ does not significantly affect the calculation steps in Schönhage’s algorithm.

**Definition 1.1.** We call the quadratic form $(a, b, c) \in F(D)$ minimal above $s$ if

$$a, \frac{1}{2}b, c \geq s \quad \text{and} \quad (a - b + c < s \text{ or } \left(\frac{1}{2}b - a < s \text{ and } \frac{1}{2}b - c < s\right)).$$
This defines a measure for the size of the operands. Schönhage’s algorithm for fast reductions of binary quadratic forms is based on the following theorem.

**Theorem 1.2** (Schönhage). Let \( s > 0 \), and let \((a, b, c) \in \mathcal{F}(D)\) be a quadratic form with \(a, b, c \geq s\). Then there exists a uniquely defined matrix \( M \in \Gamma, M \geq 0, \) and a unique defined quadratic form \((\alpha, \beta, \gamma) \in \mathcal{F}(D)\) minimal above \( s \) such that 
\[
(a, b, c) = M \cdot (\alpha, \beta, \gamma).
\]
The coefficients of \( M = \begin{pmatrix} a & u \\ v & \nu \end{pmatrix} \) are bounded by 
\[
(u + u')^2 \leq a/s, \quad 2(u + u')(v + v') \leq b/s, \quad (v + v')^2 \leq c/s.
\]
If the coefficients \(a, b, c\) are bounded by \(2^n\), then the running time of the reduction to \(\alpha, \beta, \gamma\) can be bounded by \(O(\mu(n) \log n)\), independently of \(s\).

**Remark 1.3.** We refer to [30, Lemma 1, Lemma 2] for the proof. We can extend the fast reduction as above to any quadratic form \( f \in \mathcal{F}(D)\) as we can calculate an equivalent quadratic form \( \hat{f} \sim f \) with only positive (and not too large) coefficients using at most two actions of \( T \) and \( S^m \) (cf. [30, §4]). Now we can apply an algorithm according to Theorem 1.2 (cf. [30, Algorithm “MR”] or [40, Algorithm 3.2 “REDUCTION”]) for the form \( f \) with parameter \( s = \frac{1}{2} \). We obtain an equivalent quadratic form \( \hat{f} = (\hat{a}, \hat{b}, \hat{c}) \) minimal above \( \frac{1}{2} \) as a result with \( \hat{a}, \hat{b}, \hat{c} \geq 1 \). All these calculations are independent of the sign of the discriminant \( D \). The calculation of the an equivalent reduced quadratic form can be done with at most two actions of \( T \) and \( S^m \). Altogether, we are able to compute a complete reduction of the quadratic form \( f = (a, b, c) \) with coefficients \(|a|, |b|, |c| < 2^n\) to an equivalent reduced form in running time \(O(\mu(n) \log n)\).

Denote the canonical reduced form with discriminant \( D \) with \( \phi_{FI}(1_D) = (\mathcal{O}_D, 1) \) by \( 1_D \). This form has the coefficients \((1, b, (D - b^2)/4)\), where \( b \) is the greatest integer with the same parity as \( D \) less than or equal to 1 if \( D < 0 \), and to \( \lfloor \sqrt{D} \rfloor \) if \( D > 0 \).

## 2. Concept of \( S \)-euclidean domains

Now we generalize the class of euclidean domains to the class of \( S \)-euclidean domains which contains euclidean domains as a special case. This generalization is based on algorithmic aspects such that we are able to present the asymptotically fast Algorithm 2.19 (DESCENT\(R\)) that computes a controlled \( S \)-euclidean descent in an \( S \)-euclidean domain where the triangle inequality is satisfied for the \( S \)-euclidean function. After this general introduction to \( S \)-euclidean domains we will focus only on quadratic orders and apply the novel concept.

### 2.1. Generalization of euclidean domains

While we now introduce the concept of \( S \)-euclidean domains, we show in the next section that all the rings of algebraic integers of imaginary quadratic number fields are \( S \)-euclidean.

**Definition 2.1.** Let \( R \) be an integral domain, and let \( S \subset R \setminus \{0\} \) be a finite subset. We call \( R \) \( S \)-euclidean w.r.t. a euclidean function \( f : R \to \mathbb{R}_{\geq 0} \) if

- (S1) \( f(x) = 0 \iff x = 0 \).
- (S2) There exist \( q \in R \) and \( s \in S \) for all \( x, y \in R \setminus \{0\} \) with \( f(sx - qy) < f(y) \).
- (S3) The set \( \{ f(x) : x \in R, \ f(x) < \kappa \} \) is finite for every \( \kappa > 0 \).
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Remark 2.2.

(1) The finiteness of $S$ ensures a practical calculation of an $S$-euclidean step as in (S2) if there exists a computable division with remainder in $R$, because one can calculate the division for every $s \in S$.

(2) If $R$ is $\{1\}$-euclidean, then $R$ is euclidean.

(3) The conditions (S1), (S2) and (S3) do not necessarily imply that $R$ is a unique factorization domain (which is true if $R$ is euclidean).

Definition 2.3. Let $R$ be an $S$-euclidean domain w.r.t. $f$. Then there exist $s \in S$ and $q, r \in R \setminus \{0\}$ according to (S2) such that $s \cdot x = q \cdot y + r$ with $f(r) < f(y)$. We call such a division step an $S$-euclidean step (not unique in general).

Definition 2.4. Let $R$ be an integral domain, let $f : R \to R_{\geq 0}$, and let $S \subset R \setminus \{0\}$ be a finite subset. Assume that (S1) and (S3) are satisfied. Then we define the $S$-euclidean minimum of $R$ w.r.t. $f$ as

$$E(R, S, f) := \inf\{\kappa > 0 : \forall x, y \in R \setminus \{0\} \exists q \in R, s \in S : f(s \cdot x - q) < \kappa \cdot f(y)\}.$$ 

If $E(R, S, f) < 1$, then $R$ is $S$-euclidean w.r.t. $f$.

We now show that the cofactors of an $S$-euclidean descent are bounded w.r.t. the $S$-euclidean function $f$. Assume that $f$ is multiplicative, satisfies the triangle inequality, and $f(x) = 0$ or $f(x) \geq 1$ for $x \in R$. Denote the field of fractions with $K := Quot(R)$. Let $x, y \in R$. Without loss of generality we assume $f(x) \geq f(y)$. Set $x_0 := x$, $x_1 := y$ as starting values. Then, for $1 \leq j \leq r$,

$$s_j \cdot x_{j-1} = q_j \cdot x_j + x_{j+1}, \quad \text{where } s_j \in S, \ q_j, x_{j+1} \in R \text{ and } f(x_{j+1}) \leq E_R \cdot f(x_j)$$

is an $S$-euclidean step w.r.t. $x_{j-1}, x_j$. Thereby, let $E_R < 1$ be a good upper bound for the $S$-euclidean minimum with $0 < E(R, S, f) \leq E_R < 1$ such that one can calculate every single $S$-euclidean step in an efficient manner. An $S$-euclidean descent is a sequence of $S$-euclidean steps, as long as the remainder $x_{j+1}$ does not equal zero. It follows from (2.1) and (S3), that this sequence is always finite, i.e., $x_{r+1} = 0$ for a minimal $r \in \mathbb{N}$. We can rewrite an $S$-euclidean step using a $2 \times 2$-matrix as

$$\begin{pmatrix} s_j & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} x_{j-1} \\ x_j \end{pmatrix} = \begin{pmatrix} q_j & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} x_j \\ x_{j+1} \end{pmatrix}, \quad \text{where } q_j \in R, s_j \in S.$$

The matrix on the left-hand side is not generally invertible in $R$ because $s_j \in S$ is not necessarily a unit. Another representation for this $S$-euclidean step is

$$Q_j \begin{pmatrix} x_{j-1} \\ x_j \end{pmatrix} = \begin{pmatrix} x_j \\ x_{j+1} \end{pmatrix}, \quad Q_j := \begin{pmatrix} 0 & 1 \\ s_j & -q_j \end{pmatrix}, \quad \det Q_j = -s_j, \ Q_j \in R^{2 \times 2}.$$

The matrix $Q_j$ is not generally invertible in $R$, but always in $K$ because the determinant does not vanish due to $0 \notin S$.

Define the product of the matrices $Q_k$ and the product of the $S$-factors $s_k$, as $M_j \in R^{2 \times 2}$ and, respectively, $S_j \in R \setminus \{0\}$ for $1 \leq j \leq r$. Set $M_0$ as the identity matrix and $S_0 := 1$. Setting $M_j = Q_j \cdot M_{j-1}$ and $S_j = s_j \cdot S_{j-1}$ yield $\det M_j = (-1)^j \cdot S_j$. From a representation of $M_j$ as

$$M_j = (-1)^j \begin{pmatrix} v_j & -u_j \\ -v_{j+1} & u_{j+1} \end{pmatrix},$$
it follows that
\begin{align}
  u_0 &= 0, \quad u_1 = 1, \quad u_{j+1} = q_j u_j + s_j u_{j-1}, \\
  v_0 &= 1, \quad v_1 = 0, \quad v_{j+1} = q_j v_j + s_j v_{j-1}.
\end{align}
Therefore we get the representation
\begin{equation}
  M_j \cdot \begin{pmatrix} x_0 \\ x_1 \end{pmatrix} = \begin{pmatrix} x_j \\ x_{j+1} \end{pmatrix},
\end{equation}
and from this (using the $K$-inverse matrix $M_j^{-1}$) we get a representation of $x_0, x_1$ as
\begin{equation}
  \begin{pmatrix} x_0 \\ x_1 \end{pmatrix} = M_j^{-1} \cdot \begin{pmatrix} x_j \\ x_{j+1} \end{pmatrix} = \frac{1}{S_j} \cdot \begin{pmatrix} u_{j+1} & u_j \\ v_{j+1} & v_j \end{pmatrix} \begin{pmatrix} x_j \\ x_{j+1} \end{pmatrix}.
\end{equation}
Now we are going to show that $M_j$'s coefficients are bounded w. r. t. the $S$-euclidean function $f$. To prove that we use the notations as introduced above. Under these assumptions it is easy to show that $f(\varepsilon) = 1$ for every $R$-unit $\varepsilon$, and that $f$ can be canonically extended to the field of fractions, $f : K \rightarrow R_{\geq 0}$.

**Lemma 2.5.** Let $1 \leq j \leq r$, and let $q_j$ be a quotient of an $S$-euclidean descent. Then $f(q_j) \geq 1$.

**Proof.** We have $f(x_j) \leq f(x_{j-1})$, because in case of $j = 1$ we assumed $f(x_0) \geq f(x_1)$, and in case of $j \geq 2$ we calculated $x_j$ in an $S$-euclidean step. Considering the $S$-euclidean step $s_j x_{j-1} = q_j x_j + x_{j+1}$ with $f(x_{j+1}) < f(x_j)$, it follows from the multiplicativity of $f$ that $f(s_j x_{j-1}) \geq f(x_{j-1}) \geq f(x_j) > f(x_{j+1})$. Assume that $q_j = 0$. This yields $s_j x_{j-1} = x_{j+1}$, which is a contradiction to the inequality above. Therefore we have $q_j \neq 0$, thus $f(q_j) \geq 1$, because $f$ avoids every value between 0 and 1. \hfill \□

**Lemma 2.6.** $u_j \neq 0$ for $1 \leq j \leq r$, and $v_j \neq 0$ for $2 \leq j \leq r$.

**Proof.** We defined $u_1 = 1 \neq 0$. Thus we have to show the statements for $u_j, v_j$ only for $2 \leq j \leq r$. Using (2.4) we get $x_j = (-1)^j (v_j x_0 - u_j x_1)$. Assume $v_j = 0$. Then $u_j x_1 (-1)^{j+1} = x_j \neq 0$. Thus $f(x_1) \leq f(x_j)$, because $f(u_j) \geq 1$ and $f(-1) = 1$. But we have $f(x_j) < f(x_1)$ for $2 \leq j \leq r$, because $x_j$ is calculated by an $S$-euclidean step. We conclude that $f(x_1) < f(x_j)$, which is a contradiction. The proof for $u_j \neq 0$ for $2 \leq j \leq r$ is almost the same. \hfill \□

**Definition 2.7.** Set $U_j := \frac{u_{j+1}}{u_j}$ for $1 \leq j \leq r$, and set $V_j := \frac{v_{j+1}}{v_j}$ for $2 \leq j \leq r$.

**Remark 2.8.** $U_j, V_j$ are well defined because the occurring denominators do not vanish (Lemma 2.4). We calculate $U_1 = q_1, U_2 = q_2 + s_2/q_1, V_2 = q_2$, and $U_j = q_j + s_j/U_{j-1}$ and $V_j = q_j + s_j/V_{j-1}$ for $3 \leq j \leq r$ (cf. (2.4), (2.5)).

**Lemma 2.9.** Assume $f(V_j) \geq 1$ for $2 \leq j \leq r$. Then $f(v_{j+1}) \leq \frac{1}{1 - E_R} f(S_j x_1/x_j)$.

**Proof.** We have $S_j x_1 = v_{j+1} x_j + v_j x_{j+1}$ in $R$ using (2.7). Dividing this equation by $x_j$ (does not vanish for $2 \leq j \leq r$) and separating $v_{j+1}$, we get
\begin{equation}
  \frac{S_j x_1}{x_j} = v_{j+1} \cdot \left( 1 + \frac{v_j}{v_{j+1}} \cdot \frac{x_{j+1}}{x_j} \right) = v_{j+1} \cdot \left( 1 + V_j^{-1} \cdot \frac{x_{j+1}}{x_j} \right).
\end{equation}
Applying the $S$-euclidean function $f$ to this equation yields

\begin{equation}
(2.8) \quad f(v_{j+1}) = \frac{f\left(S_j \frac{x_j}{x_j}\right)}{f\left(1 + V_j^{-1} \frac{x_{j+1}}{x_j}\right)}.
\end{equation}

Because of $f\left(\frac{x_{j+1}}{x_j}\right) \leq E_R$ and $f(V_j^{-1}) \leq 1$, we can bound the denominator as follows:

\[ f\left(1 + V_j^{-1} \frac{x_{j+1}}{x_j}\right) \geq 1 - f(V_j^{-1}) \cdot f\left(\frac{x_{j+1}}{x_j}\right) \geq 1 - E_R > 0. \]

This estimate and (2.8) imply $f(v_{j+1}) \leq \frac{1}{1 - E_R} f(S_j ; x_j / x_j)$. \hfill $\square$

Now we introduce the $f$-maximum of the $S$-set in order to eliminate the factor $f(S_j)$ in the proven estimate.

**Definition 2.10.** Let $R$ be an $S$-euclidean domain w.r.t. $f$. Then we define the

\textit{f-maximum of the euclidean set $S$ as $S := \max_{s \in S} f(s)$.}

**Lemma 2.11.** There exists $c' \in \mathbb{R}_{\geq 0}$ such that $f(S_{j-1}) \leq f(x_1/x_j)^{c'}$ for $1 \leq j \leq r$.

\textit{Proof.} There is nothing to show in the case of $j = 1$. Thus assume $j \geq 2$. Then we have $f(S_{j-1}) \leq S^{j-1}$ and $f(x_j) \leq E_R^{-1} f(x_1)$. If we choose any $c' \geq \log_{E_R^{-1}} S$, then we obtain

\[ f(x_1/x_j)^{c'} \geq f(x_1/x_j)^{\log_{E_R^{-1}} S} \geq \left(E_R^{-(j-1)}\right)^{\log_{E_R^{-1}} S} = S^{j-1} \geq f(S_{j-1}). \] \hfill $\square$

**Corollary 2.12.** Let $c \in \mathbb{R}_{>0}$ be a fixed chosen constant with $c \geq 1 + \log_{E_R^{-1}} S$. Let $2 \leq j \leq r$, and assume $f(V_j) \geq 1$. Then we have $f(v_{j+1}) \leq \frac{S}{1 - E_R} f(x_1/x_j)^c$.

\textit{Proof.} The claim follows from the Lemmas 2.10 and 2.11 due to $f(S_j) \leq S \cdot f(S_{j-1})$. In particular, we have $c \geq 1$, because $E_R^{-1} > 1$ and $S \geq 1$. \hfill $\square$

**Proposition 2.13.** Let $c \geq 1 + \log_{E_R^{-1}} S$. Then, for $0 \leq j \leq r$, we have

\begin{align}
(2.9) & \quad f(v_{j+1}) \leq \frac{S}{1 - E_R} f(x_1/x_j)^c, \\
(2.10) & \quad f(u_{j+1}) \leq \frac{S}{1 - E_R} f(x_0/x_j)^c + 1.
\end{align}

\textit{Proof.} The estimate (2.9) holds true in the case of $j = 0$ and $j = 1$, because $v_1 = 0$ and $v_2 = s_1$.

In the case of $j = 2$ we have $V_2 = q_2$. Lemma 2.5 implies $f(V_2) \geq 1$, such that the claim follows from Corollary 2.12.

Now let $3 \leq j \leq r$, and assume that the claim holds true for $j - 1$. Then either $f(V_j) \geq 1$ such that the claim (2.9) follows from Corollary 2.12 or we have $f(V_j) < 1$. The inductive assumption for $j - 1$ yields

\[ f(v_j) \leq \frac{S}{1 - E_R} f(x_1/x_{j-1})^c = \frac{S}{1 - E_R} f(x_1/x_j)^c \cdot f(x_j/x_{j-1})^c \leq \frac{S \cdot f(x_1/x_j)^c}{1 - E_R} \leq \frac{S \cdot f(x_1/x_j)^c}{1 - E_R} \]
The claim (2.9) follows from this inequality using \( f(v_{j+1}) < f(v_j) \). We use \( x_{j+1} = (-1)^{j+1} (v_{j+1} x_0 - u_{j+1} x_1) \) (cf. (2.10)) in order to show the estimate (2.10). From this we obtain
\[
 f(u_{j+1} x_1) \leq f(v_{j+1} x_0) + f(x_{j+1}) \text{ using the triangle inequality.}
\]
Furthermore, it follows from (2.9) that \( f(x_{j+1}) \leq \frac{S}{E_R} f(x_0/x_j)^c + f(x_{j+1}/x_1) \). From this inequality we can conclude that \( f(u_{j+1}) \leq \frac{S}{E_R} f(x_0/x_j)^c + 1 \) because of \( f(x_{j+1}/x_1) \leq 1 \leq f(x_0/x_j) \). \( \square \)

2.2. Controlled \( S \)-euclidean descent in \( S \)-euclidean domains. Let \( R \) be an \( S \)-euclidean ring, where the \( S \)-euclidean function \( \| \cdot \| \) is multiplicative, satisfies the triangle inequality, and avoids every value between 0 and 1. Under these assumptions we are able to transfer the concept of a controlled euclidean descent\(^2\) and its fast computation to the \( S \)-euclidean domains.

The GCD calculation for imaginary quadratic maximal orders consists of the computation of such an asymptotically fast \( S \)-euclidean descent and the subsequent valuation at finitely many certain prime places. For this reason we need the imaginary quadratic order to be a Dedekind domain, i.e., we are able to calculate the ideal sum in this way in maximal orders only.

A controlled \( S \)-euclidean descent in the ring \( R \) can be specified as follows. In particular, we do not need any information about the group of units, apart from the fact that \( +1 \) and \( -1 \) is contained.

**Theorem 2.14.** Let \( x, y \in R \) and let \( \sigma \in \mathbb{N}_{>0} \) with \( \|x\|, \|y\| \geq \sigma \). Then there exist \( u, v \in R \) and a matrix \( M \in R^{2 \times 2} \) such that

\[
(M \cdot x, y) = (u, v), \quad M \text{ is invertible in } \text{Quot}(R), \text{i.e., } \det M \neq 0, \tag{2.11}
\]

and
\[
2 \max(\|x\|, \|y\|) > \|u\|, \|v\| \geq \sigma > \min(\|u + v\|, \|u - v\|). \tag{2.12}
\]

Furthermore the coefficients of the matrix \( M = (m_{ij})_{i,j} \) are bounded by

\[
\|m_{ij}\| \leq S_R \frac{1 + E_R^{CR}}{1 - E_R} \left( \frac{\max(\|x\|, \|y\|)}{\sigma} \right)^{CR} + 2 \leq \left( 1 + \frac{S_R}{1 - E_R} \right) \cdot \left( 1 + E_R^{CR} \right) \cdot \left( \frac{\max(\|x\|, \|y\|)}{\sigma} \right)^{CR}, \tag{2.13}
\]

where \( CR := 1 + \lfloor \log_{1/E_R} S_R \rfloor \) and \( S_R := \max_{s \in \mathbb{S}} \|s\| \).

**Proof.** We give a constructive proof for this theorem because we calculate \( S \)-euclidean steps in the algorithm in an efficient manner in the same way as in this proof.

Without loss of generality assume \( \|x\|, \|y\| \geq \sigma > 0 \). Set \( u := x, v := y \) and \( M := I \). If we have

\[
\min(\|u - v\|, \|u + v\|) < \sigma, \tag{2.14}
\]

then we have a representation as in (2.11) where (2.12) holds true. Otherwise

\[
\min(\|u - v\|, \|u + v\|) \geq \sigma, \tag{2.15}
\]

and we calculate an \( S \)-euclidean step

\[
s \cdot u = qv + r \quad \text{with } \|r\| \leq E_R \|v\| < \|v\| \leq \|u\| \tag{2.16}
\]

\(^2\)See also [30, Theorem 2.1] for a controlled euclidean descent in \( \mathbb{Z} \), [30] for it in \( \mathbb{Z}[i] \), and [30] for binary quadratic forms.
for the operands $u, v$. If we now have $\|r\| \geq \sigma$, then we set $M := \left( \begin{smallmatrix} 0 & 1 \\ -q & -1 \end{smallmatrix} \right)$ and change the names to $u_{\text{new}} := v$, $v_{\text{new}} := r$. Then we obtain

$$M \cdot \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} u_{\text{new}} \\ v_{\text{new}} \end{pmatrix}, \quad \max(||x||, ||y||) > ||u_{\text{new}}||, ||v_{\text{new}}|| \geq \sigma.$$  

If the newly calculated operands (called $u, v$ again) still satisfy condition $(2.15)$, we calculate further $S$-euclidean steps as described. The set $\{|z| : z \in R, ||z|| < ||y||\}$ is finite and contains 0 because $R$ is $S$-euclidean. Thus we are going to calculate a remainder $||r|| < \sigma$ after finitely many steps in $(2.16)$. If $||r - v|| \geq \sigma$, then set $\varepsilon := -1$. Otherwise, i.e., $||r - v|| < \sigma \leq ||v||$, we have $||r + v|| = \|2v - (v - r)\| \geq 2 ||v|| - ||v - r|| \geq ||v|| \geq \sigma$, where $||v - r|| \leq ||v||$. Set $\varepsilon := 1$ for this case. We can express $(2.16)$ as $s \cdot u = (q - \varepsilon) v + (r + \varepsilon v)$, where $\varepsilon \in \{-1, +1\}$ was chosen in a manner that $||r + \varepsilon v|| \geq \sigma$ (see Figure 1). We then set $M := \left( \begin{smallmatrix} 0 & 1 \\ -\varepsilon(q - \varepsilon) & -1 \end{smallmatrix} \right)$ and change the names to $u_{\text{new}} := v$, $v_{\text{new}} := r + \varepsilon v$. Then it holds true that $||u_{\text{new}}|| = ||v_{\text{old}}||$, $||v_{\text{new}}|| = ||r + \varepsilon v_{\text{old}}|| \leq (1 + E_R) ||v_{\text{old}}|| < 2 ||v_{\text{old}}||$. Furthermore, because of $||u_{\text{old}}||, ||v_{\text{old}}|| \leq \max(||x||, ||y||)$, we obtain $||u_{\text{new}}||, ||v_{\text{new}}|| < 2 \max(||x||, ||y||)$, and $M \cdot \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} u_{\text{new}} \\ v_{\text{new}} \end{pmatrix}$.

Note that no further euclidean step for $u = u_{\text{new}}, v = v_{\text{new}}$ has to be calculated because it holds true that $||u - \varepsilon v|| = ||r + \varepsilon v_{\text{old}} - \varepsilon v_{\text{old}}|| = ||r|| < \sigma$. This satisfies condition $(2.14)$ which means that we have found a suitable representation as in $(2.11)$ which satisfies the conditions $(2.12)$ as well.

We call such a modification of the remainder $r$ to $r + \varepsilon v$ a size modification after an $S$-euclidean step.

Altogether we calculate $r S$-euclidean steps where a size modification is done at most by the last $S$-euclidean step. We obtain a matrix $\hat{Q}_j = \left( \begin{smallmatrix} 0 & -q_j \\ s_j & 1 \end{smallmatrix} \right)$ for every calculated quotient $q_j (1 \leq j \leq r)$, where $\hat{q}_j := q_j$ for $1 \leq j < r$, and $\hat{q}_r := q_r - \varepsilon$ with $\varepsilon \in \{-1, 0, +1\}$ as above. Note that $\varepsilon = 0$ means that no size modification has to be made in the $r$-th $S$-euclidean step.

The matrix $M$ is the product of the matrices $\hat{Q}_j, 1 \leq j \leq r$. $M$ is invertible in $\text{Quot}(R)$ because $s_j \neq 0$, thus $\det \hat{Q}_j \neq 0$.

It remains to show that the coefficients of $M$ are bounded as stated. For $1 \leq j < r$, it holds true that $\hat{Q}_j = Q_j$, where $Q_j$ is defined in $(2.22)$. Thus we have the representation

$$\hat{Q}_r \cdot Q_{r-1} \cdot \cdots \cdot Q_2 \cdot Q_1 \cdot \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} u \\ v \end{pmatrix}.$$
We can calculate the product of the matrices $Q_{r-1} \cdots Q_1$ as

$$M_{r-1} = (-1)^{r-1} \begin{pmatrix} v_{r-1} & -u_{r-1} \\ -v_r & u_r \end{pmatrix},$$

using \textcircled{2.3}. The coefficients of $M_{r-1}$ are bounded as was shown in Proposition \textcircled{2.13}

In order to calculate $M$ we can multiply the matrix $M_{r-1}$ by $\hat{Q}_r$ after the $r$-th $S$-euclidean step:

$$M = \hat{Q}_r M_{r-1} = (-1)^r \begin{pmatrix} v_r & -u_r \\ -v_{r+1} + \varepsilon v_r & u_{r+1} - \varepsilon u_r \end{pmatrix}.$$  

Using the estimate of Proposition \textcircled{2.13} we obtain an upper bound for the size of the coefficients of $M$:

$$\|u_{r+1} - \varepsilon u_r\| \leq \|u_{r+1}\| + \|u_r\|$$

$$\leq \frac{S_R}{1 - E_R} \left( \left\| \frac{x_0}{x_{r-1}} \right\|^{C_R} + \left\| \frac{x_0}{x_{r-1}} \right\|^{C_R} \right) + 2 \leq S_R \frac{1 + E_C^{C_R}}{1 - E_R} \left\| \frac{x_0}{x_r} \right\|^{C_R} + 2$$

because of $\left\| \frac{x_r}{x_{r-1}} \right\| \leq E_R$ for $r \geq 2$. From $2 \leq \left\| \frac{x_0}{x_r} \right\|^{C_R} + \left\| \frac{x_0}{x_{r-1}} \right\|^{C_R}$ it follows that

$$\|u_{r+1} - \varepsilon u_r\| \leq \left(1 + \frac{S_R}{1 - E_R} \right) (1 + E_C^{C_R}) \left\| \frac{x_0}{x_r} \right\|^{C_R}.$$  

The estimate for $\| - v_{r+1} + \varepsilon v_r\|$ can be shown in an analogous manner. The stated size bound \textcircled{2.13} follows from $\|x_r\| \geq \sigma$.  

If $R$ is a Dedekind domain, we can use the technique of a controlled $S$-euclidean descent to calculate nearly the GCD of two elements apart from a finite set of places.

**Definition 2.15.** Let $S$ be a finite subset of $R$, e.g., the set for which $R$ is $S$-euclidean. Then we define

$$V(\prod S) := V \left( \prod_{s \in S} s \right) = \{ \mathfrak{p} \text{ prime ideal in } R : \exists s \in S : \mathfrak{p} \supset s R \}$$

which is a set of prime ideals of $R$ that contains the ideal $(\prod S)$. In other words $V(\prod S)$ contains the prime ideals which are divisors of elements of $S$.

In particular, $V(\prod S)$ is a finite set due to the finiteness of $S$.

**Lemma 2.16.** Let $R$ be a Dedekind domain, and let $x_0, x_1, \ldots, x_r \in R$ be the elements of an $S$-euclidean descent ($x_{r+1} = 0$). Then $v_p(x_0) \geq k$ and $v_p(x_1) \geq k$ if and only if $v_p(x_r) \geq k$ for every prime ideal $\mathfrak{p} \not\in V(\prod S)$.

**Proof.** Both implications are proven by inductions. Let $1 \leq j < r$. The assumptions $v_p(x_{j-1}) \geq k$ and $v_p(x_j) \geq k$ imply that $v_p(x_{j+1}) = v_p(s_j x_{j-1} - q_j x_j) \geq \min(v_p(s_j x_{j-1}), v_p(q_j x_j)) \geq k$, which holds true for every prime ideal $\mathfrak{p}$ of $R$. It follows that $v_p(x_r) \geq k$ via induction, where the induction starts with the trivial case $j = 1$.

Now we are going to prove the other implication. Let $1 \leq j \leq r$. From $v_p(x_j) \geq k$ and $v_p(x_{j+1}) \geq k$ it follows that $v_p(x_{j-1}) = v_p(s_j x_{j-1}) = v_p(q_j x_j + x_{j+1}) \geq \min(v_p(q_j x_j), v_p(x_{j+1})) \geq k$. Thereby, the first equation sign holds true because we provided that $v_p(s_j) = 0$. The claim follows with $j = 1$ using decreasing induction in $j$, where the induction starts with $j = r$.  

\[\square\]
Corollary 2.17. Let the conditions be the same as in Lemma 2.16. Then
\[
\min(v_p(x_0), v_p(x_1)) = k \text{ if and only if } v_p(x_t) = k \text{ for every prime ideal } p \not\in V(\prod S).
\]
\[\square\]

Proposition 2.18. Let \( R \) be an \( S \)-euclidean Dedekind domain. If one calculates
an \( S \)-euclidean descent from \( x, y \in R \) to \( u, v \in R \) with \( \sigma = 1 \) according to Theorem 2.14
then \( \min(v_p(x), v_p(y)) = v_p(u) = v_p(v) \) for every prime ideal \( p \not\in V(\prod S) \).

Proof. We obtain \( \min(||u + v||, ||u - v||) \) < 1 using Theorem 2.14 thus \( ||u + v|| = 0 \)
or \( ||u - v|| = 0 \). Therefore we have \( u = \varepsilon v \) with \( \varepsilon \in \{ -1, +1 \} \), hence \( v_q(u) = v_q(v) \)
for all prime ideals \( q \). The claim that for every prime ideal \( p \not\in V(\prod S) \) follows
directly from Lemma 2.16 and Corollary 2.17. \[\square\]

Now we are able to present our Algorithm 2.19 DESCENT\(_R \) for the calculation
of an asymptotically fast \( S \)-euclidean descent. The algorithm is based on Lehmer’s
ideas that were improved by Knuth [18] and Schönhage [28, 29] for an asymptotically
fast GCD calculation in \( \mathbb{Z} \). This concept, which does not need special properties
of \( \mathbb{Z} \), was transferred to \( \mathbb{Z}[i] \) [39], and is now generalized for \( S \)-euclidean domains.

If the operands have large size, we split them into heads and tails w. r. t. a fixed
chosen basis \( b \in R \setminus (R^* \cup \{ 0 \}) \) using a remainder-division for each of them, and we
calculate an \( S \)-euclidean descent only with the heads (i.e., the calculated quotient
of the remainder-division). If we apply a remainder-division for one of the operands
and for \( b^T \), then we know that the tail w. r. t. \( \| \cdot \| \) is bounded by \( \|b^T\| \cdot E(R, \| \cdot \|) \),
where \( E(R, \| \cdot \|) \) denotes the euclidean minimum for the integral domain \( R \). Set
\( B := ||b|| \). We have \( B > 1 \) because \( b \) is not a unit.

In order to give a general description of the Algorithm 2.19 DESCENT\(_R \), we are going to introduce some constants which depend only on the \( S \)-euclidean domain,
and not on the operands:

\[
(2.17) \quad E_R' := E_R + \frac{1 - E_R}{2} = \frac{1 + E_R}{2} < 1,
\]
\[
(2.18) \quad C_R := 1 + \lceil \log_{1/E_R} S_R \rceil \geq 1, \quad \text{where } S_R := \max_{s \in S} \| s \|,
\]
\[
(2.19) \quad m_R := \left( 1 + \frac{S_R}{1 - E_R} \right) \cdot \left( 1 + E_R^C R \right),
\]
\[
(2.20) \quad \gamma_R := \max(0, \lfloor \log_B(2m_R E(R, \| \cdot \|)) - \log_B(B - 1) + \max(1 - C_R, \log_B S_R) \rfloor),
\]
\[
(2.21) \quad \delta_R := \max \left( \left[ \log_B \left( \frac{2B}{1 - E_R} \right) - 1 \right], \left[ \log_B(1 + B^{-2\gamma_R} E(R, \| \cdot \|)) \right] \right),
\]
\[
(2.22) \quad \ell_R := 1 + \max \left( \left[ \log_{1/E_R} B^{1+\delta_R} \right], \left[ \log_{1/E_R}(3B - 2) \right] \right).
\]

These constants serve different purposes. Because we are going to calculate \( S \)-euclidean steps with the head parts of the operands, we cannot guarantee a reduction w. r. t. \( \| \cdot \| \) by \( E_R \) for the entire operands. Thus we introduce \( E_R' \) as the
reduction factor for the entire operands, even if we calculate \( S \)-euclidean steps with
only the heads (with \( E_R \) as the reduction factor).

The constant \( C_R \) determines whether we use the divide-and-conquer technique
in order to calculate an \( S \)-euclidean descent. We choose \( C_R \) such that \( E_R' \cdot (C_R - 1) \)
is an upper bound for \( S_R \). This constant is also involved in an estimate for the
coefficients of the cofactor matrix according to Proposition 2.13. The factor of this estimate is bounded by $m_R$ (cf. Theorem 2.14).

The constant $\gamma_R$ is chosen such that the operands satisfy the minimum size requirement $\sigma$ if they are transferred from the head parts using the cofactor matrix.

The constant $\delta_R$ determines that only operands larger than $B^{L+1+\delta_R}$ are split into heads and tails. Furthermore, it controls that we are able to guarantee $E'_R$ as a reduction factor for the entire operands, even if we calculated the $S$-euclidean steps only with the heads.

We are able to bound the number of iterations in the “while” loop (D9) of the Algorithm 2.19 by $\ell_R$. We can distinguish between two cases in order to bound the number of iterations in (D9). Either no splitting was done so that we calculate $S$-euclidean steps with the original operands, or a splitting was done so that we transferred the $S$-euclidean descent to the entire operands (D8) satisfying some size bound.

**Algorithm 2.19** (Fast computation of a controlled $S$-euclidean descent in $R$).

Given $x, y \in R$, $L \in \mathbb{N}$ with $\|x\|, \|y\| \geq B^L$, this algorithm calculates $u, v \in R$ and a matrix $M \in R^{2 \times 2}$, invertible in $\text{Quot}(R)$, according to Theorem 2.13 (with the parameter $E'_R$ instead of $E_R$ for the size bound of the matrix coefficients) such that

$$M \cdot \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} u \\ v \end{pmatrix} \quad \text{and} \quad \|u\|, \|v\| \geq B^L > \min(\|u - v\|, \|u + v\|).$$

*algorithm DESCENT$_R(x, y, L)$*

1. **if** $\min(\|x\|, \|y\|) < B^{L+1+\delta_R}$ **then** ($0 \leq \delta_R < \infty$ independent of $x, y$)
   
   $u := x$, $v := y$, $M := I$; (and go to D9)
   
   **else**

2. **Find a small** $N \in \mathbb{N}$ with $\|x\|, \|y\| < B^{L+N}$;

   (see the proof of Theorem 2.20 for choosing such an $N$)

   **if** $L \leq C_R N + \gamma_R$ **then** (no splitting)

   $T := 0$, $L_1 := L$;

   **else** (split the operands; see Figure 2)

   $L_1 := C_R N + \gamma_R$, $T := L + 1 - L_1$,

   split $\begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} x' \\ y' \end{pmatrix} + b^T \cdot \begin{pmatrix} x'' \\ y'' \end{pmatrix}$, (here $\|x\|, \|y\| \geq B^{L+1+\delta_R}$)

   such that $B^{L_1} \leq \|x''\|, \|y''\| < B^{L_1+N-1}$,

   $\|x'\|, \|y'\| \leq B^T E(R, \|\cdot\|)$,

   and set $x := x''$, $y := y''$;

3. **if** $\min(\|x\|, \|y\|) < B^H$ **then**

   $u' := x$, $v' := y$, $M := I$;

   **else**

4. $(u', v', M) := \text{DESCENT}_R(x, y, H)$; (min($\|u' \pm v'\|$) $< B^H$);

5. **while** $\min(\|u' - v'\|, \|u' + v'\|) \geq B^{L_1}$ **and**

   $\max(\|u'\|, \|v'\|) \geq B^H$ **do** (at most 2 times)

   Perform one $S$-euclidean step on $u', v'$ preserving $\|u'\|, \|v'\| \geq B^{L_1}$,

   and with proper updating of $M$;

   **if** $\min(\|u' \pm v'\|, \|u' + v'\|) < B^{L_1}$ **then**

   $u := u'$, $v := v'$;
else
(D6) \( (u, v, M') := \text{DESCENT}_R(u', v', L_1) \); (then \( \min(\|u \pm v\|) < B^{L_1} \));
(D7) \( M := M' \cdot M \);
(D8) \[ \text{if } T > 0 \text{ then} \]
(D9) \[ \begin{align*}
& \left( \begin{array}{l}
  u' \\
  v'
\end{array} \right) := b'^T \cdot \left( \begin{array}{l}
  u \\
  v
\end{array} \right) + M \cdot \left( \begin{array}{l}
  x' \\
  y'
\end{array} \right); \\
& \text{while } \min(\|u - v\|, \|u + v\|) \geq B^L \text{ do (at most } \ell_R \text{ times)} \\
& \text{Perform one } S \text{-euclidean step on } u, v \\
& \text{preserving } \|u\|, \|v\| \geq B^L, \\
& \text{and with proper updating of } M; \\
& \text{return } (u, v, M).
\]

**Theorem 2.20.** Given \( x, y \in R \), Algorithm 2.19 \( \text{DESCENT}_R \) calculates \( u, v \in R \) and a matrix \( M \in R^{2 \times 2} \) according to Theorem 2.14 (\( E'_R \) instead of \( E_R \)). In addition to that, the number of \( S \)-euclidean steps in the “while” loops (D5) and (D9) is bounded by \( 2 \) or, respectively, \( \ell_R \) independent of the operands.

**Proof.** We calculate every \( S \)-euclidean step in the algorithm such that we can guarantee a reduction by the factor \( E_R \) w. r. t. \( \| \cdot \| \). If we compute an \( S \)-euclidean step only for the heads of the operands, we are not able to guarantee the factor \( E_R \) for the entire operands (calculated using the cofactor matrix). Anyway, we can always guarantee \( E'_R \) as a reduction factor for the entire operands as we will show in Lemma 2.22.

If a size modification is made after an \( S \)-euclidean step in the “while” loop (D5) or (D9), then the minimum condition in (D5) or (D9) is not satisfied anymore such that the loop iteration terminates.

After these general remarks we will follow the algorithm step by step in order to prove its correctness. Without loss of generality we assume \( \|x\| \geq \|y\| \). If step (D1) branches to (D9), we have \( \|y\| < B^{L+1+\gamma} \). In every \( S \)-euclidean step in (D9) the intermediate operands are reduced w. r. t. \( \| \cdot \| \) by the factor \( E_R \) at least. Thus we achieve a remainder less than \( B^L \) after finitely many steps such that a size modification has to be made. After this no further iteration is executed. Otherwise, if (D1) does not branch to (D9), we always have \( N \geq 2 \) in (D2).

In case the operands \( x, y \) have to be split, we calculate the splitting for \( x \) (\( y \) in an analogous manner) using a remainder-division w. r. t. to the euclidean minimum \( E(R, \| \cdot \|) < \infty \) as \( x'' = b'' + x' \) with \( \|x''\| \leq B^T \cdot E(R, \| \cdot \|) \); see Figure 2. Now we can estimate \( \frac{\|x''\|}{B^T} - E(R, \| \cdot \|) \leq \|x''\| \leq \frac{\|x''\|}{B^T} + E(R, \| \cdot \|). \) Because the operands \( x, y \) are both greater than \( B^{L+1+\gamma} \) w. r. t. \( \| \cdot \| \) (no branch in (D1)), we can conclude that \( \|x''\| \geq \frac{\|x''\|}{B^T} - E(R, \| \cdot \|) \geq B^{L+1+\gamma} - E(R, \| \cdot \|) \geq B^{L+1} - B^{L+1} \cdot E(R, \| \cdot \|) \geq B^{L_1} \), because \( \delta_R \geq \log_B(1+B^{-(2+\gamma)}) \cdot E(R, \| \cdot \|) \geq \log_B(1+B^{L_1} \cdot E(R, \| \cdot \|) \) using the definition for \( \delta_R \) and \( L_1 \geq 2 + \gamma \). Furthermore, we have \( \|x''\| \leq B^{L+\gamma} \cdot E(R, \| \cdot \|) \) as an upper bound. In addition to that,

\[
\begin{array}{c|c|c}
T & L_1 = C_R \cdot N + \gamma_R & N - 1 \\
L & N & N \\
\end{array}
\]

**Figure 2.** \( S \)-euclidean descent in \( R \): Splitting with tails
we assume that \( N \) was chosen minimal such that \( \|x''\| < B^{L_1+N-1} \). Therefore \( N \) can be determined in the following manner. Let \( N_{\text{min}} \) be the smallest \( N \) which satisfies \( \|x\| < B^{L_1+N_{\text{min}}} \). Then we can choose \( N \) with \( N_{\text{min}} \leq N \leq N_{\text{min}} + \Delta \), where \( \Delta := \max(0, \log_B E(R, \|\cdot\|) - (\gamma_R + 3) + \log_B 2) \) + 1 independent of the operand \( x \). In particular, we have \( \Delta > \log_B E(R, \|\cdot\|) - (\gamma_R + 3) + \log_B 2 \) which yields
\[
B^{L_1+N+\Delta-1} = \frac{1}{2} B^{L_1+N+\Delta-1} + \frac{1}{2} B^{L_1+N+\Delta-1} \\
> B^{L_1+N-1} + \frac{1}{2} B^{(2+\gamma_R)+2(\log_B E(R, \|\cdot\|) - (\gamma_R + 3) + \log_B 2)-1} \\
\geq B^{L_1+N-1} + E(R, \|\cdot\|) \geq \|x''\|.
\]
Thus we choose \( N \) as the smallest \( N \geq N_{\text{min}} \) which satisfies \( \|x''\| < B^{L_1+N-1} \). The explanation above shows that there exists such an \( N \) which is at most \( \Delta \) larger than \( N_{\text{min}} \).

Now we show that the number of iterations of the “while” loop (D5) is bounded by 2 at most. Denote the heads of the operands \( x, y \) with \( \tilde{x}, \tilde{y} \) in case of \( T > 0 \), and assume \( \|\tilde{x}\| \geq \|\tilde{y}\| \). Otherwise, if \( T = 0 \), we set \( \tilde{x} := x, \tilde{y} := y \). We are calculating a descent of \( N \) “bits” (for example in case of \( R = Z \) and \( B = 2 \)) from \( L_1 + N \) to \( L_1 \) bits for the operands \( \tilde{x}, \tilde{y} \). In order to achieve this, we first calculate a descent of \( [N/2] \) bits to \( H := L_1 + \lfloor N/2 \rfloor \) bits in (D4) and (D5).

If \( \|\tilde{y}\| < B^H \) in (D3), we calculate one \( S \)-euclidean step and get a remainder \( r \) with \( \|r\| \leq E_R B^H < B^H \) instead of applying procedure DESCENT_R. If now \( \|r\| \geq B^{L_1} \), then no further loop iteration is executed because \( \max(\|\tilde{y}\|, \|r\|) < B^H \).

Otherwise, if \( \|r\| < B^{L_1} \), then a size modification with \( \tilde{y} \) is made \( (u' := \tilde{y} + \varepsilon v \text{ with } \varepsilon \in \{-1, +1\} \text{ such that } \|v'\| \geq \|\tilde{y}\|) \). Then \( \|u' + \varepsilon v'\| < B^{L_1} \) such that no further loop iteration is done. In the other case, i.e., if we called DESCENT_R in (D4) recursively, there exists an \( \varepsilon \in \{-1, +1\} \) such that \( \|u' + \varepsilon v'\| < B^H \). After the calculation of an \( S \)-euclidean step we get a remainder less than \( B^H \). Either a size modification is necessary for the remainder which terminates the “while” loop, or a further \( S \)-euclidean step is calculated. This leads to a remainder less than \( B^H \) for which a size modification can be done. In this case, the “while” loop terminates, and otherwise both operands are less than \( B^H \) such that no further iteration is done due to the maximum condition.

If the “while” loop (D5) terminates because \( \min(\|u' - v'\|, \|u' + v'\|) < B^{L_1} \) is satisfied, then the condition in the following “if” clauses holds true such that no further DESCENT_R (D6) is calculated. If \( T = 0 \), no splitting was done, the condition (D8) does not hold true, and \( L = L_1 \) such that no iteration in (D9) is executed.

From now on we assume \( T > 0 \) that implies \( L > C_R N + \gamma_R \). The parameters \( T \) and \( L_1 \) are chosen such that \( T + L_1 = L + 1 \). We are calculating a descent from the heads \( x'', y'' \) (D3) to intermediate operands \( \tilde{u}, \tilde{v} \) (D7). In addition to that there exists an \( \varepsilon \in \{-1, +1\} \) such that
\[
\|\tilde{u}\|, \|\tilde{v}\| \geq B^{L_1} > \|\tilde{u} + \varepsilon \tilde{v}\|.
\]

We calculate \( u, v \) in (D8) as
\[
\begin{pmatrix}
  u \\
  v
\end{pmatrix}
:= b^T \cdot
\begin{pmatrix}
  \tilde{u} \\
  \tilde{v}
\end{pmatrix} + M \cdot
\begin{pmatrix}
  x' \\
  y'
\end{pmatrix} = b^T \cdot M \cdot
\begin{pmatrix}
  x'' \\
  y''
\end{pmatrix} + M \cdot
\begin{pmatrix}
  x' \\
  y'
\end{pmatrix} = M \cdot
\begin{pmatrix}
  x \\
  y
\end{pmatrix}.
\]
Because of \( B^{L_1} \leq \|x''\|, \|y''\| < B^{L_1+N-1} \) and because of the minimum size of \( \tilde{u}, \tilde{v} \), Lemma 2.23 implies that the coefficients \( m_{ij} \) (i, j ∈ \{1, 2\}) of the cofactor matrix...
In the case where the operands were split (2.21) after termination of the “while” loop. \( \gamma \) is an advantage to choose strategic aspects of the choice of the constants. For example, on the one hand it is true in the proof above. In addition to that one can be interested in discussing \( k \) such that the estimate

\[
\|u\|, \|v\| \geq B^{l_1+T} - 2m_{R}B^{C_R(N-1)}B^T \cdot E(R, \| \cdot \|)
\]

\[
= B^{l_1+T} - 2m_{R}E(R, \| \cdot \|)B^{C_RN+\gamma_R+T-C_R} \geq B^L
\]

follows from (2.24) because \( \gamma_R \geq \log_B(2m_{R}E(R, \| \cdot \|)) - \log_B(B - 1) + 1 - C_R \). This means that \( \|u\|, \|v\| \) cannot become too small. In addition to that it follows from (2.24) that

\[
\|u + \varepsilon v\| = \|(\tilde{u} + \varepsilon \tilde{v})B^T + (m_{11} - \varepsilon m_{21})x' + (m_{12} + \varepsilon m_{22})y'\|
\]

\[
= B^{l_1+T} - 4m_{R}B^{C_R(N-1)}B^T \cdot E(R, \| \cdot \|)B^{C_RN+\gamma_R+T-C_R} \geq B^L
\]

(2.25).

In the case where the operands were split \( (T > 0) \), one of the operands is less than \( (3B - 2)B^L \). w. r. t. \( \| \cdot \| \) after at most one \( S \)-euclidean step in (D9). Every further \( S \)-euclidean step reduces the remainder w. r. t. \( \| \cdot \| \) at least by the factor \( E_R \) (we can guarantee \( E_R \) instead of \( E_R' \) because we are calculating \( S \)-euclidean steps with the entire operands, and not only with the heads). After \( k \geq \log_{1/E_R}(3B - 2) \) \( S \)-euclidean steps we achieve at least a reduction by \( E_R \leq \frac{1}{1 - \frac{2}{B}} \) which means that \( \|u + \varepsilon v\| < B^L \). In the case \( T = 0 \) one of the operands is less than \( B^{l_1+\delta_R} \) w. r. t. \( \| \cdot \| \), and after one \( S \)-euclidean step in (D9) this size bound holds true for both operands. One can bound the number of further \( S \)-euclidean steps in (D9) in an analogous manner as above in order to achieve a remainder less than \( B^L \). Altogether, the number of \( S \)-euclidean steps in (D9) can be bounded by

\[
\ell_R = 1 + \max \left( \left\lceil \log_{1/E_R}B^{1+\delta_R} \right\rceil, \left\lceil \log_{1/E_R}(3B - 2) \right\rceil \right).
\]

This statement holds true because we get a remainder less than \( B^L \) w. r. t. \( \| \cdot \| \) after at most \( \ell_R \) iterations (D9) such that a size modification is done which implies an afterwards termination of the “while” loop.

\( \square \)

Remark 2.21. The constants were chosen in such a way that the estimates hold true in the proof above. In addition to that one can be interested in discussing strategic aspects of the choice of the constants. For example, on the one hand it is an advantage to choose \( \gamma_R \) as small as possible in order to achieve a splitting in the recursive calls as often as possible. On the other hand, \( \gamma_R \) should be as large as possible in order to achieve a small factor \( B + 4m_{R}E(R, \| \cdot \|)B^{1-(C_R+\gamma_R)} \) in

\[
\parallel x'' \parallel, \parallel y'' \parallel \text{ to } \tilde{u}, \tilde{v}
\]

are bounded w. r. t. \( \| \cdot \| \) by

\[
\|m_{ij}\| \leq m_{R}B^{l_1+\gamma_R}B^{C_R(N-1)} = m_{R}B^{C_R(N-1)}
\]

(cf. Theorem 2.14 with \( E_R' \) instead of \( E_R \)). Furthermore, \( \|x'\|, \|y'\| \leq B^T \cdot E(R, \| \cdot \|) \) such that the estimate

\[
\|u\|, \|v\| \leq B^{l_1+T} - 2m_{R}B^{C_R(N-1)}B^T \cdot E(R, \| \cdot \|)
\]

\[
= B^{l_1+T} - 2m_{R}E(R, \| \cdot \|)B^{C_RN+\gamma_R+T-C_R} \geq B^L
\]

\[
\|\|B\|B - 2m_{R}E(R, \| \cdot \|)B^{1-(C_R+\gamma_R)} \| \geq B^L
\]

(2.24) using the size bound (2.23) that

\[
\|u + \varepsilon v\| = \|((\tilde{u} + \varepsilon \tilde{v})B^T + (m_{11} - \varepsilon m_{21})x' + (m_{12} + \varepsilon m_{22})y'\|
\]

\[
= B^{l_1+T} - 4m_{R}E(R, \| \cdot \|)B^{C_RN+\gamma_R+T-C_R} \geq B^L
\]

(2.25).
\[ \text{(2.25)} \] Such a strategic discussion about the choice of the ring constants is not in the scope of this article.

We have omitted the proof of two statements in the proof of Theorem \[ \text{(2.20)} \] which we now present as Lemmas \[ \text{2.22} \text{ and 2.23} \]

\textbf{Lemma 2.22.} Let \( s \cdot x'' = q \cdot y'' + r'' \) be an \( S \)-euclidean step for the heads \( x'', y'' \) in any recursive call of the Algorithm \[ \text{(2.19)} \] DESCENT\( _R \), hence \( \| r'' \| \leq E_{R'} \| y'' \| \). Then we have \( \| r \| \leq E_{R'} \| y \| \) for a corresponding \( S \)-euclidean step \( s \cdot x = qy + r \) for the entire operands \( x, y \) in the outermost recursion level.

\textbf{Proof.} Let \( x, y \) be the operands in the outermost recursion level. During the recursive calls of DESCENT\( _R \), these operands are split several times in heads and tails, hence

\[
x = x_0 + b^{T_1} \cdot (x_1 + b^{T_2} \cdot (x_2 + \cdots + b^{T_k} \cdot x_k) \cdots ),
\]

\[
y = y_0 + b^{T_1} \cdot (y_1 + b^{T_2} \cdot (y_2 + \cdots + b^{T_k} \cdot y_k) \cdots ).
\]

Thereby we have \( T_\kappa > 0 \) because a splitting was done in the recursion level \( \kappa \). In the innermost recursion level we have split the operands in heads \( x'', y'' \) and tails \( \hat{x}, \hat{y} \) as

\[
x'' := x_k, \quad \hat{x} := x - b^\tau x'', \quad y'' := y_k, \quad \hat{y} := y - b^\tau y'', \quad \text{where } \tau := \sum_{\kappa=1}^k T_\kappa.
\]

Now we are able to bound the size of the tails by

\[
\| \hat{x} \|, \| \hat{y} \| \leq E(R, \| \cdot \|) \cdot B^{T_1} + E(R, \| \cdot \|) \cdot B^{T_1 + T_2} + \cdots + E(R, \| \cdot \|) \cdot B^T
\]

\[
\leq B^T \cdot E(R, \| \cdot \|) \cdot \sum_{\kappa=0}^{k-1} B^{-\kappa} \quad (\text{as } T_\kappa > 0)
\]

\[
\leq B^T \cdot E(R, \| \cdot \|) \cdot \frac{1}{1 - B^{-1}} = B^T \cdot E(R, \| \cdot \|) \cdot \frac{B}{B - 1},
\]

because the splitting was done by calculating a euclidean step w.r.t. the euclidean minimum \( E(R, \| \cdot \|) \) for the ring \( R \).

Now we return to the \( k \)-th recursion level, and let \( L_1, N \) be the parameter of the corresponding splitting. It follows from both the \( S \)-euclidean steps \( s \cdot x'' = q \cdot y'' + r'' \) and \( s \cdot x = qy + r \) (dividing them by \( y'' \) or, respectively, \( y \), and subsequent subtraction in order to eliminate \( y \)) that

\[
(2.27) \quad s \cdot \left( \frac{x''}{y''} - \frac{x}{y} \right) = \frac{r''}{y''} - \frac{r}{y} \Rightarrow \quad \left\| \frac{r}{y} \right\| \leq \left\| \frac{r''}{y''} \right\| + \| s \| \left\| \frac{x''}{y''} - \frac{x}{y} \right\|.
\]

We know \( \| r''/y'' \| \leq E_{R'} \), thus it remains to show that the second term can be bounded by \( \frac{1}{2} E_{R'} \).

\[
\left\| \frac{x''}{y''} - \frac{x}{y} \right\| = \frac{x''y - xy''}{y''} = \frac{x''y + x''b^T y' - \hat{x}y'' - x''b^T y''}{y''}
\]

\[
\leq \left\| \frac{x''y}{y''} \right\| + \left\| \frac{\hat{x}}{y} \right\| \leq \frac{B}{B - 1} \cdot E(R, \| \cdot \|) \cdot B^{-(L_1 + \delta_R)}, \left( \left\| \frac{x''}{y''} \right\| + 1 \right)
\]

\[
< \frac{B}{B - 1} \cdot E(R, \| \cdot \|) \cdot B^{-L_1 - \delta_R} (B^{N-1} + 1).
\]
Because of \( L_1 = C_R N + \gamma_R \) and \( \gamma_R \geq \log_B(2 \cdot E(R, \| \cdot \|)) - \log_B(B - 1) + \log_B S_R \) using (2.20), it follows that

\[
\| s \| \cdot \left\| \frac{x''}{y'} - \frac{x}{y} \right\| < S_R \frac{B}{B - 1} E(R, \| \cdot \|) b^{-C_R N - \gamma_R - \delta_R + N - 1} \leq B b^{-(C_R - 1) N - \delta_R - 1} \leq b^{-\delta_R},
\]

because \( B^{N-1} + 1 \leq 2B^{N-1} \), \( C_R \geq 1 \), and \( N \geq 0 \). It follows from (2.21) that \( \delta_R \geq \log_B \left( \frac{2}{1 - E_R} \right) - 1 \), which implies

\[
\| s \| \cdot \left\| \frac{x''}{y'} - \frac{x}{y} \right\| \leq \frac{1 - E_R}{2}.
\]

Then the statement follows from (2.21) using the definition of \( E'_R \) (2.17).

Lemma 2.23. The coefficients \( (m_{ij}) \) of the cofactor matrix \( M \) are bounded by

\[
\| m_{ij} \| \leq \left( 1 + \frac{S_R}{1 - E_R} \right) (1 + E'_R C_R) \left( \frac{\max(\| x'' \|, \| y'' \|)}{B^{L+1}} \right) C_R
\]

in step (D8) of Algorithm 2.19 DESCENT \(_R\).

Proof. We calculate an \( S \)-euclidean descent with several \( S \)-euclidean steps for the heads of the entire operands. Each of these steps reduces the remainder at least by a factor of \( E_R \) w. r. t. \( \| \cdot \| \). If the remainder is smaller than a certain minimum size \( \sigma \), we calculate a size modification of the remainder. Let \( s \cdot x = qy + z, \| z \| \leq E_R \| y \| \), be an \( S \)-euclidean step for \( x, y \) of an \( S \)-euclidean descent (in particular, e.g., the last calculated \( S \)-euclidean step in a recursive call), which is followed by a size modification \( z + \varepsilon y \). Then the calculation of a further \( S \)-euclidean step \( 1 \cdot (z + \varepsilon y) = \varepsilon y + z, \| z \| \leq E_R \| y \| \) removes the previous size modification such that we can guarantee a reduction by the factor \( E_R \). For that reason we must consider the size modification in general, apart from the size modification after the last \( S \)-euclidean step (if done) of an \( S \)-euclidean descent in order to bound the matrix coefficients.

Lemma 2.22 says that all \( S \)-euclidean steps w. r. t. the full operands (not only for the heads) are reducing the size at least by the factor \( E'_R \) such that we can bound \( M \)'s coefficients in the same manner as in Theorem 2.14 (replacing \( E_R \) by \( E'_R \)).

These two lemmas complete the proof of Theorem 2.20. Finally we prove an estimate for the running time of Algorithm 2.19 DESCENT \(_R\).

Proposition 2.24. Let \( t(l, n) \) denote the maximum running time of algorithm DESCENT \(_R(x, y, L) \) for every \( L \leq l \) and any \( x, y \) with \( \| x \|, \| y \| < B^{l+N} \), where \( N \leq n \). Then we have \( t(l, n) \leq O(\bar{\mu}_R(l + n) \cdot \log(n + 1)) \), where \( \bar{\mu}_R(l + n) \) denotes a smooth upper bound for the multiplication time or, respectively, for the calculation of an \( S \)-euclidean step of two operands smaller than \( B^{l+n} \) w. r. t. \( \| \cdot \| \).

Proof. Set \( C_R' := C_R + \gamma_R / 2 \). In the case of a splitting of the operands in heads and tails we have \( C_R' N \geq C_R N + \gamma_R \), because \( N \geq 2 \).

Except for the recursive calls in (D4) and (D6) the algorithm calculates only a bounded number of operations with operands smaller than \( B^{l+n} \). The case
\(L > C_R N + \gamma_R\) is reduced to a problem with parameters \(L_1 = C_R N + \gamma_R, N_1 = N - 1\), which allows the estimate
\[
(2.28) \quad t(l, n) \leq t(L_1, N_1) + O(\hat{\mu}_R(l + n)) \leq t(C'_R n, n) + O(\hat{\mu}_R(l + n)).
\]

The divide-and-conquer technique of the algorithm yields
\[
(2.29) \quad t(C'_R 2n, 2n) \leq 2 \cdot t(C'_R n, n) + O(\hat{\mu}_R(2n(1 + C'_R))).
\]
(In other words one calculates a descent of \(2n\) bits by calculating recursively up to two descents of \(n\) bits each. In these recursive calls a splitting is done such that a running time of \(t(C'_R n, n)\) is sufficient.) The estimated running time \(t(l, n) \leq O(\hat{\mu}_R(l + n) \cdot \log(n + 1))\) follows from (2.28) and (2.29). \(\square\)

**Remark 2.25.** This running time with parameter \(l = 0\) is an upper bound for the calculation of a complete \(S\)-euclidean descent for operands \(x, y \in R\) with \(\|x\|, \|y\| < B^n\). It should be mentioned that some algorithmic properties of the domain \(R\) are encoded in the function \(\hat{\mu}_R\) and in the constant of the \(O\)-notation, for example the cardinality of the set \(S\).

### 3. GCD Computation in Imaginary Quadratic Rings of Algebraic Integers

Now, after having introduced \(S\)-euclidean domains, we are able to apply this concept and the corresponding fast Algorithm \ref{al1} DESCENT\(_R\) to imaginary quadratic orders. We show that every imaginary quadratic order is \(S\)-euclidean w. r. t. the absolute value and that, for every imaginary quadratic maximal order, we can compute the sum of two principal ideals using the concept of \(S\)-euclidean domains and valuations at certain places (it is necessary that the order is a Dedekind domain).

If the reader is interested in more general computations of ideal sums in quadratic number fields, e. g., for the real quadratic case, we refer to Section \ref{sec4}.

**3.1. Imaginary quadratic orders as examples of \(S\)-euclidean domains.** Now we would like to show that every imaginary quadratic order (not only the maximal order) is an \(S\)-euclidean domain. In particular, we need an applicable description for the “\(S\)-euclidean” property in order to use it for an algorithm. This requirement is satisfied by

**Theorem 3.1.** Let \(\mathcal{O}_D\) be the imaginary quadratic order with discriminant \(D < 0\). Then there exists a finite set \(S \subset \{1, \ldots, \lfloor |D|/3 \rfloor \}\) such that \(\mathcal{O}_D\) is an \(S\)-euclidean domain w. r. t. the absolute value \(|\cdot|\) (considering \(\mathcal{O}_D\) canonically embedded in \(C\)).

We postpone the proof of this theorem to the end of this section such that we can discuss some important conclusions for our following Algorithm \ref{alg3} SGCD\(_{\mathcal{O}_D}\). Even if this theorem holds true for every imaginary quadratic order, our Algorithm \ref{alg3} is defined only for Dedekind domains, i.e., for rings of algebraic integers (maximal orders).

**Remark 3.2.** The ring of algebraic integers \(\mathcal{O}_D\) with a fundamental discriminant \(D < 0\) is a unique factorization domain (i.e., a principal ideal domain in case of algebraic number fields) if \(D \in \{-3, -4, -7, -8, -11, -19, -43, -67, -163\}\). Moreover, \(\mathcal{O}_D\) is norm-euclidean for \(D \in \{-3, -4, -7, -8, -11\}\) such that one can choose \(S = \{1\}\).
Definition 3.3. Let $D < 0$ be a discriminant. Then we define a finite euclidean set $S_D \subset \mathbb{N}_{>0}$ as $S_D := \{1, \ldots, \lfloor |D|/3 \rfloor \}$.

In particular, we have $S_D = \{1\}$ for $D \in \{-3, -4, -7, -8, -11\}$.

Corollary 3.4. Every imaginary quadratic order $\mathcal{O}_D$ is $S_D$-euclidean w. r. t. $|\cdot|$.

We restrict our considerations on $S$-euclidean sets for imaginary quadratic orders to subsets of positive integers because there exists an easy way to prove in a uniform manner that these orders are $S$-euclidean. There may exist smaller $S$-euclidean sets (not only consisting of integers, but also of “general” ring elements) such that an order is $S$-euclidean w. r. t. such a set. A lower bound for the cardinality of such an $S$-euclidean set of an imaginary quadratic order depends on the class number or, respectively, on the structure of the class group in a nontrivial manner.

Before we prove Theorem 3.1, we need some preparations.

Proposition 3.5. Let $c \in \mathbb{R}_{>0}$ be a constant, let $J \subset \mathbb{R}_{>0}$ be a compact interval, and let $U$ be an environment of $0$ that contains the open interval $(-\eta, \eta)$ with $\eta \in \mathbb{R}_{>0}$. Then there exists a finite index set $M \subset \mathbb{N} \times \mathbb{N}_{>0}$ such that $J \subset \bigcup_{(k,s) \in M} \frac{c+k+U}{s}$.

Proof. Without loss of generality we assume $c = 1$. If not, we could change the scale by multiplying by $1/c$. Because of the inclusion $I_{k,s,\eta} := \left(\frac{k-\eta}{s}, \frac{k+\eta}{s}\right) \subset \frac{k+U}{s}$, it suffices to show that $\mathbb{R}_{>0} \subset \bigcup_{s \geq 1} \left(\frac{k_0-\eta}{s}, \frac{k_0+\eta}{s}\right)$. Define $S := \lfloor 1/\eta \rfloor$, thus $S + 1 > 1/\eta$.

From Dirichlet’s approximation theorem (cf. [27 Chapter V, A. Theorem] or [1 Chapter 7]) it follows that for every $\theta \in \mathbb{R}_{>0}$ there exist integers $k$ and $s$ with $0 < s \leq S$ such that

$$\left|\theta - \frac{k}{s}\right| \leq \frac{1}{s(S+1)} < \frac{\eta}{s} \quad \Rightarrow \quad \theta \in I_{k,s,\eta}.$$ 

Thus we have covered $J$ with a countable infinite system of open sets. Because of the compactness of $J$ there exists a finite subset of this system whose sets cover $J$ already.

Remark 3.6. For any $c \in \mathbb{R}_{>0}$ we can define an upper bound for the occurring denominators $s$ by $S := \lfloor c/\eta \rfloor$.

Furthermore, it follows from the above proof that one is able to find such a finite set $M$. For every fixed denominator $s$ with $0 < s \leq S$, there exist a finite number of $I_{k,s,\eta}$ which are intersecting with $J$. All these pairs $(k, s)$ form a suitable finite set $M$.

Let $\mathcal{O}_D$ be an imaginary quadratic order with discriminant $D < 0$. $\mathcal{O}_D$ is a discrete subring in $\mathbb{C}$ such that we can define $c := \min\{\text{Im}(x) > 0 : x \in \mathcal{O}_D\}$ which can be calculated as $c = \frac{1}{2}\sqrt{|D|}$. According to this ring constant we define

$$A_\eta := \{z \in \mathbb{C} : \eta \leq \text{Im}(z) \leq c/2\} \quad \text{and} \quad B_{\eta,k} := \{z \in \mathbb{C} : |\text{Im}(z) - k \cdot c| \leq \eta\}$$

for $k \in \mathbb{Z}$ and $0 < \eta < c/2$. $B_{\eta,k}$ forms a $2\eta$ high, horizontal stripe in the complex plane which contains the $x \in \mathcal{O}_D$ with $\text{Im}(x) = k \cdot c$ (see Figure 3 with $D \equiv 1 \mod 4$).
Proposition 3.7. Let the imaginary quadratic order $\mathcal{O}_D$ be embedded canonically in $\mathbb{C}$. Let $B_{\eta,k}$ and $c$ be defined as above. Let $\eta > 0$. Then there exists a finite set $S \subset \mathbb{N}_{>0}$ such that for every $z \in \mathbb{C}$ there exist an $s \in S$ and a $k \in \mathbb{Z}$ with $s \cdot z \in B_{\eta,k}$.

Proof. For $z \in \bigcup_{\eta \in \mathbb{Z}} B_{\eta,k}$, $s = 1$ is sufficient. Thus let us assume that no $B_{\eta,k}$ contains $z$. Then there exists $\hat{z} \in \mathcal{O}_D$ such that $z - \hat{z} \in A_\eta \cup (-A_\eta)$. Therefore $A_\eta$ contains $z - \hat{z}$ or $\hat{z} - z$. (Multiplying $z$ by $-1$ causes a transition from $B_{\eta,k}$ to $B_{\eta,-k}$ in the assumption.) For this reason we can assume $z \in A_\eta$ w.l.o.g.

Set $z' := \text{Im}(z)$. Denote the projections of the sets $A_\eta, B_{\eta,0}$ on the imaginary part by $J := \text{Im}(A_\eta)$ and $I := \text{Im}(B_{\eta,0})$. Then $z' \in J$, and we have $\text{Im}(B_{\eta,k}) = c \cdot k + I$. It follows from Proposition $3.5$ that there exist $(k,s) \in \mathbb{N} \times S$ such that $z' \in \frac{c}{k} + I$.

(In particular, $S$ can be chosen as a finite set which follows from Remark $3.6$.) Thus we have $s \cdot z' \in c \cdot k + I$, and this can be transformed into $s \cdot z \in B_{\eta,k}$ because of $\text{Im}(s \cdot z) = s \cdot z'$.

Remark 3.8.

(1) In the case of $0 < \eta < \sqrt{3}/2$, it follows that the distance between $z \in \mathbb{C} \cap B_{\eta,k}$ for any $k \in \mathbb{Z}$ to the nearest lattice point (consider $\mathcal{O}_D$ embedded canonically in $\mathbb{C}$) is less than 1. In other words, there exists a $\hat{z} \in \mathbb{R}$ with $|\text{Re}(z) - \text{Re}(\hat{z})| \leq \frac{1}{2}$ and $|\text{Im}(z) - \text{Im}(\hat{z})| \leq \eta$, thus $|z - \hat{z}|^2 \leq \left(\frac{1}{2}\right)^2 + \eta^2 < 1$.

(2) $S$ can be chosen as $S \subset \{1, \ldots, \lfloor c/\eta \rfloor\}$, which follows from Remark $3.6$.

Now we have made all the preparations in order to prove Theorem $3.1$.

Proof of Theorem $3.1$. We have to show that the conditions (S1), (S2) and (S3) are all satisfied. Obviously, (S1) holds true for the absolute value $f = |\cdot|$. (S3) is satisfied because $\mathcal{O}_D$ is a discrete subring of $\mathbb{C}$. It follows from Proposition $3.7$ that for every $z \in \text{Quot} \mathcal{O}_D$ there exists an $s \in S \subset \mathbb{N}_{>0}$ such that $s \cdot z \in B_{\eta,k}$. For a fixed chosen $\eta < \sqrt{3}/2$ the distance between $s \cdot z$ to a nearest lattice point in $\mathcal{O}_D$ w.r.t. the absolute value $|\cdot|$ is less than 1, which shows that (S2) holds true.

We have to show that $S$ can be chosen as the stated finite set of the positive integers. We can bound the set $S \subset \mathbb{N}_{>0}$ by $S = \lfloor c/\eta \rfloor$ with $c = \frac{1}{2} \sqrt{|D|}$ and
0 < \eta < \frac{1}{2} \sqrt{3} \text{ due to Remark 3.8.} \text{ Thus we have to study how we can specify the upper bound } S \text{ in terms of the discriminant } D \text{ and, according to this, what the minimal size for } \eta \text{ is. Therefore define } \gamma, 0 < \gamma \leq 1, \text{ by } \sqrt{|D|/3} + \gamma = \lfloor \sqrt{|D|/3} \rfloor + 1 \in \mathbb{N}_{>0}. \text{ It follows that}

\begin{equation}
\sqrt{\frac{3}{2}} \cdot (1 + \gamma \sqrt{|D|/3}) < \eta < \sqrt{\frac{3}{2}} \Rightarrow \sqrt{|D|/3} < \frac{c}{\eta} < \sqrt{|D|/3} + \gamma.
\end{equation}

Thus we have \[ \lfloor \sqrt{|D|/3} \rfloor < c/\eta < \lfloor \sqrt{|D|/3} \rfloor + 1 \] using the definition of \( \gamma \) such that we conclude that \( S = \lfloor c/\eta \rfloor = \lfloor \sqrt{|D|/3} \rfloor \).

3.2. Fast GCD computation in rings of algebraic integers of imaginary quadratic number fields using the concept of \( S \)-euclidean domains. \text{ On the one hand we have shown how to compute asymptotically fast an } S\text{-euclidean descent, on the other hand we have proved that the imaginary quadratic (maximal) orders are } S\text{-euclidean domains. Now we combine these two facts in order to compute the sum of two principal ideals (quasi a GCD) in such rings of algebraic integers asymptotically fast.}

Let \( K \) be an imaginary quadratic number field with fundamental discriminant \( D < 0 \), and let \( \mathcal{O}_K = \mathcal{O}_D \) be its ring of algebraic integers. \text{ We know that the multiplication time is bounded by } \mu_{\mathcal{O}_D}(n) = O(n) \text{ for this maximal order and a fixed chosen integral basis. In addition to that we know the euclidean minimum}

\[ E_{\mathcal{O}_D} = E(\mathcal{O}_D, \cdot | \cdot) = \begin{cases} \lfloor |D|/4+1 \rfloor, & \text{if } D \equiv 0 \mod 4, \\ \lfloor |D|/3 \rfloor, & \text{if } D \equiv 1 \mod 4 \end{cases} \]

[23] Proposition 3.2] and know the behaviour of the prime ideals (inert, split, ramified) \[8\] Proposition 5.1.4 in order to efficiently calculate the valuation at the finitely many places \( p \in V(\prod \mathcal{S}_D) \). \text{ Thus we can calculate the sum of two principal ideals, each given by a generator, by calculating a controlled } S_D\text{-euclidean descent with Algorithm 2.19 DESCENT}_{\mathcal{O}_D} \text{ for these two generators, and then by calculating the valuations at the corresponding } S_D\text{-places. The occurring ring constants of Algorithm 2.19 DESCENT}_{\mathcal{R}} \text{ are shown for the nine imaginary quadratic maximal orders with class number 1 and for a few maximal orders with class number 2 in Table 1. Thereby we chose } b = 2 (B = 2) \text{ as the basis. For all of these maximal orders } R = \mathcal{O}_D \text{ we used the } S_D\text{-euclidean set (cf. Definition 3.3). Note that in the case of } D \in \{-3, -4, -7, -8, -11\}, \text{ the maximal orders are euclidean. Furthermore, we denote the maximum of } S_D \text{ by } S_R \text{ according to Theorem 3.1. This yields a lower bound for } \eta \text{ as in (5.1), hence we chose } \eta < \sqrt{3}/2 \text{ only a little above this bound (cf. (5.1)) in order to achieve as much progress as possible in every } S_D\text{-euclidean step. Thus we have } E_R = \sqrt{\eta^2 + \frac{1}{4}}. \text{ It should be mentioned that } \eta \text{ can be close to } \sqrt{3}/2 \text{ for a fixed chosen ring of algebraic integers } \mathcal{O}_D, D < 0 \text{ such that } E_R \text{ is close to 1. This means that—in the worst case—the progress of every } S_D\text{-euclidean step can be small. The ring } \mathcal{O}_{-427} \text{ is an example for a large } E_R < 1.\]

Fast computation of valuations in quadratic rings of algebraic integers. \text{ We can calculate the sum of two principal ideals (given by one generator each) in an imaginary quadratic ring of algebraic integers } \mathcal{O}_D, \text{ using the Algorithm DESCENT}_{\mathcal{O}_D} \text{ in order to compute an } S_D\text{-euclidean descent, and then modifying the intermediate ideal at}
the \( V(\prod S_D) \) places using valuations. Thus, in this section, we now discuss how to quickly compute the valuations for an integral ideal.

Assume that we would like to calculate valuations at the place \( p \). Our asymptotically fast computation of \( p \)-valuations will be based on a precalculated representation of \( p^k \) as \( \mathbb{Z} \)-modules. For a fixed chosen quadratic ring of algebraic integers \( O_D \), we know the \( \mathbb{Z} \)-module representation for every prime ideal, and we only have to consider finitely many \( p \in V(\prod S_D) \). Starting with such a \( \mathbb{Z} \)-module representation of \( p \), we use Hensel lifting in order to calculate the \( \mathbb{Z} \)-module representation for \( p^k \).

Thereby \( k \) depends on the size of the operand for which we are going to calculate the \( p \)-valuation.

**Theorem 3.9 (Hensel lifting).** Let \( m \in \mathbb{N}_{\geq 1} \), and let \( f, f_1, f_2, c_1, c_2 \in \mathbb{Z}[x] \) be polynomials with

\[
f \equiv f_1 f_2 \mod m, \quad c_1 f_1 + c_2 f_2 \equiv 1 \mod m.
\]

Assume that the leading coefficient of \( f_2 \) is equal to 1, \( n := \deg f = \deg f_1 + \deg f_2 \), and \( \deg c_1 < \deg f_2 \), \( \deg c_2 < \deg f_1 \). Then there exists an algorithm that lifts the factorization of \( f \) to accuracy \( m^l \), \( l \in \mathbb{N}_{\geq 1} \), i.e., there exist polynomials \( f_1^*, f_2^*, c_1^*, c_2^* \in \mathbb{Z}[x] \) such that

\[
f \equiv f_1^* f_2^* \mod m^l, \quad c_1^* f_1^* + c_2^* f_2^* \equiv 1 \mod m^l,
\]

the leading coefficient of \( f_2^* \) is equal to 1, and

\[
f_1^* \equiv f_1 \mod m, \quad \deg f_1^* = \deg f_1, \quad c_1^* \equiv c_1 \mod m, \quad \deg c_1^* < \deg f_2^*,
\]

\[
f_2^* \equiv f_2 \mod m, \quad \deg f_2^* = \deg f_2, \quad c_2^* \equiv c_2 \mod m, \quad \deg c_2^* < \deg f_1^*.
\]

The running time of this algorithm is bounded by \( O(\mu(n)\mu(\text{size}(m^l))) \).

**Proof.** \([37]\) Algorithm 15.10, Theorem 15.11, Theorem 15.12. \(\square\)
Lemma 3.10. Let $D$ be a fundamental discriminant, let $p \in \mathbb{N}_{\geq 1}$ be a prime number, and let $(D/p) = +1$, hence $p\mathcal{O}_D = \overline{p}$ is split. Let $k \in \mathbb{N}_{\geq 1}$, and let $b^2 \equiv D \mod 4p^k$. Then

$$p = p\mathbb{Z} + \frac{-b + \sqrt{D}}{2}\mathbb{Z}$$

is a $\mathbb{Z}$-module representation of $p$ (suitable choice of the sign of $b$), and we have for $1 \leq \kappa \leq k$

$$p^\kappa = p^\kappa\mathbb{Z} + \frac{-b + \sqrt{D}}{2}\mathbb{Z}.$$  

Proof. It is well known that $p = p\mathcal{O}_D + (\omega - \frac{-b + D}{2})\mathcal{O}_D$ [9, Proposition 5.1.4], because $b^2 \equiv D \mod 4p$ implies that $b^2 \equiv D \mod 4p$. In addition to that, we have a $\mathbb{Z}$-module representation of $p$ with the same two generators because $4p \mid (b^2 - D)$. This proves the claim for $\kappa = 1$.

Due to this $\mathbb{Z}$-module representation of $p$ with one integer as a generator, we can use the correspondence between ideal multiplication and composition of binary quadratic forms in order to calculate powers of $p$. Assume that the claim holds true for every $\kappa \geq 1$ with $\kappa + 1 \leq k$. Then we calculate $p^\kappa p$ using the composition of the corresponding quadratic forms (mapping $\phi_{IF}$)

$$(p^\kappa, b, \frac{D - b^2}{4p^\kappa}) \cdot (p, b, \frac{D - b^2}{4p}) = (p^{\kappa + 1}, b - 2p^\kappa w \cdot \frac{D - b^2}{4p}, \ast) \sim (p^{\kappa + 1}, b, \ast),$$

because the assumption $(D/p) = +1$ implies that $D = b^2 - 4pc$ and $p$ are coprime, hence $b$ and $p$ are coprime as well. There exist $u, w \in \mathbb{Z}$ such that $up + wb = 1$. It follows that $\frac{D - b^2}{4p}$ can be divided by $p$ because of $k \geq \kappa + 1 \geq 2$. Thus

$$b - 2p^\kappa w \cdot \frac{D - b^2}{4p} = b - 2p^{\kappa + 1}m, \quad m \in \mathbb{Z}.$$ 

For that reason the equivalence in (3.2) consists only of a $\Gamma_\infty$-operation ($F(D)$), i.e., a change of the generators, but no change for the corresponding ideal.

Remark 3.11. This lemma can be used in order to calculate powers of a prime ideal $p$ in a $\mathbb{Z}$-module representation that lies above a split prime number $p$. We use this fact for the fast calculation of $p$-valuations.

Lemma 3.12. Let $I$ be an integral ideal in the quadratic ring of algebraic integers $\mathcal{O}_D$, and let $p \mid p$ be a prime ideal. Let $k \in \mathbb{N}$, and let $\varepsilon \in \{0, 1\}$ be such that $k + \varepsilon \equiv 0 \mod 2$. Then $\nu_p(I) \geq k$ if and only if

$$p^k \mid I \text{ if } \left( \frac{D}{p} \right) = -1; \quad p^{\frac{(k+\varepsilon)/2}{p}} \mid I \text{ if } \left( \frac{D}{p} \right) = 0; \quad p^k \mid p^k I \text{ if } \left( \frac{D}{p} \right) = +1.$$

Proof. The claim follows from the decomposition of the prime numbers $p$ in $\mathcal{O}_D$.

Remark 3.13. Let $p \mid p$. In order to calculate $\nu_p(I)$ we can determine the maximum $k$ such that $\nu_p(I) \geq k$. Lemma 3.12 shows how to reduce this problem to the question of whether an integral ideal $I'$ is divisible by a suitable power of $p$. Thereby we have either $I$ equal to $I'$, or $I'$ is the product of $I$ and of an ideal for which a $\mathbb{Z}$-module representation is known (cf. Lemma 3.10).
Algorithm 3.14 (Fast calculation of the $p$-valuation of an integral ideal). Let $p$ be a prime ideal in the ring of algebraic integers $O_D$ of the quadratic number field with fundamental discriminant $D$. Let $I$ be an integral ideal, given in a representation with two $\mathbb{Z}$-generators. Then this algorithm calculates the $p$-valuation $v_p(I)$. Therefore $p \in \mathbb{N}$ denotes the unique prime number with $p | p$, and a representation with two generators of $p$ or $\bar{p}$ is known.

**algorithm $v_p(I)$**

1. **if** $I = 0$ **return** $\infty$;
2. $k_{\text{max}} := \lfloor \frac{1}{f} \log p \text{Norm}(I) \rfloor$; ($f$ is the degree of $p | p$)
3. **Calculate** $p^2, p^3, \ldots, p^{k_{\text{max}}}$ with $2^k \leq k_{\text{max}} < 2^{k+1}$ using successive squaring;
4. **if** $(D/p) = +1$ **then** ($p$ split)
   - Compute $\bar{p}^{k_{\text{max}}}$ in a representation as in Lemma 3.10;
   - $I := \bar{p}^{k_{\text{max}}}, I$;
5. $v := 0$;
6. **for** $\kappa = \lambda, \ldots, 0$
   - **if** $p^\kappa \nmid I$ **then** $v := v + 2^\kappa$, $I := I/p^\kappa$;
7. **if** $(D/p) = 0$ **then** ($p$ ramified)
   - $v := 2v$; (Norm($p$) = $p$)
   - **if** $p || pI$ **then** $v := v + 1$;
8. **return** $v$.

**Proposition 3.15.** Let $p$ be a prime ideal in the quadratic ring of algebraic integers $O_D$ with the fundamental discriminant $D$. Let $I$ be an integral ideal which is given by its HNF or by a 2-generator representation as $\mathbb{Z}$-module. Then Algorithm 3.14 calculates the valuation $v_p(I)$ in time $O(\mu(s) \log s)$, $s = O(\text{size(Norm}(I)))$.

**Proof.** The case $I = 0$ is trivial, hence assume $I \neq 0$. Let $p \supset pO_D$, i.e., $p$ lies above the prime number $p$. Assume $p^k \mid I$. It follows that $k \leq \frac{1}{f} \log p \text{Norm}(I)$ due to $\text{Norm}(p) = p^f \geq p$, hence we get an upper bound $k_{\text{max}} \in \mathbb{N}$ for the maximum $p$-power that divides $I$.

The correctness of Algorithm 3.14 follows from Lemma 3.12. In (V3) we calculate $2^k$-powers of $p$ such that we can obtain every power of $p$ with an exponent less than $k_{\text{max}}$ from these powers using multiplications. The running time for such computation can be bound by $O(\mu(\text{size}(p^{k_{\text{max}}})) \leq O(\mu(\text{Norm}(I))))$ using a geometric series (cf. [25, 3.5.2]). Then, if $pO_D$ is split, we calculate the $k_{\text{max}}$-power of $p$ according to Lemma 3.10. For that we lift a representation of $\bar{p}$ as in [25, Proposition 5.14] such that $b^2 \equiv D \bmod 4p^{k_{\text{max}}}$ [3]. This can be done in time $O(\mu(\text{size}(p^{k_{\text{max}}})))$. Afterwards we calculate the ideal $\bar{p}^{k_{\text{max}}}, I$ (like the composition of binary quadratic forms) and find out the largest $p$-power according to Lemma 3.12 which divides it. The running time for this step can be bounded by $O(\mu(s) \log s)$ because this step is as expensive as a GCD calculation in $\mathbb{Z}$.

In (V6) we calculate the maximum power of $p$ which divides the ideal $I$ (maybe changed in (V4)), independent of $(D/p)$. This loop requires at most $O(\mu(s) \log s)$ bit operations.

---

3At first we know a solution for the equation $x^2 - D \equiv 0 \bmod 4p$, which we can transfer to a solution with accuracy $4p^{k_{\text{max}}}$ using Hensel-lifting. In particular, we calculate a solution in case of $p = 2$ for $x^2 - D \equiv 0 \bmod p^k$, and in case of $p \neq 2$ for $x^2 - D \equiv 0 \bmod p^k$ using Hensel-lifting. After this we adjust $x$ by adding $p^k$ if $x \neq D \bmod 2$. 

In \([\square]\) we treat the special case that \(p\) is ramified and double \(v\) because the ramification index is \(e = 2\). Then it remains to test whether \(p\) is contained in an odd power in the ideal \(I\) (all nonzero even powers are removed from \(I\)).

Altogether, the algorithm calculates the \(p\)-valuation correctly, and the stated running time holds true. \(\square\)

**Calculation of the sum of two principal ideals.** Now we are prepared to present the fast Algorithm 3.16 \(\text{SGCD}_D\) for the calculation of the sum of two principal ideals in an imaginary quadratic ring of algebraic integers \(D\). If this ring is a principal domain (i.e., \(h(D) = 1\)), then all the ideal operations can be calculated only with ring elements as generators of principal ideals. This can be done by the more simple Algorithm 3.17 \(\text{SGCD}_D\), which has the same asymptotical running time as Algorithm \(\text{SGCD}_D\) with a smaller constant hidden in the \(O\)-notation.

**Algorithm 3.16** (GCD calculation in \(D\) using an \(S_D\)-euclidean descent). Algorithm \(\text{SGCD}_D\) calculates the “GCD ideal” \(g = xD + yD\) for \(x, y \in D\). Thereby \(D\) denotes the \(S_D\)-euclidean ring of algebraic integers of the imaginary quadratic number field with fundamental discriminant \(D < 0\), and the pair \((1, \omega)\) denotes an integral basis.

**algorithm \(\text{SGCD}_D(x, y)\)**

\((1)\) \(x'' := \gcd_z(x_0, x_1, y'') := \gcd_z(y_0, y_1); (x = x_0 + \omega x_1, y = y_0 + \omega y_1)\)

\((2)\) \(x' := x/x'', y' := y/y''; \) (primitive part of the operands)

\((3)\) Calculate an asymptotically fast controlled \(S_D\)-euclidean descent on \(x'\) and \(y'\) (Algorithm 2.19 \(\text{DESCENT}_D(x', y', 0)\)) returning \(g \in D\) (cofactor matrix is not required);

\((4)\) \(g' := g/\gcd_z(y_0, y_1); (g = y_0 + \omega y_1)\)

\((5)\) Calculate representations of the primitive ideals \(x'O_D, y'O_D, g' := g'O_D\) as \(Z\)-modules (two generators with one of them being an integer);

\((6)\) **for each** \(p \in V(D)\) **do**

\((a)\) Calculate the \(p\)-valuations \(v_p(x'O_D), v_p(y'O_D), v_p(g')\) using Algorithm 3.14

\((b)\) Calculate \(g' := g' \cdot \min(v_p(x'O_D), v_p(y'O_D) - v_p(g'))\)

(\(g'\) is the corresponding composition of binary quadratic forms);

\((7)\) **return** \(g' \cdot \gcd_z(x'', y'')\).

**Algorithm 3.17** (GCD calculation in \(D\) with \(h(D) = 1\) using an \(S_D\)-euclidean descent). Algorithm \(\text{SGCD}_D\) calculates a generator \(g\) for the “GCD ideal” \(gD = xD + yD\) for \(x, y \in D\). Thereby \(D\) denotes the \(S_D\)-euclidean ring of algebraic integers of the imaginary quadratic number field with fundamental discriminant \(D < 0\) and class number \(h(D) = 1\), and the pair \((1, \omega)\) denotes an integral basis.

**algorithm \(\text{SGCD}_D(x, y)\)**

\((1)\) Calculate an asymptotically fast controlled \(S_D\)-euclidean descent on \(x\) and \(y\) (Algorithm 2.19 \(\text{DESCENT}_D(x, y, 0)\)) returning \(g \in D\) (cofactor matrix is not required);

\((2)\) **for each** \(p \in V(D)\) **do** \((p\) is a generator of the principal ideal: \(p = pO_D\))

\(g := g' \cdot \min(v_p(x), v_p(y)) - v_p(g');\)

\((3)\) **return** \(g\) \((g = gD)\).
Theorem 3.18. Let \( O_D \) be the imaginary quadratic ring of algebraic integers with fundamental discriminant \( D < 0 \), and let \((1, \omega)\) be an integral basis. For \( x, y \in O_D \) with \( \text{Norm}(x), \text{Norm}(y) < 2^n \), Algorithm 3.16 \( \text{SGCD}_{O_D} \) calculates the ideal \( g = xO_D + yO_D \) in running time \( O(\mu_{O_D}(n) \log n) \).

If it is known that \( h(D) = 1 \), i.e., \( O_D \) is a principal domain, then Algorithm 3.17 \( \text{SGCD}_{O_D} \) calculates a generator \( g \in O_D \) of the ideal \( gO_D = g = xO_D + yO_D \) in the same asymptotic running time.

Proof. In order to prove the correctness of the Algorithms 3.16 and 3.17 we have to show that for all prime ideals \( p \) \( v_p(g) = \min(v_p(x), v_p(y)) \) holds true.

If \( p \notin V(\prod S_D) \), the claim follows from Lemma 2.16 because \( O_D \) is \( S_D \)-euclidean w.r.t. \( \cdot \cdot \cdot \) according to Theorem 3.1 and because the correct part of the GCD is calculated at these places in an \( S_D \)-euclidean descent. The calculation of the part of the GCD at the places \( p \in V(\prod S_D) \) is done with valuations which removes an \( S_D \) part due to the \( S_D \)-euclidean descent from the calculated ideal, if necessary.

Thus it remains to prove the stated running time. The norm is a positive definite quadratic form for the coefficients of an algebraic integer in \( O_D \) to a fixed chosen integral basis \((1, \omega)\). Set \( x = x_0 + \omega x_1 \). Because \( \text{Norm}(x) \) is bounded, it follows that \( |x_0|, |x_1| \) are bounded. Without loss of generality let the absolute values of the coefficients \( x_0, x_1 \) be bounded by \( 2^n \), hence the absolute values of the nonprimitive part of the operands \( |x'|, |y'| \) are bounded by \( 2^n \) in step \( S1 \). The multiplicativity of the norm implies that \( \text{Norm}(x'), \text{Norm}(y'), \text{Norm}(g), \text{Norm}(g') \) are bounded by \( 2^n \) as well. We precalculate the \( Z \)-part of the GCD ideal \( g \) in order to discuss primitive elements or, respectively, primitive principal ideals. Thus we are allowed to reduce \( g \) to a primitive \( g' \) in \( \langle 54 \rangle \) because \( g \) cannot contain a nonprimitive relevant part of \( g \).

The calculation of 2-generator representations of \( x'O_D, y'O_D, g'O_D \) can be done as follows using HNF-reduction: Let \( z \in O_D \) be primitive. The minimal polynomial of \( \omega \) is \( x^2 - \text{Tr}(\omega)x + \text{Norm}(\omega). \) Then the principal ideal \( zO_D \) is generated by \( z \) and \( \omega z \) as a \( Z \)-module, hence

\[
zO_D = zZ + z\omega Z = (z_0 + \omega z_1)Z + (-\text{Norm}(\omega)z_1 + \omega(z_0 + \text{Tr}(\omega)z_1))Z.
\]

Because \( z \) is primitive, there exist \( \zeta_0, \zeta_1 \in O_D \) such that \( \zeta_0z_0 + \zeta_1z_1 = 1 \).

\[
\begin{pmatrix}
z_0 & -\text{Norm}(\omega)z_1 \\
z_1 & z_0 + \text{Tr}(\omega)z_1 \\
\zeta_0 & \zeta_1 - \text{Tr}(\omega)\zeta_0 \\
-\z_1 & \zeta_0
\end{pmatrix} = \begin{pmatrix}
z_0(z_0 + \text{Tr}(\omega)z_1) + \text{Norm}(\omega)z_1^2 & z_0(\zeta_1 - \text{Tr}(\omega)\zeta_0) - \text{Norm}(\omega)z_1\zeta_0 \\
0 & 1
\end{pmatrix}
\]

If we apply a column operation to this matrix which reduces \( b' \) by multiples of \( \text{Norm}(z) \) to \( b \) with \( 0 \leq b < \text{Norm}(z) \), we obtain the HNF of the primitive ideal \( zO_D \). It represents the ideal \( zO_D \), which has the following 2-generator representation as a \( Z \)-module (one integer generator) according to \( \langle 1.1 \rangle \):

\[
zO_D = \text{Norm}(z)Z + \left(b + \frac{D + \sqrt{D}}{2}\right)Z = \text{Norm}(z)Z + \frac{(-2b - D) + \sqrt{D}}{2}Z.
\]
The running time of the calculation of the $\mathbb{Z}$-module representation is $O(\mu(n) \log n)$, because the running time of the GCD computation dominates the whole computation.

The number of iterations in the loop (S6) for a fixed chosen ring of algebraic integers $\mathcal{O}_D$ is bounded by $O(1)$, because there are at most two prime ideals lying above a prime number, and the number of prime ideals in $\mathcal{S}_D$ is uniformly bounded, independent of the operands $x, y$. The calculation of the valuations in (S6) requires $O(\mu(n) \log n)$ running time according to Proposition 3.15. The multiplication of the ideals in (S6) is possible in the same time, because the calculation of powers of $p$ can be done in an analogous manner as the calculation of a prime power in Algorithm 3.14 and the subsequent ideal multiplication can be done using the composition of binary quadratic forms. Altogether the norms of the occurring ideals are bounded because of the multiplicativity of the norm, and because the norm of the GCD ideal divides the norm of the principal ideals $x\mathcal{O}_D, y\mathcal{O}_D$.

In the case of a principal ideal domain $\mathcal{O}_D$, we can simplify Algorithm 3.16 to Algorithm 3.17 because the whole ideal arithmetic can be done with generators of principal ideals. The calculation of the $\mathcal{S}_D$-euclidean descent is possible in time $O(\mu(n) \log n)$; the calculation of each step in the loop (S’2) can be done in time $O(\mu(n))$ such that the stated running time holds true for Algorithm 3.17 as well. It is only faster by a constant factor than Algorithm 3.16.

Remark 3.19. Now we will discuss some possible improvements of the Algorithms 3.16 and 3.17.

1. We can reduce the loop in (S6) or (S’2) to the possibly smaller set $V(\prod \hat{s}_D)$, where $\hat{s}_D$ contains only the $s \in \mathcal{S}_D$ which were used in at least one $\mathcal{S}_D$-euclidean step $s \cdot x = qy + r$ of the $\mathcal{S}_D$-euclidean descent.

   It seems that this would not be any significant improvement for large operands because in most cases all the prime places of $V(\prod \mathcal{S}_D)$ will occur in an $\mathcal{S}_D$-euclidean descent. In addition to that, we had to extend Algorithm 2.19 (DESCENT$\mathcal{O}_D$) such that it returns the subset $\hat{\mathcal{S}}_D$ of the used $s \in \mathcal{S}_D$.

2. Algorithm 3.17 SGCD1$\mathcal{O}_D$ only holds true for the nine fundamental discriminants $D \in -3, -4, -7, -8, -11, -19, -43, -67, -163$, for which $\mathcal{O}_D$ is a principal ideal domain \cite[Section 7.2.4]{BF86}. In general we can use Algorithm 3.16 SGCD$\mathcal{O}_D$ for the calculation of the ideal sum without knowledge of the class number $h(D)$, but this may not lead to a generator of the principal ideal, even in case of $h(D) = 1$.

We conclude this section by discussing how the running times of these algorithms depend on the fundamental discriminant. We assume that a fundamental discriminant $D < 0$ and the minimal polynomial for $\omega$, where $(1, \omega)$ is an integral basis, are inputs for the Algorithm SGCD$\mathcal{O}_D$ or SGCD1$\mathcal{O}_D$. Then we can bound the running time by $O(c(D) \mu(D)(N) \log N)$ with $N = O(n + \text{size}(\omega))$, and $\text{size}(\omega)$ denotes the size of the coefficients of the minimal polynomial of $\omega$. $c(D)$ does not depend on the operands $x, y$, but it depends in many ways on properties of the imaginary quadratic ring of algebraic integers $\mathcal{O}_D$ (cf. Table 1). The calculation of an $\mathcal{S}_D$-euclidean step can be bounded by the running time for the calculation of at most $O(\sqrt{|D|})$ euclidean steps for corresponding operands because the $\mathcal{S}_D$-euclidean set has cardinality of $|\sqrt{|D|}/3|$. In addition to that $c(D)$ is influenced...
in a nontrivial manner by further ring constants, e.g., \(E_{\mathcal{O}_D}\) and \(\ell_{\mathcal{O}_D}\). In particular, we do not have estimates for \(c(D)\) which are monotone in \(|D|\), because some of the constants depend on suitable values for \(\eta\) \((\text{3.1})\), and \(\eta\) depends on the distance of \(\sqrt{|D|}/3\) to the next integer. It seems that \(c(D)\) grows asymptotically as fast as \(\sqrt{|D|}/3\). If this holds true, then the running time of the Algorithms \((\text{3.10})\) and \((\text{3.17})\) is not polynomially bounded in the size of \(D\), because a binary coding of \(D\) has size \(O(\log |D|)\).

4. IDEAL SUMS IN QUADRATIC ORDERS

Now we present a different approach for the calculation of the sum of two ideals in any quadratic order. The following Algorithm 4.2 IDEALSUM\(_{\mathcal{O}_D}\) generalizes the previous algorithm in three ways. We are able to compute ideal sums

- with ideals, not necessarily principal ideals,
- in real quadratic fields,
- in orders that are not necessarily maximal orders.

Let \(D\) be a squarefree number congruent to 0 or 1 modulo 4. Let \(\mathcal{O}_D\) be the unique order with discriminant \(D\) of the quadratic number field \(\mathbb{Q}(\sqrt{D})\). Let the pair \((1, \omega)\) form an integral basis of \(\mathcal{O}_D\), where \(\omega\) is specified by its minimal polynomial \(x^2 - \text{Tr}_{\mathbb{Q}(\sqrt{D})/\mathbb{Q}(\omega)}x + \text{Norm}_{\mathbb{Q}(\sqrt{D})/\mathbb{Q}(\omega)}\) over \(\mathbb{Q}\). For that reason we are not able to distinguish between \(\omega\) and its conjugate \(\sigma(\omega)\), where \(\sigma\) is the unique nontrivial automorphism of \(\mathbb{Q}(\sqrt{D})\) which is defined by \(\sigma : \sqrt{D} \mapsto -\sqrt{D}\).

4.1. Coding of ideals. Our Algorithm 4.2 requires as inputs two integral ideals in \(\mathcal{O}_D\), coded as \(\mathbb{Z}\)-modules with the basis \((1, \omega)\). These inputs can be specified as two \(2 \times k\) matrices (e.g., the matrix in HNF for the two ideals). Now we show how to convert different codings of ideals in \(\mathcal{O}_D\) into the preferred coding for the algorithm.

1. \(I = \sum_{\kappa=1}^{k} x_\kappa \mathcal{O}_D, \ x_\kappa \in \mathcal{O}_D\).

   If the integral ideal \(I\) is given by \(k\) \(\mathcal{O}_D\)-generators (if \(I\) is a principal ideal, then \(k = 1\) is possible), then we can represent \(I\) with \(2k\) \(\mathbb{Z}\)-generators because of \(\mathcal{O}_D = \mathbb{Z} + \omega\mathbb{Z}\).

   \[ I = \sum_{\kappa=1}^{k} x_\kappa (\mathbb{Z} + \omega\mathbb{Z}) = \sum_{\kappa=1}^{k} x_\kappa \mathbb{Z} + \omega \sum_{\kappa=1}^{k} x_\kappa \mathbb{Z}. \]

Let

\[ x_\kappa = x_\kappa^{(0)} + \omega x_\kappa^{(1)} \in \mathcal{O}_D, \quad x_\kappa^{(0)}, x_\kappa^{(1)} \in \mathbb{Z}, \]

be the unique representation w. r. t. the integral basis \((1, \omega)\). Then we have

\[ \omega x_\kappa = -\text{Norm}(\omega)x_\kappa^{(1)} + \omega(\text{Tr}(\omega)x_\kappa^{(1)} + x_\kappa^{(0)}) \]

such that the \(\mathbb{Z}\)-module \(I\) w. r. t. the integral basis \((1, \omega)\) can be represented by the \(2 \times 2k\) matrix

\[
\begin{pmatrix}
\cdots & x_\kappa^{(0)} & -\text{Norm}(\omega)x_\kappa^{(1)} & \cdots \\
\cdots & x_\kappa^{(1)} & x_\kappa^{(0)} + \text{Tr}(\omega)x_\kappa^{(1)} & \cdots
\end{pmatrix}.
\]

We see that \(I\) has a representation with finitely many \(\mathbb{Z}\)-generators (see case (2)). Furthermore we can assume that \(k\) is bounded by 2 because
every integral ideal in a quadratic order has a representation with no more than two \( \mathcal{O}_D \)-generators [8, Propositions 4.7.7 and 5.2.1].

(2) \( I = \sum_{k=1}^{k} \mathbf{y}_k \mathbf{Z}, \quad \mathbf{y}_k \in \mathcal{O}_D \).

The ideal \( I \) is given by \( k \) \( \mathbf{Z} \)-generators. Every \( \mathbf{y}_k \) has a unique representation \( \mathbf{y}_k = y_k^{(0)} + \omega y_k^{(1)} \) w.r.t. the integral basis \((1, \omega)\). For that reason the \( 2 \times k \) matrix

\[
\begin{pmatrix}
\cdots & y_k^{(0)} & \cdots \\
\cdots & y_k^{(1)} & \cdots
\end{pmatrix}
\]

represents the ideal \( I \) as a \( \mathbf{Z} \)-module. Furthermore, one can represent \( I \) with a unique upper triangular matrix \((k = 2)\), the HNF of \( I \) (see case (3)).

(3) Let \( I \) be given as a \( \mathbf{Z} \)-module by a \( 2 \times k \) matrix \( \mathbf{A} \).

We can assume that \( k \) is bounded by 8. Let the coefficients be bounded by \( 2^n \) in absolute value. Then we are able to compute the HNF of \( \mathbf{A} \) in time \( O(\mu(n) \log(n)) \) [13, Theorem 2.1].

**Corollary 4.1.** Let \( I, J \) be two integral ideals in \( \mathcal{O}_D \), given in one of the codings \( \mathbf{11} \), \( \mathbf{2} \), or \( \mathbf{3} \) w.r.t. the integral basis \((1, \omega)\). Let the generators for this basis be bounded by \( 2^n \). Then we can compute the HNF of the ideal \( I + J \) in time \( O(\mu(N) \log N) \), where \( N = O(n + \text{size} (\omega)) \).

**Proof.** If one of the integral ideals \( I, J \) is given by two \( \mathcal{O}_D \)-generators (special case of \( \mathbf{11} \), then we can calculate a representation of the ideal with four \( \mathbf{Z} \)-generators in time \( O(\mu(n + \text{size} (\omega))) \) using the minimal polynomial of \( \omega \), where

\[
\text{size} (\omega) = \max (\text{size} (\text{Tr} (\omega)), \text{size} (\text{Norm} (\omega)))
\]

is an upper bound for the size of the coefficients of the minimal polynomial of \( \omega \). The size of the occurring coefficients in a representation with \( \mathbf{Z} \)-generators is bounded by \( O(n + \text{size} (\omega)) \).

Altogether we can assume that the two ideals \( I, J \) are given by (at most) four \( \mathbf{Z} \)-generators with size \( O(n + \text{size} (\omega)) \). Let \( A_I, A_J \) denote the corresponding matrices to \( I, J \), each having two rows. Concatenating \( A_I \) and \( A_J \) yields a \( 2 \times k \) matrix with \( k \leq 8 \), which represents the ideal \( I + J \) as a \( \mathbf{Z} \)-module. Using [13, Theorem 2.1] we can calculate the HNF of \( I + J \) in time \( O(\mu(N) \log N) \) with \( N = O(n + \text{size} (\omega)) \).

For a fixed chosen order \( \mathcal{O}_D \) and a fixed chosen integral basis \((1, \omega)\), we get a running time of \( O(\mu(n) \log n) \) for the HNF computation. \( \square \)

4.2. The algorithm IDEALSUM. The following Algorithm [4.2] IDEALSUM\(_{\mathcal{O}_D}\) first calculates the HNF of the sum \( I + J \), where \( I \) and \( J \) are the integral ideals in \( \mathcal{O}_D \) and the input parameters for the algorithm. The HNF of the ideal \( I + J \) w.r.t. the integral basis \((1, \omega)\) is unique [8, Proposition 5.2.1] such that we have a unique representation of \( I + J \). But we are not able to determine whether the Ideal \( I + J \) is a principal ideal, and, if it is a principal ideal, which element in \( \mathcal{O}_D \) is a generator of \( I + J \). To put it in general words, we could be interested in a representation for \( I + J \) as the product of a canonical representative of the class group \( \mathcal{C}(D) \) and an algebraic number in \( \text{Quot} \mathcal{O}_D = \mathbb{Q} (\sqrt{D}) \). For that reason we change the representation of \( I + J \) from a view as a \( \mathbf{Z} \)-module (HNF) to a representation as a binary quadratic form. Calculating a reduction of binary quadratic forms, we can find an answer to the question of whether \( I + J \) is a principal ideal. If this is true and \( \mathcal{O}_D \) is an imaginary quadratic order, we can calculate a generator for the
principal ideal $I + J$ without any knowledge of the class number $h(D)$ (particularly, this is always possible in the case of $h(D) = 1$).

**Algorithm 4.2** (Fast computation of the sum of two integral ideals in $\mathcal{O}_D$). Let $I$ and $J$ be two integral ideals in $\mathcal{O}_D$ in a suitable coding as discussed above. Then the algorithm IDEALSUM$_{\mathcal{O}_D}$ calculates the HNF of $I + J$ and the representation of $I + J$ as a product of a canonical element of the class group $Cl(D)$ and of an element of $\operatorname{Quot}\mathcal{O}_D$.

**algorithm IDEALSUM$_{\mathcal{O}_D}(I, J)$**

1. Calculate (if necessary) the coding of $I$ and $J$ as $\mathbb{Z}$-matrices with two rows and a bounded number of columns;
2. Calculate the HNF $H = \left(\begin{array}{c|c} A & B \\ \hline 0 & C \end{array}\right)$ of $I + J$ w. r. t. the integral basis $(1, \omega)$;
3. Then we have $I + J = C' \left( A\mathbb{Z} + \frac{B + \sqrt{D}}{2} \mathbb{Z} \right)$;
4. $g := (A, B, *)$ ($g$ is a quadratic form with discriminant $D$);
5. Calculate a reduced quadratic form $f = (a, b, c)$ which is equivalent to $g$ and a matrix $M \in \Gamma$ using Schönhage’s fast algorithm for the reduction of a binary quadratic form $^{30}$ and at most four further reduction steps $(M \cdot g = f)$;
6. $s := C' \left( \delta - \gamma \frac{b + \sqrt{D}}{2a} \right)$, where $M = \left( \begin{array}{ll} \alpha & \beta \\ \gamma & \delta \end{array} \right)$;
7. **return** $H, f, s$.

Now we have to show that this algorithm is correct, i.e., $f$ and $s$ are a unique representation for the ideal $I + J$, and that the running time of the algorithm is bounded.

**Theorem 4.3.** Algorithm $^{12}$ IDEALSUM$_{\mathcal{O}_D}$ calculates for the inputs $I$ and $J$ a coding of the ideal $I + J$ in time $O(\mu(N) \log N)$, i.e., the Hermite normal form $H$ and a quadratic form $f$ as representative of the class group (using the mapping $\phi_{FI}$ and a factor $s \in K = \operatorname{Quot}\mathcal{O}_D$. Let $2^n$ be an upper bound for the generators/coefficients of the coding of the ideals $I, J$, and set $N := n + \text{size}(\omega)$ for a fixed chosen integral basis $(1, \omega)$ of $\mathcal{O}_D$.

**Proof.** We have to show that all steps of the Algorithm $^{12}$ IDEALSUM$_{\mathcal{O}_D}$ can be calculated in the stated running time, and that $I + J = s \cdot \phi_{FI}(f)$.

The integral ideals $I$ and $J$ are both given with finitely many generators such that we can calculate a $\mathbb{Z}$ matrix with two rows in line (10) in time $O(\mu(N))$ which is a coding for the $\mathbb{Z}$-module $I + J$. From this matrix we can calculate the Hermite normal form $H \in \mathbb{Z}^{2 \times 2}$ of $I + J$ in line (11) in time $O(\mu(N) \log N)$ using Hafner and McCurley’s theorem $^{13}$ Theorem 2.1.1. We know from (11) that $H = \left(\begin{array}{cc} A' & B' \\ 0 & C' \end{array}\right)$ is a coding for the ideal

$$I + J = A'\mathbb{Z} + (B' + C'\omega)\mathbb{Z} = C' \left( A\mathbb{Z} + (B' / C' + \omega) \mathbb{Z} \right).$$

Denote by $\sigma$ the nontrivial automorphism of the number field $K$. Then we calculate the discriminant $D$ as

$$D = d(1, \omega) = \det \left( \begin{array}{cc} 1 & \omega \\ 1 & \sigma(\omega) \end{array} \right)^2 = (\omega - \sigma(\omega))^2.$$

---

$^{4}$In contrast to $^{13}$, we are going to use $\phi_{FI}$ as a mapping from the set of quadratic forms into the set of ideals—with any coding of signs.
This implies that \( \omega - \sigma(\omega) = \sqrt{D} \), and this defines which of the two conjugates is chosen for \( \omega \). One can calculate that

\[
\omega - \frac{\sqrt{D}}{2} = \frac{2\omega - (\omega - \sigma(\omega))}{2} = \frac{\text{Tr}(\omega)}{2}
\]

such that (4.1) implies that

\[
I + J = C^t(AZ + \left( B'/C' + \frac{\text{Tr}(\omega) + \sqrt{D}}{2} \right) \mathbf{Z}^2)
\]

\[
= C^t(AZ + \frac{-2\cdot B'/C' - \text{Tr}(\omega) + \sqrt{D}}{2} \mathbf{Z}^2)
\]

i.e., we calculate the corresponding quadratic form \( g = \phi_{I^c}(I + J) \) to \( f \) in (I2) and (I3). The reduction of this form \( g \) to an equivalent form \( f \in \mathcal{R}(D) \) can be done in time \( O(\mu(N) \log N) \) using Schönhage’s fast reduction algorithm \[30\] (cf. Theorem [12]), because \( g \)'s coefficients are bounded by \( O(2^N) \) in absolute value. Let \( M \in \Gamma \) be the reduction matrix with \( M \cdot g = f \).

It is known that the matrices

\[
S = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad T = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}
\]

generate the entire module group \( \Gamma \) \[5\] Theorem 1.2] and that \( M \) has a representation as

\[ M = S^{m_0}TS^{m_1}TS^{m_2}\ldots S^{m_{r-1}}TS^{m_r} \]

with minimal \( r \) (avoiding redundant factors like \( (TS)^3 = -\text{Id} \)). Note that \( M \cdot g = f \) is equivalent with

\[
(S^{m_0}TS^{m_1}\ldots S^{m_{r-1}}TS^{m_r})^t \cdot \hat{g} \cdot (S^{m_0}TS^{m_1}\ldots S^{m_{r-1}}TS^{m_r}) = \hat{f}
\]

\[ \Leftrightarrow (S^{m_0}TS^{m_1}\ldots S^{m_{r-1}}TS^{m_r}T^t \cdot (S^{m_0}TS^{m_1}\ldots S^{m_{r-1}}TS^{m_r}) \cdot T)S^{m_r} = \hat{f} \]

using (I2), where \( \hat{f}, \hat{g} \) are the corresponding matrices to the quadratic forms \( f, g \).

Now we have to consider the behaviour of the ideals with the \( S \)- and \( T \)-operations applied to the corresponding quadratic forms. Let \( g = (A,B,C) \in \mathcal{F}(D) \) be a quadratic form. An \( S \)-operation applied to \( g \), \( S^mg \), does not change the corresponding ideals, i.e.,

\[
\phi_{F^1}(g) = AZ + \frac{-B + \sqrt{D}}{2} \mathbf{Z} = AZ + \frac{-B + 2mA + \sqrt{D}}{2} \mathbf{Z} = \phi_{F^1}(S^mg).
\]

In contrast to this, the corresponding ideals of \( g \) and \( T \cdot g \) differ by an element \( t \in K \),

\[
\phi_{F^1}(g) = AZ + \frac{-B + \sqrt{D}}{2} \mathbf{Z} = -\frac{-B + \sqrt{D}}{2C} \cdot \left( CZ + \frac{B + \sqrt{D}}{2} \mathbf{Z} \right)
\]

(4.4)

\[
= -\frac{-B + \sqrt{D}}{2C} \cdot \phi_{F^1}(T \cdot g).
\]

Applying (4.3) and (4.4) w.r.t. a representation of \( M \) yields

\[
\phi_{F^1}(g) = \phi_{F^1}(S^{m_0}g) = s_1 \cdot \phi_{F^1}(T \cdot (S^{m_0}g)) = s_1 \cdot \phi_{F^1}((S^{m_0}T \cdot g))
\]

\[ = \cdots = s_1 \cdot s_{r} \cdot \phi_{F^1}(M \cdot g) = s_1 \cdot s_{r} \cdot \phi_{F^1}(f) \]
by the definition of the operation (cf. (12)). Let \( g, f \in \mathcal{F}(D) \) be equivalent quadratic forms with

\[
M \cdot g = f, \quad f = (a, b, c), \quad M = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \in \Gamma.
\]

Then we have to show that the following relation for the corresponding ideals holds true:

\[
\phi_{FI}(g) = \left( \delta - \gamma \frac{b + \sqrt{D}}{2a} \right) \cdot \phi_{FI}(f).
\]

In order to prove this we use induction in the length \( r \) of a minimal representation of \( M \).

In the case of \( r = 0 \) we have \( M = S^{m_0} \) such that the \( S^{m_0} \)-operation yields the trivial factor \( t = 1 \) (\( \gamma = 0, \delta = 1 \) in \( M \)).

Now assume \( r \geq 1 \), and assume that the statement is valid for \( r - 1 \). We decompose \( M \) into the factors \( M', T \) and \( S^{m_r} \) with \( M = M'TS^{m_r} \).

1. Let \((a', b', c') = M' \cdot g\). Using the induction assumption we get the factor

\[
t_1 = \delta' - \gamma' \frac{b' + \sqrt{D}}{2a'}, \quad M' = \begin{pmatrix} \alpha' & \beta' \\ \gamma' & \delta' \end{pmatrix},
\]

with the transition from \( \phi_{FI}(g) \) to \( \phi_{FI}(a', b', c') \), i.e.,

\[
\phi_{FI}(g) = t_1 \cdot \phi_{FI}(a', b', c'). \quad (4.5)
\]

2. Now we are able to apply an operation of \( T \) to \((a', b', c')\). Then we get

\[
t_2 = -\frac{b' + \sqrt{D}}{2c'} \text{ for the transition from } \phi_{FI}(a', b', c') \text{ to } \phi_{FI}(T \cdot (a', b', c')) = \phi_{FI}(c', -b', a'), \text{ i.e.,}
\]

\[
\phi_{FI}(a', b', c') = t_2 \cdot \phi_{FI}(c', -b', a'). \quad (4.6)
\]

3. The operation of \( S^{m_r} \) on \((c', -b', a')\) does not yield a further factor. We calculate the corresponding quadratic form \( S^{m_r} \cdot (c', -b', a') = (c', -b' + 2c'm_r, *) = (a, b, c) \) with

\[
\phi_{FI}(c', -b', a') = \phi_{FI}(a, b, c). \quad (4.7)
\]

Using equations (4.5), (4.6) and (4.7) we get

\[
\phi_{FI}(g) = t_1 \cdot \phi_{FI}(a', b', c') = t_1 \cdot t_2 \cdot \phi_{FI}(a, b, c) = t_1 \cdot t_2 \cdot \phi_{FI}(f).
\]

The transformation from \( g \) to the reduced equivalent quadratic form \( f \) yields the factor \( t_1 \cdot t_2 \in K \) with

\[
t = t_1 \cdot t_2 = \left( \delta' - \gamma' \frac{b' + \sqrt{D}}{2a'} \right) \cdot \left( -\frac{b' + \sqrt{D}}{2c'} \right) = -\delta' \frac{b' + \sqrt{D}}{2c'} + \gamma' \frac{D - b'^2}{4a'c'} = -\gamma' - \delta' \frac{b' + 2c'm_r - 2\delta'm_r + \sqrt{D}}{2c'} = -\gamma' + \delta' m_r - \delta' \frac{b' + 2c'm_r + \sqrt{D}}{2c'} = \delta' - \gamma' \frac{b + \sqrt{D}}{2a},
\]

where \( M = M'TS^{m_r} = \begin{pmatrix} \beta' & -\alpha' + \beta'm_r \\ \delta' & -\gamma' + \delta'm_r \end{pmatrix} = \begin{pmatrix} \alpha & \beta' \\ \delta' & -\gamma' + \delta'm_r \end{pmatrix} \).

We have shown that we calculate the factor \( s = C' \cdot t \in K \) from the coefficients of \( M \) and \( f \) in (15). These coefficients are bounded by \( O(2^N) \) such that we can bound the running time of this algorithm by \( O(\mu(N) \log N) \).
Now we would like to discuss two different cases for the application of this algorithm, one for an imaginary quadratic order, and one for a real quadratic order.

4.3. Imaginary quadratic orders. Let the notations be as in Algorithm 4.2 IDEALSUM_{OD}. In the case of an imaginary quadratic order \( O_D \), i.e., \( D < 0 \), every quadratic form \( g \in F(D) \) is equivalent to exactly one reduced form \( f \in R(D) \). Furthermore, the equivalence classes of positive definite quadratic forms are corresponding one-to-one to the elements of the class group \( Cl(D) \) such that we can use the reduced positive definite forms as canonical representatives for the elements of the class group. For that reason we have \( f = 1_D \) if and only if the ideal \( I + J \) is principal. In this case we know that \( s \in O_D \subset K \) is a generator for the principal ideal \( I + J \). In the case of \( h(D) = 1 \), \( g \) is always equivalent to the form \( 1_D \), i.e., \( I + J = sO_D \) is principal. In general, we have a representation of the integral ideal \( I + J \) consisting of a (fractional) ideal \( \phi_{FI}(f) \) as a canonical representative of an element of the class group and of a factor \( s \in K \).

Example 4.4. Let \( D = -20 \) be the discriminant. The field of fractions of \( O_D \) is the number field \( K := \mathbb{Q}(\sqrt{-5}) \) with discriminant \( D = -20 \). We choose \((1, \omega)\) as integral basis with \( \omega = \sqrt{-5} \) and minimal polynomial \( x^2 + 5 \). We would like to calculate the ideal sum \( a \) of the principal ideals generated by 7 and \( 1 + 2\sqrt{-5} \). Both of these generators are divisors of 21 in \( O_D \). We have the following representation of \( a \) as \( \mathbb{Z} \)-module:

\[
\begin{pmatrix}
7 & 0 & 1 & -10 \\
0 & 7 & 2 & 1
\end{pmatrix}, \quad \text{and in HNF} \quad \begin{pmatrix}
7 & 4 \\
0 & 1
\end{pmatrix}.
\]

In terms of quadratic forms we get \( g = (7, -8, 3) \) for the ideal \( a \) which is equivalent to the reduced positive definite quadratic form \( f = (2, 2, 3) \):

\[
M \cdot g = f, \quad M := \begin{pmatrix}
1 & 1 \\
1 & 2
\end{pmatrix}.
\]

We get a representation of \( a \) consisting of the canonical element of the class group \( \phi_{FI}(f) = 2\mathbb{Z} + \frac{-2 + \sqrt{-20}}{4} \mathbb{Z} = 2\mathbb{Z} + (-1 + \sqrt{-5})\mathbb{Z} \) and an algebraic number \( s = 2 - 1.2 + \sqrt{-20} = 2 - \sqrt{-5} \in K \) (which can be decoded from the coefficients of matrix \( M \)). Altogether, we have \( a = \phi_{FI}(f) \cdot s \), and, in particular, \( a \) is not a principal ideal.

4.4. Real quadratic orders. We have to deal with a more difficult situation in the case of a real quadratic order \( O_D \) with discriminant \( D > 0 \), because for every quadratic form there can exist more than one equivalent reduced form [8, Theorem 3.5]. The mapping \( \rho \), restricted to reduced forms, is certainly a permutation of equivalent reduced forms (Figure 4).

Even in this case we get a representation of the ideal sum applying Algorithm 4.2 as a product of an element of the number field \( K = \text{Quot} O_D \) and a representative of an element of the class group. But such a representative of the class group is not unique because we can apply \( \rho \) at least once to get another equivalent reduced form (every cycle consists of at least two elements). It is known that the number of reduced quadratic forms with discriminant \( D > 0 \) is bounded by \( O(\sqrt{D} \ln D) \) [8, Section 5.6.1]. For that reason it is quite expensive to apply \( \rho \) again and again in order to determine whether \( f \sim 1_D \). In addition to that the product of the \( K \)-factors (based on the \( \rho \)-application) is growing in a very fast manner such that this further calculation is more expensive than the calculation of the reduced quadratic form.
form $f$. An explanation for this is that the repeated application of $\rho$, starting with the reduced form $f = (a, b, c)$ to the equivalent form $(a, b, c)$ or $(-a, b, -c)$ in the same cycle as $f$, yields the fundamental unit $\epsilon$ of the number field $K$ (up to the sign and conjugation) as the product of the occurring $K$-factors. It is conjectured that the regulator $R(D) = \ln \epsilon$ is "usually" of the order $\sqrt{D}$ using Brauer-Siegel's Theorem [34, 2, 3], and [21, Chapter XVI] if we assume that the class number of real quadratic number fields is usually very small (verified using heuristic observations by Cohen-Lenstra [8, Conjecture 5.10.2]). In general, the fundamental unit has coefficients with length $O(\sqrt{D})$ in a representation with a fixed integral basis which is not polynomial in the size of $D$. Therefore, the calculation of a generator of a principal ideal is in general quite expensive as the following example shows.

**Example 4.5.** Let $O_D$ be the real quadratic order with discriminant $D = 102001$ and integral basis $(1, \omega)$, $\omega = \frac{1 + \sqrt{D}}{2}$. Starting from the form $1_D$ we reach the equivalent form $(-1, 319, 60)$, which can be identified with $1_D$, after applying 649 cyclic $\rho$-reductions. The thereby calculated fundamental unit is

$$\epsilon = 1315620449239084724903405115184839643915354541019556234449554105775353667081105470$$
$$761244332185886672162836719994487245343801667377699879753438091806120961250163449$$
$$4021997475662519906268500409615567548239923079189033316604812940047905424969925615$$
$$123327945693761601501844542289725659283849919219353301984666663459229244879$$
$$+82645716968716343726796835212902463275453676405362561800374376469719888921474232$$
$$62269455835514040383258874603868048317931160045049287833358459060416297796510329906$$
$$67750024735103202225836999882740469497168496431036020623621762657857326612092541989$$
$$20257005671620610163955629699498236539747709698307419220754323588102029884402 \cdot \omega,$$

where $\text{Norm}(\epsilon) = -1$ and $R(D) \approx 751.6133$. This example shows us that generators of principal ideals can be very large because it can be necessary to calculate many $\rho$-reductions until one arrives at the form $1_D$.

Now we would like to calculate the ideal sum $2288O_D + (771 + \omega)O_D$ which has as HNF obviously

$$\begin{pmatrix} 2288 & 771 \\ 0 & 1 \end{pmatrix}.$$
We convert this HNF into the corresponding quadratic form \( g = (2288, -1543, 249) \), which is equivalent to the reduced form \( f = (-100, 151, 198) \) with
\[
M \cdot g = f, \quad M = \begin{pmatrix} -1 & 1 \\ -3 & 2 \end{pmatrix}.
\]
Using \( M \) and Theorem 4.3 we decode the \( K \)-factor as \( s' = -\frac{1}{4} - \frac{3}{100} \omega \). (Because there does not exist a unique reduced form \( f \) which is equivalent to \( g \), we recommend using the HNF representation of the ideal sum for tests of equality or inclusion.) Calculations in the cycle of \( f \) with the \( \rho \)-mapping help us to find out whether the ideal sum is principal or not. In our example (class number 1, i.e., every ideal is principal) we arrive at the form \((-1, 319, 60)\), which can be identified with \( 1_D \) after 324 \( \rho \)-steps:
\[
\rho^{324}(-100, 151, 198) = \rho^{321}(198, 245, -53) = \rho^{322}(-53, 285, 98) = \rho^{321}(98, 303, -26) = \cdots = \rho^{2}(-96, 281, 60) = \rho^{1}(60, 319, -1) = (-1, 319, 60).
\]
Thus we calculated a factor \( s'' \in K \) which is approximately half as long as the fundamental unit because \( f \) is lying roughly halfway between \((1, 319, *)\) and \((-1, 319, *)\) in the cycle. Altogether we achieve as a factor \( s = s' \cdot s'' \),
\[
s = -21875907231798312722209227460799438266218182292413685100557075742560267110820407604 \times 245583405014511665820765042739909689447293980670825581731627101505238489885439
\]
and because of \( f \sim 1_D \) (this follows from \( h(D) = 1 \)) as well we have \( I + J = sO_D \). One can calculate that \( \text{Norm}(2288O_D) = 5234944, \text{Norm}((771 + \omega)O_D) = 569712, \) and \( \text{Norm}(sO_D) = -2288 \). Even a multipication of \( s \) with a power of the fundamental unit \( \varepsilon \) does not yield another generator for the principal ideal \( I + J = sO_D \) with a significantly smaller representation for the chosen integral basis because the form \( f \in R(D) \) has a large distance to the \( 1_D \) in the cycle using \( \rho \) or \( \rho^{-1} \) (\( \rho \) is invertible for every cycle of equivalent reduced forms). It seems that the generator of a principal ideal could not be calculated in a different way in polynomial time of size(\( D \)) = \( O(\log |D|) \) because the coding of a generator can have a length of \( O(\sqrt{D}) \).

**Remark 4.6.** There exists at least one different kind of coding for the fundamental unit and for generators of principal ideals which has only a length of \( O(\ln D) \) \([4]\). We do not discuss such a coding because it has no main focus on generators of principal ideals. Even for the representation of the ideal sum (despite the question of whether it is a principal ideal) we can use the HNF which can be calculated in an asymptotically fast manner.

**Remark 4.7.** The decision of whether an ideal is principal can be made asymptotically fast if we allow expensive precalculations for the real quadratic order. At first one calculates all the \( O(\sqrt{D}\ln D) \) reduced quadratic forms, whose coefficients are bounded by \( \sqrt{D} \), and identifies \( (a, b, c) \) with \((-a, b, -c)\). Each of these forms can be found in one of the \( h(D) \) cycles which are numbered with \( 1, \ldots, h(D) \). Assume that cycle 1 contains the form \( 1_D \). The coding of a form and of the containing cycle is possible with \( O(\log(\sqrt{D} + \log h(D))) = O(\log D) \) space. A coding for all the reduced forms requires \( O(\sqrt{D}\log^2 D) \) space. Using suitable data structures (e.g., a balanced tree) is possible to determine the number of the cycle which contains the given form in time \( O(\log(\sqrt{D}\ln D) + \log D) = O(\log D) \). Therefore, after building
up such data structure, one can use Algorithm 1.2 and then determine whether the \( I_D \)-cycle contains the reduced form \( f \), i.e., whether \( I + J \) is a principal ideal.

Note that the precalculation is at least as expensive as the calculation of the class number of an order for which no polynomial-time algorithm is known. The fastest known algorithm for the calculation of a class number is Buchmann’s Algorithm \[8\] Section 5.9] and has a sub-exponential running-time.

5. Conclusion

We presented two different approaches and corresponding Algorithms 3.16 \( \text{SGCD}_{\mathcal{O}_D} \) and 4.2 \( \text{IDEALSUM}_{\mathcal{O}_D} \) for the calculation of an ideal sum in a quadratic order. In order to calculate the sum of two principal ideals in a fixed chosen imaginary quadratic ring of algebraic integers with fundamental discriminant \( D < 0 \), we can use both algorithms and achieve the same asymptotically running time \( O(\mu(N) \log N) \).

If we consider \( D \) as input for the algorithms, then the running time of Algorithm 3.16 \( \text{SGCD}_{\mathcal{O}_D} \) contains additional factors which correspond to the ring-specific constants for the imaginary quadratic ring of algebraic integers. The running time for a single \( S_D \)-euclidean step depends on the size of the euclidean set \( S_D \) and can be bounded by \( O(\sqrt{|D|}/3 \cdot \mu(N)) \) for a fixed chosen integral basis. In addition to that, further factors, not monotone in \( |D| \), influence the running time, e.g., the \( S_D \)-euclidean minimum \( E_{\mathcal{O}_D} \) depends on the distance of \( \sqrt{|D|}/3 \) to the next integer (cf. Table 1). It remains to discuss whether other \( S \)-euclidean sets can be found for this algorithm which would lead to a smaller running time in \( D \). Assuming the GRH one can conjecture that the size of the \( S \)-euclidean set can be bounded by \( 6 \ln^2 |D| \), because the prime numbers \( p \leq 6 \ln^2 |D| \) generates the class group \[40\] Section 4.4].

However, the running time of Algorithm 4.2 \( \text{IDEALSUM}_{\mathcal{O}_D} \) is not changed by a factor if we consider \( D \) as an input. Furthermore the discriminant \( D \) is coded in the chosen integral basis, and a suitable integral basis can be coded in \( O(\log |D|) \) bits. For that reason this algorithm is uniformly fast for any discriminant and class number such that it is well suited for large discriminants.

Both different approaches are not suitable in an obvious manner for the computation of ideal sums in number fields of higher degrees because we used the correspondence between ideals and binary quadratic forms and their fast reduction. It is not possible to transfer the concept of the \( S \)-euclidean domains to number fields of higher degrees because their rings of algebraic integers are not discrete subrings of \( \mathbb{C} \) \[33\] Theorem 30]. Certainly the theory of \( S \)-euclidean domains can be applied to number fields of higher degrees whose rings of algebraic integers are euclidean w.r.t. \( |\cdot| \).
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