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Abstract. Let \( N^*(m) \) be the minimal length of a polynomial with \( \pm 1 \) coefficients divisible by \( (x - 1)^m \). Byrnes noted that \( N^*(m) \leq 2^m \) for each \( m \), and asked whether in fact \( N^*(m) = 2^m \). Boyd showed that \( N^*(m) = 2^m \) for all \( m \leq 5 \), but \( N^*(6) = 48 \). He further showed that \( N^*(7) = 96 \), and that \( N^*(8) = 144 \). Similarly, let \( m^*(N) \) be the maximal power of \( (x - 1) \) dividing some polynomial of degree \( N - 1 \) with \( \pm 1 \) coefficients. Boyd was able to find \( m^*(N) \) for \( N < 88 \). In this paper we determine \( m^*(N) \) for \( N < 168 \).

1. Introduction

For a positive integer \( m \), consider the polynomial

\[
B_m(x) = \prod_{j=0}^{m-1} \left( x^{2^j} - 1 \right).
\]

Obviously, \( B_m(x) \) is of degree \( 2^m - 1 \), all its coefficients are \( \pm 1 \) and it is divisible by \( (x - 1)^m \). Byrnes \[4\] asked whether \( B_m(x) \) is the polynomial of minimal degree enjoying these properties. He mentioned that it would be interesting to know even just whether the minimal degree of such a polynomial increases exponentially or sub-exponentially as a function of \( m \). The problem comes up in the design of antenna arrays and notch filters \[5\], in coding theory in connection with so-called spectral-null codes \[10\], \[11\], and it is also related to the Prouhet-Thue-Morse sequence \[1\]. The problem has been investigated by Boyd \[2\], \[3\]. Denote by \( \mathcal{P}(N) \) the set of all monic Littlewood polynomials of degree \( N - 1 \), i.e., polynomials all of whose coefficients are in \( \{-1, 1\} \), and by \( \mathcal{P}(N, m) \) the subset consisting of those polynomials divisible by \( (x - 1)^m \) (or by some higher power of \( (x - 1) \)). For a fixed \( m \), let \( N^*(m) \) be the smallest \( N \) for which \( \mathcal{P}(N, m) \) is nonempty, and for a fixed \( N \) let \( m^*(N) \) be the largest \( m \) such that \( \mathcal{P}(N, m) \) is nonempty. On the theoretical side, Boyd proved that \( N^*(m) \geq e^{\sqrt{m}(1+o(1))} \). Moreover, for \( m^*(N) \) to be large, \( N \) has to be divisible by a large power of 2. Also, if \( N \) fails to be divisible by some small prime, then it has to be exponentially large (as a function of \( m \)) for \( \mathcal{P}(N, m) \) to be nonempty.

Boyd’s approach is based on an ingenious exploitation of the fact that, if \( P(x) \in \mathcal{P}(N, m) \), then, in particular, for any algebraic integer \( \zeta \), the algebraic integer \( P(\zeta) \) is divisible by \( (\zeta - 1)^m \). In general, this would be of little help, as \( P(\zeta) \) may take
any of $2^N$ possible values. However, if $\zeta = \zeta_p$ is a root of unity of low prime order $p$, then $P(\zeta_p)$ is limited to one of a relatively small number of values.

Boyd was able to use his method to calculate $m^*(N)$ for all $N < 88$. In particular, he showed that Byrnes’ conjecture is true for $m \leq 5$, but fails for $m = 6$. He proved that $N^*(6) = 48$ by constructing a polynomial of degree $47$ with $\pm 1$ coefficients and divisible by $(x - 1)^6$. To this end, he used heavy computer computations. We have $|P(48)| = 2^{47}$. To be divisible by $x - 1$, namely to belong to $P(48,1)$, a polynomial must have the same number of $+1$ and $-1$ coefficients. We are thus left with a search space of size $\binom{47}{23}$. This space may be considered as the set of all subsets of size $23$ of a set of size $47$. Boyd would go over this set using the “revolving door” algorithm (cf. [3]), which allows a fast search as each subset in the sequence is obtained from its predecessor by a minimal change—removing a single element and joining another instead. Actually, due to computing power limitations, he searched only the set of symmetric polynomials in $\mathbb{Z}[x]$ (i.e., those satisfying $P(x) = x^kP(1/x)$), but further improvements of his method enabled him to reduce the size of the space to be searched to a feasible size in [3]. The number $N = 88$ was the smallest for which he was unable to calculate $m^*(N)$, and he left open the question whether $m^*(88) = 5$ or $m^*(88) = 6$.

In this paper we show that Boyd’s approach can be improved both theoretically and computationally to strengthen his results. On the theoretical side, we are able to exploit the full power provided by the information arising from the fact that $P(\zeta_p)$ is divisible by $(\zeta_p - 1)^m$ to get better constraints on the values of the polynomial’s coefficients. In addition, we manage to get some information from the fact that $P(\zeta_k)$ is divisible by $(\zeta_p - 1)^m$ for prime powers $p^k$. On the computational side, we design a systematic method for combining the information obtained from different $\zeta_p$’s to further shorten the search. The search itself is performed by the same method as in [3], although it seems that our machine runs about four times faster than Boyd’s. Thus whereas he could go over about $10^{10}$ polynomials per day, we can go over about $4 \cdot 10^{10}$. (In fact, all of our results could have been achieved even on a slower machine, since only for $N = 160$ does the search require almost a day. For $N = 144$ it took about two hours.) Using these improvements, we extend the range of $N$’s with known $m^*(N)$ from $N < 88$ to $N < 168$. In particular, we are able to deal with two of the more interesting (i.e., divisible by a high power of 2 and by 3) numbers, $N = 96$ and $N = 144$, and show that $m^*(96) = 7$ and $m^*(144) = 8$.

We note that most of our results, even those which necessitated an extensive search, may be easily verified; once a polynomial is given, it is easy to check that it is divisible by some power of $(x - 1)$. The negative results are usually obtained by hand. Only for $N = 160$ is the reader required to believe our computations.

In Section 2 we present the main results. Section 3 contains a few simple results on cyclotomic fields. In Section 4 we demonstrate the power of our results by finding the values of $m^*(48)$ and $m^*(96)$ without the aid of a computer. The proofs of the main results are given in Section 5.

To prove that $m^*(N)$ is bounded below by some value, we usually have to find a polynomial of degree $N - 1$ divisible by an appropriate power of $x - 1$. Such polynomials, accompanying all the results of the paper, may be found in [3].

We would like to express our gratitude to J.-P. Allouche, who drew our attention to the problem discussed here, and to Boyd’s work on the subject.
2. The main results

Our first result provides the value of $m^*(N)$ for every $N$ with $m^*(N) \leq 5$. All parts of the theorem, except for the last two, can be inferred pretty easily from Boyd’s results [2, 3].

**Theorem 2.1.** We have:

1. $m^*(N) = 0$ if and only if $N$ is odd.
2. $m^*(N) = 1$ if and only if $2 \mid N$.
3. $m^*(N) = 2$ if and only if $N = 4$.
4. $m^*(N) = 3$ if and only if either $N = 8$ or both $2^2 \mid N$ and $N \geq 12$.
5. $m^*(N) = 4$ if and only if $N = 16, 24$.
6. $m^*(N) = 5$ if and only if $N = 32, 40, 56$.
7. $m^*(N) \geq 6$ if and only if $N = 48$ or both $2^3 \mid N$ and $N \geq 64$.

In the next theorem we provide the value of $m^*(N)$ for several $N$’s which are not covered by (parts 1–6 of) Theorem 2.1. As mentioned earlier, out of these, the value of $m^*(N)$ was found by Boyd for every $N < 88$ and for $N = 128$. Some of the other values were not dealt with by Boyd, and for others he obtained only lower and upper bounds. For example, he showed that $7 \leq m^*(96) \leq 8, 7 \leq m^*(144) \leq 10$ and $8 \leq m^*(256) \leq 9$.

**Theorem 2.2.**

1. For $N = 48, 64, 72, 80, 88, 104, 120, 136, 152$ we have $m^*(N) = 6$.
2. For $N = 96, 112, 128, 160$ we have $m^*(N) = 7$.
3. For $N = 144, 256$ we have $m^*(N) = 8$.

From Theorems 2.1 and 2.2 we immediately obtain

**Theorem 2.3.** $N^*(8) = 144$.

In the next proposition we provide lower bounds for $m^*(N_1 + N_2)$ and $m^*(N_1 N_2)$ in terms of $m^*(N_1)$ and $m^*(N_2)$. This result was insinuated in Boyd’s article, and we provide its proof for completeness. Note that the proof is constructive. Namely, given polynomials $P_1 \in \mathcal{P}(N_1, m_1)$, $P_2 \in \mathcal{P}(N_2, m_2)$, we construct explicitly polynomials in $\mathcal{P}(N_1 + N_2)$ and $\mathcal{P}(N_1 N_2)$ with zeros of the prescribed order at 1.

**Proposition 2.4.** For any $N_1, N_2$ we have

1. $m^*(N_1 + N_2) \geq \min(m^*(N_1), m^*(N_2))$.
2. $m^*(N_1 N_2) \geq m^*(N_1) + m^*(N_2)$.

3. Auxiliary results on cyclotomic extensions

As mentioned earlier, Boyd’s method is based on the fact that, if $(x - 1)^m \mid P(x)$, then in particular $(\zeta_p - 1)^m \mid P(\zeta_p)$, where $\zeta_p = e^{2k\pi i/p}$. In order to reduce the search space to such polynomials, he needed to characterize the numbers, which are divisible by $(\zeta_p - 1)^m$. Boyd used the fact that, if $(\zeta_p - 1)^m \mid \beta$, then $\|\beta\|$ is divisible by $p^m$. We develop an exact criterion for divisibility by high powers of $(\zeta_p - 1)$, which allows us to reduce, substantially in some cases, the search space. Additionally, in Proposition 3.1 we accomplish this for $(\zeta_{p^k} - 1)$. Proposition 3.3 gives a strengthened version of Proposition 3.1 for the case where $k = 1$. Proposition 3.3 discusses the case $p^2 = 2$, which simply means $\zeta_{p^k} = -1$.

Throughout this section, $\beta$ will denote an element of $\mathbb{Z}[\zeta_{p^k}]$ with a (nonunique) representation of the form $\beta = A_0 + A_1 \zeta_{p^k} + A_2 \zeta_{p^k}^2 + \cdots + A_{p^k-1} \zeta_{p^k}^{p^k-1}$, with rational
Proposition 3.1. \( \beta \) is divisible by \((\zeta_{p^k} - 1)^{\varphi(p^k)} + r\), where \( l \geq 0 \) and \( 0 < r < \varphi(p^k) \), if and only if:

1. For each \( j \in \{0, 1, \ldots, p^k - 1\} \), the numbers \( A_j, A_{j+p^k-1}, \ldots, A_{j+(p-1)p^k-1} \) are congruent modulo \( p^l \).
2. \( \beta/p^l \) is an algebraic integer. Moreover writing \( \beta/p^l = A_0' + A_1' \zeta_{p^k} + A_2' \zeta_{p^k}^2 + \cdots + A_{p^k-1}' \zeta_{p^k}^{p^k-1} \) for appropriate integers \( A_0', A_1', \ldots, A_{p^k-1}' \), we have

\[
(jA_j + (j+1)A_{j+1} + \cdots + (p^k-1)A_{p^k-1}) \equiv 0 \pmod{p}, \quad 0 \leq j < r.
\]

The proposition immediately follows from the following two lemmas.

Lemma 3.2. \( \beta \) is divisible by \((\zeta_{p^k} - 1)^r\), where \( r < \varphi(p^k) \), if and only if

\[
(jA_j + (j+1)A_{j+1} + \cdots + (p^k-1)A_{p^k-1}) \equiv 0 \pmod{p}, \quad 0 \leq j < r.
\]

Proof. Write

\[
\beta = A_0 + A_1((\zeta_{p^k} - 1) + 1) + A_2((\zeta_{p^k} - 1) + 1)^2 + \cdots + A_{p^k-1}((\zeta_{p^k} - 1) + 1)^{p^k-1} = \sum_{j=0}^{p^k-1} \left( \begin{array}{c} p^k - 1 \\ j \end{array} \right) A_j + \left( \begin{array}{c} p^k - 1 \\ j \end{array} \right) A_{j+1} + \cdots + \left( \begin{array}{c} p^k - 1 \\ j \end{array} \right) A_{p^k-1} \right) (\zeta_{p^k} - 1)^j.
\]

We prove the lemma by induction. If \( (\zeta_{p^k} - 1) \mid \beta \), then by \((3.1)\) we have \( (\zeta_{p^k} - 1) \mid (\begin{array}{c} p^k - 1 \\ 0 \end{array}) A_0 + (\begin{array}{c} p^k - 1 \\ 1 \end{array}) A_1 + \cdots + (\begin{array}{c} p^k - 1 \\ p^k - 1 \end{array}) A_{p^k-1} \), and therefore \( p \mid \sum_{j=0}^{p^k-1} (\begin{array}{c} p^k - 1 \\ j \end{array}) A_j \).

Suppose the lemma holds for \( r - 1 \) instead of \( r \), and let \( (\zeta_{p^k} - 1)^r \) \( \mid \beta \). By the induction hypothesis,

\[
(jA_j + (j+1)A_{j+1} + \cdots + (p^k-1)A_{p^k-1}) \equiv 0 \pmod{p}, \quad j < r - 1.
\]

The sum on the left-hand side is the coefficient of \((\zeta_{p^k} - 1)^j\), \( 0 \leq j < r - 1 \), in \((3.1)\). The coefficient of \((\zeta_{p^k} - 1)^{r-1}\) is \( (\begin{array}{c} r-1 \\ r-1 \end{array}) A_{r-1} + (\begin{array}{c} r-1 \\ r-2 \end{array}) A_{r} + \cdots + (\begin{array}{c} r-1 \\ 1 \end{array}) A_{p^k-1} \), and it must be divisible by \( (\zeta_{p^k} - 1) \), which means it must be divisible by \( p \).

Lemma 3.3. \( \beta \) is divisible by \((\zeta_{p^k} - 1)^{\varphi(p^k)} \) if and only if for each \( 0 \leq j < p^k - 1 \), the numbers \( A_j, A_{j+p^k-1}, A_{j+2p^k-1}, \ldots, A_{j+(p-1)p^k-1} \) are congruent modulo \( p^l \).

Proof. Use the equality \( \zeta_{p^k}^{p^k} = -1 - \zeta_{p^k}^{-1} - \cdots - \zeta_{p^k}^{p^k-1} \) to write \( \beta \) as a linear combination of the \( \zeta_{p^k} \)'s, \( 0 \leq j < \varphi(p^k) - 1 \):

\[
\beta = (A_0 - A_0\zeta_{p^k}) + (A_1 - A_1\zeta_{p^k})\zeta_{p^k} + (A_2 - A_2\zeta_{p^k})\zeta_{p^k}^2 + \cdots + (A_{\varphi(p^k)-1} - A_{\varphi(p^k)-1}\zeta_{p^k})\zeta_{p^k}^{\varphi(p^k)-1}.
\]

We know that \( \beta \) is divisible by \( p^l \). A number in \( \mathbb{Z}[\zeta_{p^k}] \) is divisible by \((\zeta_{p^k} - 1)^{\varphi(p^k)} \) if and only if all coefficients in its representation according to the basis \( \{\zeta_{p^k}^j\}_{j=0}^{\varphi(p^k)-1} \) are divisible by \( p^l \). This means that \( A_j \equiv A_{j+p^k-1} \pmod{p^l} \), for \( j < \varphi(p^k) - 1 \).
For the next proposition we assume that $k = 1$. From Lemma 3.2 we easily get that, if $p \in (\zeta_p - 1)\mathbb{Z}[\zeta_p]$, then $\beta$ has a unique representation of the form

\[(3.2) \quad \beta = A_0 + A_1 \zeta_p + A_2 \zeta_p^2 + \cdots + A_{p-1} \zeta_p^{p-1}, \quad \sum_{j=0}^{p-1} A_j = 0.\]

**Proposition 3.4.** Let $p \in (\zeta_p - 1)\mathbb{Z}[\zeta_p]$. Then $\beta$ is divisible by $(\zeta_p - 1)^l(p-1) + r$, where $l \geq 0$ and $1 \leq r < p - 1$, if and only if in the representation $(3.2)$:

1. Each $A_j$ is divisible by $p^l$.
2. Denoting $A'_j = A_j/p^l$ for each $j$, we have the system of congruences

\[
\left(\begin{array}{c}
\binom{j}{j} \\
\binom{j+1}{j} \\
\vdots \\
\binom{p-1}{j}
\end{array}\right) A'_{j+1} + \cdots + \left(\begin{array}{c}
\binom{p-1}{j}
\end{array}\right) A'_{p-1} \equiv 0 \pmod{p}, \quad 0 \leq j < r.
\]

**Proof.** We know that $\beta$ is divisible by $p^l$. Put $\beta' = \beta/p^l$. Write $\beta = B_0' + B_1' \zeta_p + B_2' \zeta_p^2 + \cdots + B_{p-1}' \zeta_p^{p-1}$, where $\sum_{j=0}^{p-1} B_j' = 0$. Now $\beta'$ is divisible by $(\zeta_p - 1)^r$. Since $r < p - 1$, Lemma 3.2 gives

\[
\left(\begin{array}{c}
\binom{j}{j} \\
\binom{j+1}{j} \\
\vdots \\
\binom{p-1}{j}
\end{array}\right) B'_{j+1} + \cdots + \left(\begin{array}{c}
\binom{p-1}{j}
\end{array}\right) B'_{p-1} \equiv 0 \pmod{p}, \quad 0 \leq j < r.
\]

$\beta$ has the representation $p^l \beta' = p^l B_0' + p^l B_1' \zeta_p + p^l B_2' \zeta_p^2 + \cdots + p^l B_{p-1}' \zeta_p^{p-1}$, which is the unique representation of $\beta$ satisfying $\sum_{j=0}^{p-1} p^l B_j' = 0$. This means that $A_j = p^l B_j'$ and therefore $A'_j = B_j'$ for $0 \leq j \leq p - 1$. \hfill \Box

The next proposition will give a constraint on polynomials in $\mathcal{P}(N, m)$, where $N$ is divisible by a low power of 2.

**Proposition 3.5.** If $P \in \mathcal{P}(N, m)$, where $2^k || N$ and $m > 2^k - 2$, then $|P(-1)| \geq 2^m$.

First we prove a lemma that will help us in the proof.

**Lemma 3.6.** If $P \in \mathcal{P}(N, m)$ and $|P(-1)| < 2^m$, then $P(-1) = 0$.

**Proof.** Write $P(x) = (x - 1)^m Q(x)$. We have $|P(-1)| = |(-2)^m Q(-1)| < 2^m$, and $Q(-1)$ is an integer. Hence $Q(-1) = 0$, and so $P(-1) = 0$. \hfill \Box

**Proof of Proposition 3.5.** Assume, to the contrary, that $|P(-1)| < 2^m$. By Lemma 3.6, $P(x) = (x - 1)^m (x + 1) R(x)$ for some polynomial $R(x) \in \mathbb{Z}[x]$. Hence $P(x)$ is divisible by $(x + 1)^{m+1}$ modulo 2. Recall that $P(x) \equiv (x^N - 1)/(x - 1) \pmod{2}$. Hence the complete factorization of $P$ over $\mathbb{F}_2$ is known (see [7]). In particular, if $2^k || N$, then the product of all linear factors of $P(x)$ over $\mathbb{F}_2$ is $(x + 1)^{2^k-1}$. This implies that $m + 1 \leq 2^k - 1$. This is contrary to the assumption that $m > 2^k - 2$. \hfill \Box

4. Examples: $N = 48$ and $N = 96$

In this section we illustrate the strength of the results in Sections 2 and 3 by evaluating $n^* (48)$ and $n^* (96)$ (almost) by hand. Boyd needed to check about $10^8$ polynomials in order to enumerate $\mathcal{P}(48, 6)$, and was unable to determine $n^* (96)$. Here we manage to reduce the search space for $\mathcal{P}(48, 6)$ to about a hundred possible polynomials. We determine $n^* (96)$ by using our results, without checking a single polynomial.
We use the results of Section 3 in the following way: Let $P \in \mathcal{P}(N)$. Let $A$ be the set of indices of the $+1$ coefficients, and $B$ the corresponding set for the $-1$'s. For a prime power $p^k$ and $0 \leq j \leq p^k - 1$, denote by $d_{p^k,j}$ the difference between the number of elements, which are congruent to $j$ modulo $p^k$ in $A$, and the corresponding number in $B$:

$$d_{p^k,j} = |A \cap \{p^k \mathbb{Z} + j\}| - |B \cap \{p^k \mathbb{Z} + j\}|.$$  

Obviously, $P(\zeta_{p^k}) = d_{p^k,0} + d_{p^k,1}\zeta_{p^k} + d_{p^k,2}\zeta_{p^k}^2 + \cdots + d_{p^k,p^k-1}\zeta_{p^k}^{p^k-1}$, and $\sum_{j=0}^{p^k-1} d_{p^k,j} = 0$ if $P \in \mathcal{P}(N,1)$. If $P \in \mathcal{P}(N,m)$, then $(\zeta_{p^k} - 1)^m$ divides $P(\zeta_{p^k})$. In this case we can deduce from Section 3 some constraints on the values of the $d_{p^k,j}$'s.

**Example 4.1.** Let $N = 48$. We would like to enumerate $\mathcal{P}(48,6)$. There are 16 elements in $(3\mathbb{Z} + j) \cap [0, 47]$, and thus $d_{3,j} \leq 16$. By Proposition 3.4 all $d_{3,j}$'s are congruent modulo 27, and their sum is 0. The only option is $d_{3,0} = d_{3,1} = d_{3,2} = 0$. For $p = 5$, the sizes of the sets $(5\mathbb{Z} + j) \cap [0, 47]$, $j = 0, 1, 2, 3, 4$, are 10, 10, 10, 9, 9, respectively. By Proposition 3.4, $d_{5,j} = 0, \pm 10$ for $j = 0, 1, 2$ and $d_{5,j} = \pm 5$ for $j = 3, 4$. A quick enumeration shows that, up to sign, all options have at least one $d_{5,j}$ equal to 10, which means that a whole residue class modulo 5 is contained in $A$. Using $p = 7$, we find two main options up to sign: either $d_{7,6} = 6$ and all other $d_{7,j}$'s are $-1$, or $d_{7,6} = 0$, three of the other $d_{7,j}$'s are $-7$, and the rest are $+7$. However, since each residue class modulo 7 intersects every residue class modulo 5, and since at least one residue class modulo 5 is contained in $A$, no $d_{7,j}$ may be $-7$. Thus the only possibility for the $d_{5,j}$'s is $(0, 0, 0, -5, -5)$, and for the $d_{7,j}$'s is $(-1, -1, -1, -1, -1, 6)$. Hence all fourteen elements of $(5\mathbb{Z} + 1) \cap [0, 47] \cup (7\mathbb{Z} + 6) \cap [0, 47]$ belong to $A$. From here we continue with $p^k = 9$. We know that $d_{9,j} + d_{9,j+3} + d_{9,j+6} = d_{3,j} = 0$ for $j = 0, 1, 2$, as the residue class $(3\mathbb{Z} + j) = (9\mathbb{Z} + j) \cup (9\mathbb{Z} + j + 3) \cup (9\mathbb{Z} + j + 6)$. In addition, by Proposition 3.4, $d_{9,j}, d_{9,j+3}, d_{9,j+6}$ are congruent modulo 3. These severe constraints, combined with the information gathered using 5 and 7, leaves only ten options for the numbers $d_{9,j}$, $0 \leq j \leq 8$. The equality $P(\zeta_9) = d_{9,0} + d_{9,1}\zeta_9 + d_{9,2}\zeta_9^2 = 0$ also implies that the polynomial $P$ is divisible by $x^2 + x + 1$. Now $(\zeta_9 - 1)^2 | (\zeta_9^2 + \zeta_9 + 1)$, so that $(\zeta_9 - 1)^8 | P(\zeta_9)$. Out of the ten options for the $d_{9,j}$'s, only for the two options $\pm (2, 2, 2, -1, -1, -1, -1, -1)$ is $\sum_{j=0}^{9} d_{9,j}\zeta_9^j$ divisible by $(\zeta_9 - 1)^8$. Using the same method for 4, we find that, up to sign, the only possible options for the $d_{4,j}$'s are $(0, 0, 0, 0, (4, 4, 4, -4)$. These constraints cause our search space to shrink to only about a hundred polynomials. The only polynomial that is found is the unique member of $\mathcal{P}(48,6)$, which does not belong to $\mathcal{P}(48,7)$, so that $m^*(48) = 6$.

**Example 4.2.** Let $N = 96$. From the previous example, and by Proposition 2.4 we get that $m^*(96) \geq 7$. Suppose we have a polynomial yielding $m = 8$. For $p = 5$, the sizes of the sets $(5\mathbb{Z} + j) \cap [0, 95]$, $j = 0, 1, 2, 3, 4$, are 20, 19, 19, 19, 19, respectively. By Proposition 3.4, each $d_{5,j}$ is divisible by 5, and the $d_{5,j}$'s are congruent modulo 25. The only option, up to sign, is $(d_{5,0}, d_{5,1}, d_{5,2}, d_{5,3}, d_{5,4}) = (20, -5, -5, -5, -5)$. Namely, $A$ contains all 20 numbers in the range $[0, 95]$ divisible by 5, and 7 out of the 19 numbers in each of the other 4 residue classes modulo 5. To continue, we consider $p = 7$. By Proposition 3.4 we see that $d_{7,j} = 0, \pm 14$ for $0 \leq j \leq 4$ and $d_{7,j} = \pm 7$ for $j = 5, 6$. However, since each residue class modulo 7 intersects $5\mathbb{Z} \cap [0, 95]$, which contains only elements of $A$, no $d_{7,j}$ may be $-14$. The only possible value for $(d_{7,0}, d_{7,1}, \ldots, d_{7,6})$, after taking this constraint and Proposition...
into consideration, is $(0, 0, 14, 0, 0, -7, -7)$. In other words, all 14 elements of $(7\mathbb{Z} + 2) \cap [0, 95]$ in our range belong to $A$ (where 2 of these, 30 and 65, were already known to be there), while out of the 13 elements of each of $(7\mathbb{Z} + 5) \cap [0, 95]$ and $(7\mathbb{Z} + 6) \cap [0, 95]$, only the 3 elements belonging to $5\mathbb{Z} \cap [0, 95]$ lie in $A$ and the other 10 lie in $B$. Altogether, by now we know 52 coefficients, of which 32 belong to $A$ and 20 to $B$. Now take $p = 11$. Note that by Proposition 3.4 if $m^*(96) = 8$, then the values of $d_{11, j}$ for $j = 8, 9, 10$ determine uniquely the values of all other $d_{11, j}$’s. As $d_{11, 8}, d_{11, 9}, d_{11, 10}$ are all even and lie between $-8$ and 8 to begin with, and we have already found 4 elements in $(11\mathbb{Z} + j) \cap [0, 95]$ for $j = 8, 9, 10$, we have only 125 options for the $d_{11, j}$’s. For none of these is $\sum_{j=0}^{11} d_{11, j} \zeta_{11}^l$ divisible by $(\zeta_{11} - 1)^8$, and hence $\mathcal{P}(96, 8) = \emptyset$. Thus $m^*(96) = 7$.

5. Proofs of the main results

Proof of Proposition 2.4. In each part we present a polynomial divisible by the required power of $(x - 1)$. Let $P_1(x) \in \mathcal{P}(N_1, m_1), P_2(x) \in \mathcal{P}(N_2, m_2)$.
1. Set $m = \min(m_1, m_2)$. Then the polynomial $P_1(x) + x^{N_1} P_2(x)$ is of degree $N_1 + N_2 - 1$, all its coefficients are ±1, and it is divisible by $(x - 1)^m$. Thus $P_1(x) + x^{N_1} P_2(x) \in \mathcal{P}(N_1 + N_2, m)$.
2. The polynomial $P_2(x^{N_1})$ is divisible by $(x^{N_1} - 1)^{m_2}$, and hence the polynomial $P_1(x)P_2(x^{N_1})$ is of degree $N_1 N_2 - 1$, all its coefficients are ±1, and it is divisible by $(x - 1)^{m_1} (x^{N_1} - 1)^{m_2}$, and therefore by $(x - 1)^{m_1 + m_2}$. Thus $P_1(x)P_2(x^{N_1}) \in \mathcal{P}(N_1 N_2, m_1 + m_2)$.

For later reference, we record in Table 1 some of the values of $m^*(N)$ found by Boyd.

In Table 2 we record lower and upper bounds for $m^*(N)$ for several values of $N$, as found by Boyd. (The ordering follows Theorem 2.2)

Proof of Theorem 2.1. In each of parts 1–6 of the theorem, it will suffice to prove only that $m^*(N)$ assumes the required value for the $N$’s in those parts. The fact that these are the only $N$’s with this value of $m^*$ will then follow once we are done with the other parts of the theorem.
1. Since $N$ is odd, so is $\mathcal{P}(1)$, which means that $(x - 1)$ does not divide $\mathcal{P}$.
2. By Proposition 2.4 we get (since $m^*(2) = 1$) that $m^*(N) \geq 1$. In [2] it is proved that, if $4 \nmid N$, then $\mathcal{P}(N, 2)$ is empty.
3. See Table 1.

Table 1. Values of $m^*(N)$ according to [2], [3]

<table>
<thead>
<tr>
<th>$N$</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>16</th>
<th>24</th>
<th>32</th>
<th>40</th>
<th>56</th>
<th>64</th>
<th>72</th>
<th>80</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m^*(N)$</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2. Bounds for $m^*(N)$ according to [2], [3]

<table>
<thead>
<tr>
<th>$N$</th>
<th>88</th>
<th>104</th>
<th>120</th>
<th>112</th>
<th>136</th>
<th>152</th>
<th>168</th>
<th>96</th>
<th>160</th>
<th>144</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m^*(N) \geq$</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>$m^*(N) \leq$</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>10</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>
4. By Table 1 we have \( m^*(N) = 3 \) for \( N = 8, 12 \). By Proposition 2.4 we have \( m^*(12 + 8j) \geq 3 \) for \( j > 0 \). In [2] it is proved that, if \( 8 \nmid N \), then \( \mathcal{P}(N, 4) \) is empty.

5. See Table 1

6. See Table 1

7. If \( N = 48, 64, 72, 80, 88, 104 \), then by Table 1 and Theorem 2.2 we have \( m^*(N) \geq 6 \). By Proposition 2.4 this implies \( m^*(N) \geq 6 \) for any \( N \) satisfying the condition of this part. On the other hand, if \( 2^3 \nmid N \), then \( m^*(N) \leq 3 \) by [2], while if \( 2^3 \mid N \), and \( N \neq 48 \) and \( N < 64 \), then \( m^*(N) \leq 5 \) by the preceding parts.

**Proof of Theorem 2.2**  The values \( N = 48, 64, 72, 80, 128 \) were treated by Boyd, \( N = 96 \) was investigated in Section 4, and we continue with the others.

1.a) \( N = 88 \).

By Table 2 \( m^*(88) \leq 6 \). Suppose we have a polynomial yielding \( m = 6 \). By Proposition 3.4 all \( d_3 \)'s are divisible by 9 and congruent modulo 27. As \( |d_{3,0}| \leq 30 \) and \( |d_{3,1}|, |d_{3,2}| \leq 29 \), the only possibilities (up to sign) are \( (d_{3,0}, d_{3,1}, d_{3,2}) = (0, 27, -27) \) and \( (d_{3,0}, d_{3,1}, d_{3,2}) = (18, -9, -9) \). It can be shown that the first option does not lead to any polynomial with \( m = 6 \), but this is of no consequence. The second option leaves us with too many possibilities, and we shall enumerate only the symmetric polynomials. We know that 24 out of the 30 elements of \( 3\mathbb{Z} \cap [0, 87] \) belong to \( A \) and the other 6 to \( B \). We take all \( \binom{12}{7} \) options for a symmetric splitting of \( 3\mathbb{Z} \cap [0, 87] \). In order to divide the other two classes, we will use \( p = 5 \). By Proposition 3.4 and the symmetry, up to sign we have only the options \( (d_{5,0}, d_{5,1}, d_{5,2}, d_{5,3}, d_{5,4}) = (0, 10, 0, -5, -5), (10, -10, 10, -5, -5), \) and \( (10, 10, 10, -15, -15) \). For each splitting of \( 3\mathbb{Z} \cap [0, 87] \), we go over all possibilities of dividing the rest of the elements according to the 6 different possibilities according to the prime \( 5 \). After checking about \( 1.5 \cdot 10^7 \) possibilities, we find all symmetric polynomials, 101 in all. For example, the following polynomial is a member of \( \mathcal{P}(88, 6) \):

\[
1 - x - x^2 + x^3 + x^4 - x^5 + x^6 - x^7 - x^8 + x^9 - x^{10} + x^{11} + x^{12} - x^{13} - x^{14} + x^{15} + x^{16} - x^{17} - x^{18} - x^{19} + x^{20} + x^{21} - x^{22} + x^{23} + x^{24} + x^{25} + x^{26} + x^{27} - x^{28} - x^{29} - x^{30} - x^{31} - x^{32} + x^{33} + x^{34} + x^{35} + x^{36} + x^{37} - x^{38} - x^{39} + x^{40} + x^{41} - x^{42} - x^{43} - x^{44} - x^{45} + x^{46} + x^{47} - x^{48} - x^{49} - x^{50} + x^{51} + x^{52} + x^{53} + x^{54} - x^{55} - x^{56} + x^{57} - x^{58} + x^{59} + x^{60} + x^{61} + x^{62} + x^{63} - x^{64} + x^{65} + x^{66} + x^{67} - x^{68} + x^{69} - x^{70} + x^{71} + x^{72} - x^{73} - x^{74} + x^{75} + x^{76} - x^{77} + x^{78} + x^{79} - x^{80} + x^{81} - x^{82} + x^{83} + x^{84} - x^{85} - x^{86} + x^{87}.
\]

Thus, \( m^*(88) = 6 \).

1.b) \( N = 104 \).

By Table 2 \( m^*(104) \leq 6 \). Suppose we have a polynomial yielding \( m = 6 \). We shall examine only the symmetric polynomials. By Lemma 3.3 and the symmetry, we see that, up to sign, \( (d_{3,0}, d_{3,1}, d_{3,2}) = (9, 9, -18) \). We know that 8 out of the 34 elements of \( (3\mathbb{Z} + 2) \cap [0, 103] \) belong to \( A \) and the other 26 to \( B \). We take all \( \binom{17}{7} \) options for a symmetric splitting of \( (3\mathbb{Z} + 2) \cap [0, 103] \). In order to divide the other two classes, we will use \( p = 5 \). After considering Proposition 3.4 and the symmetry, up to
sign the only possible options are \((d_{5,0}, d_{5,1}, d_{5,2}, d_{5,3}, d_{5,4}) = (-15, 15, 15, -15, 0),\)
\((-5, 15, 15, -5, -20),\) \((5, -5, -5, 5, 0),\) \((5, 5, 5, 5, -20),\) \((15, -5, -5, 15, -20).\) For each splitting of \((3\mathbb{Z} + 2) \cap [0, 103],\) we may go over all possibilities of dividing the rest of the elements according to the 10 different possibilities according to the prime 5. After checking the \(\approx 10^8\) symmetric polynomials with \((d_{5,0}, d_{5,1}, d_{5,2}, d_{5,3}, d_{5,4}) = (5, 5, 5, 5, -20),\) we already find that 74 of them belong to \(\mathcal{P}(104, 6).\) For example, the following polynomial is a member of \(\mathcal{P}(104, 6):\)

\[
\begin{align*}
1 - x + x^2 + x^3 - x^4 - x^5 + x^6 + x^7 - x^8 - x^9 - x^{10} - x^{11} - x^{12} + x^{13} - x^{14} \\
+ x^{15} + x^{16} - x^{17} + x^{18} - x^{19} + x^{20} - x^{21} + x^{22} + x^{23} - x^{24} + x^{25} + x^{26} \\
+ x^{27} + x^{28} - x^{29} + x^{30} + x^{31} + x^{32} - x^{33} - x^{34} + x^{35} + x^{36} + x^{37} - x^{38} \\
- x^{39} + x^{40} - x^{41} + x^{42} + x^{43} - x^{44} - x^{45} + x^{46} - x^{47} + x^{48} - x^{49} + x^{50} \\
+ x^{51} + x^{52} - x^{53} + x^{54} + x^{55} - x^{56} + x^{57} - x^{58} - x^{59} + x^{60} + x^{61} - x^{62} \\
+ x^{63} - x^{64} - x^{65} + x^{66} + x^{67} - x^{68} - x^{69} + x^{70} - x^{71} + x^{72} + x^{73} - x^{74} \\
+ x^{75} + x^{76} + x^{77} + x^{78} - x^{79} + x^{80} + x^{81} - x^{82} + x^{83} - x^{84} + x^{85} - x^{86} \\
x^{87} + x^{88} - x^{89} + x^{90} - x^{91} - x^{92} - x^{93} - x^{94} - x^{95} + x^{96} + x^{97} - x^{98} \\
x^{99} + x^{100} + x^{101} - x^{102} + x^{103}.
\end{align*}
\]

Thus \(m^*(104) = 6.\)

1.c) \(N = 120.\)

By Table 2 \(m^*(120) \leq 6.\) By Table 1 and Proposition 2.4 we have \(m^*(120) = m^*(48 + 72) \geq \min(6, 6) = 6.\)

1.d) \(N = 136.\)

By Table 2 \(m^*(136) \geq 6.\) By Proposition 3.5 we get that, if \(P \in \mathcal{P}(136, 7),\) then \(|P(-1)| \geq 128.\) By Lemma 3.3 the only option, up to sign, for \((d_{2,0}, d_{2,1})\) is \((64, -64).\) This means that 66 out of 68 elements of \(2\mathbb{Z} \cap [0, 135]\) belong to \(A\) and the other 2 to \(B,\) whereas for \((2\mathbb{Z} + 1) \cap [0, 135]\) the situation is the opposite. Using \(p = 3\) we see that the only option for \((d_{2,0}, d_{2,1}, d_{3,2})\) is \((0, 27, -27),\) which means that exactly 9 out of the 45 elements of \((3\mathbb{Z} + 2) \cap [0, 135]\) belong to \(A.\) Now \(2\mathbb{Z} \cap (3\mathbb{Z} + 2) \cap [0, 135]\) contains 23 elements, which means that at least 21 of them belong to \(A.\) This leads to a contradiction, and therefore \(m^*(136) = 6.\)

1.e) \(N = 152.\)

By Table 2 \(m^*(152) \geq 6.\) By Proposition 3.5 we get that, if \(P \in \mathcal{P}(152, 7),\) then \(|P(-1)| \geq 128.\) By Lemma 3.3 the only option, up to sign, for \((d_{2,0}, d_{2,1})\) is \((64, -64).\) This means that 70 out of 76 elements of \(2\mathbb{Z} \cap [0, 151]\) belong to \(A\) and the other 6 to \(B,\) whereas for \((2\mathbb{Z} + 1) \cap [0, 151]\) the situation is the opposite. Using \(p = 3\) we see that the only option for \((d_{2,0}, d_{2,1}, d_{3,2})\) is \((-27, 27, 0),\) which means that exactly 12 out of the 51 elements of \(3\mathbb{Z} \cap [0, 151]\) belong to \(A.\) Now \(2\mathbb{Z} \cap 3\mathbb{Z} \cap [0, 151]\) contains 25 elements, which means that at least 19 of them belong to \(A.\) This leads to a contradiction, and therefore \(m^*(152) = 6.\)

2.a) \(N = 112.\)

By Table 2 \(m^*(112) \leq 7.\) Suppose we have a polynomial yielding \(m = 7.\) We shall examine only the antisymmetric polynomials. By Lemma 3.4 we see that, up to sign, \((d_{3,0}, d_{3,1}, d_{3,2}) = (0, -27, 27).\) We know that 32 out of the 37 elements of \((3\mathbb{Z} + 2) \cap [0, 111]\) belong to \(A\) and the other 5 to \(B,\) whereas for \((3\mathbb{Z} + 1) \cap [0, 111]\) the situation is the opposite. We take all \(\binom{32}{5}\) options of splitting \((3\mathbb{Z} + 2) \cap [0, 111]\)
and \((3\mathbb{Z} + 1) \cap [0, 111]\) (in an antisymmetric manner). In order to divide \(3\mathbb{Z} \cap [0, 111]\), we will use \(p = 5\). By Proposition 3.4 and the antisymmetry, up to sign we have only the option \((d_{3,0}, d_{3,1}, d_{3,2}, d_{3,3}, d_{3,4}) = (5, -5, 10, 0, -10)\). For each splitting of \((3\mathbb{Z} + 2) \cap [0, 111]\) and \((3\mathbb{Z} + 1) \cap [0, 111]\), we go over all possibilities of dividing the rest of the elements according to the 2 different possibilities according to the prime 5. After checking about \(3 \cdot 10^8\) possibilities, we find only one antisymmetric polynomial belonging to \(P(112, 7)\):

\[
1 - x + x^2 - x^3 - x^4 + x^5 - x^6 + x^7 + x^8 - x^9 - x^{10} + x^{11} + x^{12} - x^{13} - x^{14} + x^{15} - x^{16} + x^{17} - x^{18} - x^{19} + x^{20} + x^{21} - x^{22} + x^{23} + x^{24} - x^{25} + x^{26} + x^{27} - x^{28} - x^{29} + x^{30} - x^{31} + x^{32} - x^{33} - x^{34} + x^{35} + x^{36} - x^{37} + x^{38} + x^{39} - x^{40} + x^{41} - x^{42} - x^{43} - x^{44} + x^{45} - x^{46} + x^{47} + x^{48} - x^{49} + x^{50} - x^{51} - x^{52} - x^{53} - x^{54} - x^{55} + x^{56} + x^{57} + x^{58} + x^{59} + x^{60} - x^{61} + x^{62} - x^{63} - x^{64} + x^{65} + x^{66} + x^{67} + x^{68} + x^{69} - x^{70} + x^{71} - x^{72} - x^{73} + x^{74} - x^{75} - x^{76} + x^{77} + x^{78} - x^{79} + x^{80} - x^{81} + x^{82} + x^{83} - x^{84} - x^{85} + x^{86} - x^{87} - x^{88} + x^{89} - x^{90} + x^{91} + x^{92} + x^{93} - x^{94} + x^{95} - x^{96} + x^{97} + x^{98} - x^{99} - x^{100} + x^{101} + x^{102} - x^{103} - x^{104} + x^{105} - x^{106} + x^{107} + x^{108} - x^{109} + x^{110} - x^{111}.
\]

Thus, \(m^*(112) = 7\).

2.b) \(N = 160\).

By Table 2 \(m^*(160) \geq 7\). Suppose we have a polynomial yielding \(m \geq 8\). By Proposition 3.4 we easily see that, up to sign, \(d_{3,0} = 54\). In other words, all 54 elements of \(3\mathbb{Z} \cap [0, 160]\) are in \(A\). To continue we use \(p = 7\) and \(p = 11\). There are 11 different sets of values for \(d_j\), where in each set we have that at least 3 of the \(d_j\)'s are \(-7\) (which means that 8 elements from the corresponding residue classes belong to \(A\)). As we know 8 of the elements in \((7\mathbb{Z} + j) \cap [0, 160] \cap A\) for \(j = 0, 2, 3, 5, 6,\) and 7 elements in \((7\mathbb{Z} + j) \cap [0, 160]\) \(\cap A\) for \(j = 1, 4\), we have at most 256 options to determine all of the classes with 8 elements. For each such choice we complete the division using 11. There are 13 different values for \(d_{11, j}\). After checking about \(2 \cdot 10^{10}\) possibilities, we find that \(P(160, 8)\) is empty, which means that \(m^*(160) = 7\).

3.a) \(N = 144\).

Suppose we have a polynomial yielding \(m \geq 9\). By Proposition 3.4 we easily see that \(d_{5, j} = \pm 25\) for \(j = 0, 1, 2, 3\) (two of them being \(+25\) and the other two \(-25\)). In other words, two of these residue classes have 27 out of 29 elements in \(A\) and the other two elements in \(B\), and the other two classes are the opposite. Now the intersection of any residue class modulo 5 with any residue class modulo 7 contains at least 4 elements in our range. It follows that each of the residue classes modulo 7 contains at least 4 elements from each of the sets \(A\) and \(B\). This rules out \(d_{7, j} = \pm 21\) for \(j = 0, 1, 2, 3\) and \(d_{7, j} = \pm 14\) for \(j = 4, 5, 6\), which leaves no feasible solution. Thus \(m^*(144) \leq 8\).

Suppose we have a polynomial yielding \(m = 8\) for \(N = 144\). By Proposition 3.4 either \((d_{5,0}, d_{5,1}, \ldots, d_{5,4}) = (5, 5, 5, 5, -20)\) or \(d_{5, j} = \pm 25\) for \(j = 0, 1, 2, 3\). We tried only the first of these. It means that \(A\) contains only 4 elements from \((5\mathbb{Z} + 4) \cap [0, 143]\). Using \(p = 7\) we focus only on symmetric solutions, and get only 6
possible values for the \(d_{7,j}\)'s. These possibilities are \(\pm(-21, 7, 7, -21, 14, 0, 14),\)
\(\pm(-7, -7, -7, -7, 14, 0, 14)\) and \(\pm(-7, 7, -7, 0, 0, 0)\). The first option and its complement are easily checked and do not yield any polynomial in \(P(144, 8)\). For the second we bring \(p = 11\) into play. There are 142 possible values for the \(d_{11,j}\)'s, most of which are very easily checked after taking into account the constraints for \((5\mathbb{Z} + 4) \cap [0, 143]\), \((7\mathbb{Z} + 4, 5, 6) \cap [0, 143]\). After checking about \(4 \cdot 10^6\) options, we find that there are exactly 3 symmetric polynomials with \((d_{7,0}, d_{7,1}, \ldots, d_{7,6}) = (-7, -7, -7, -7, 14, 0, 14)\) in \(P(144, 8)\). For example, the following polynomial is a member of \(P(144, 8)\):

\[
1 - x + x^2 - x^3 + x^4 - x^5 - x^6 + x^7 - x^8 + x^9 + x^{10} - x^{11} - x^{12} - x^{13} + x^{14} - x^{15} + x^{16} + x^{17} - x^{18} + x^{19} - x^{20} + x^{21} - x^{22} + x^{23} + x^{24} - x^{25} + x^{26} - x^{27} + x^{28} + x^{29} + x^{30} + x^{31} - x^{32} - x^{33} - x^{34} - x^{35} - x^{36} + x^{37} - x^{38} + x^{39} - x^{40} - x^{41} + x^{42} + x^{43} - x^{44} + x^{45} - x^{46} + x^{47} - x^{48} + x^{49} + x^{50} + x^{51} - x^{52} - x^{53} + x^{54} - x^{55} - x^{56} - x^{57} - x^{58} + x^{59} - x^{60} - x^{61} - x^{62} + x^{63} + x^{64} + x^{65} - x^{66} - x^{67} + x^{68} + x^{69} - x^{70} + x^{71} + x^{72} - x^{73} + x^{74} + x^{75} - x^{76} - x^{77} + x^{78} + x^{79} + x^{80} - x^{81} - x^{82} - x^{83} + x^{84} + x^{85} - x^{86} - x^{87} - x^{88} + x^{89} - x^{90} - x^{91} + x^{92} + x^{93} + x^{94} - x^{95} - x^{96} - x^{97} + x^{98} - x^{99} + x^{100} + x^{101} - x^{102} - x^{103} - x^{104} + x^{105} - x^{106} - x^{107} - x^{108} - x^{109} - x^{110} - x^{111} + x^{112} + x^{113} + x^{114} + x^{115} - x^{116} + x^{117} - x^{118} + x^{119} + x^{120} - x^{121} - x^{122} + x^{123} + x^{124} - x^{125} + x^{126} + x^{127} - x^{128} + x^{129} - x^{130} - x^{131} - x^{132} + x^{133} + x^{134} - x^{135} + x^{136} - x^{137} - x^{138} + x^{139} - x^{140} + x^{141} - x^{142} + x^{143}.
\]

Thus \(m^*(144) = 8\).

3.b) \(N = 256\).

By Table 2, \(m^*(256) \geq 8\). Suppose we have a polynomial yielding \(m = 9\). By Proposition 3.4, we easily see that \(d_{3,j} = \pm 81\) for \(j = 1, 2\) (one of them being +81 and the other −81). In other words, one of these residue classes has 83 out of 85 elements in \(A\) and the other 2 in \(B\), and for the other class we have the opposite situation. Now the intersection of any residue class modulo 3 with any residue class modulo 5 contains at least 17 elements in our range. It follows that each of the residue classes modulo 3 contains at least 15 elements from each of the sets \(A\) and \(B\). This rules out \(d_{3,j} = \pm 25\) for \(j = 1, 2, 3, 4\), which leaves no feasible solution. Thus \(m^*(256) = 8\). \(\square\)
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