DEFORMATION OF $\Gamma_0(5)$-CUSP FORMS

HELEN AVELIN

Abstract. We develop an algorithm for numerical computation of the Eisenstein series on a Riemann surface of constant negative curvature. We focus in particular on the computation of the poles of the Eisenstein series. Using our numerical methods, we study the spectrum of the Laplace–Beltrami operator as the surface is being deformed. Numerical evidence of the destruction of $\Gamma_0(5)$-cusp forms is presented.

1. Introduction

Let $\Gamma$ be a cofinite Fuchsian group acting on the Poincaré upper half-plane $\mathcal{H}$ equipped with the hyperbolic metric $ds^2 = y^{-2}(dx^2 + dy^2)$. When the surface $\Gamma \backslash \mathcal{H}$ is noncompact, i.e., has cusps, Selberg [31] showed that the Laplace–Beltrami operator

$$\Delta = y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right)$$

has both a discrete and a continuous spectrum. He showed in fact that the continuous spectrum is the interval $[1/4, \infty)$, which can be described naturally in terms of the Eisenstein series $E(z; s)$ with eigenvalue $\lambda = s(1 - s)$. The discrete eigenfunctions are called Maass waveforms, and are known to be cusp forms whenever $\lambda \geq 1/4$.

An outstanding problem concerning the spectrum of $\Delta$ is whether for a general cofinite Fuchsian group $\Gamma$ there exist infinitely many cusp forms on $\Gamma \backslash \mathcal{H}$. Vast progress on this question was made by Phillips and Sarnak [27, 28, 29], and in view of their work it is expected that for a generic $\Gamma$ without special symmetries, there should be no cusp forms. In the present paper we will examine this question numerically by observing the spectrum as we start with a group $\Gamma_0$ which is known to have many cusp forms, and then deforming $\Gamma_0$ into groups $\Gamma$ of “general” type in the Teichmüller space $T(\Gamma_0)$.

It is natural to choose $\Gamma_0$ to be a congruence subgroup of $PSL(2, \mathbb{Z})$. Our particular choice in this paper is $\Gamma_0 = \Gamma_0(5)$, a group which has recently been considered in a closely related context by Farmer and Lemurell [13]. The Teichmüller space $T(\Gamma_0)$ for this group is a two-dimensional manifold. Other choices of $\Gamma_0$ which would be interesting to study are (nonarithmetic) cycloidal subgroups of $PSL(2, \mathbb{Z})$ (cf., e.g., [21, 36]).

It turns out, as was expected, that the cusp forms are typically destroyed as the group is changed. Their destruction means that the Eisenstein series must sprout “compensatory” poles very close to $Re(s) = 1/2$ (cf., e.g., [16, 29]). One of the
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main goals of this work has been to track how these poles (known as resonances) move as the group is deformed. This appears to be the first time such tracking has ever been done.

Phillips and Sarnak conjecture that cusp forms are destroyed by almost all deformations in Teichmüller space. However, this does not exclude the possibility for cusp forms to be stable under deformation along certain paths in $T(\Gamma_0)$. These exceptional paths are the topic of numerical investigation in Farmer and Lemurell. Their results suggest that for each cusp form there exists a curve in $T(\Gamma_0)$ along which the cusp form is not destroyed. Here, we are able to support their findings using our methods for tracking poles of the Eisenstein series. Using “Fermi’s law” as proved by Phillips and Sarnak [29, 5.29], we are also able to explain rigorously an interesting property noted in the experiments of Farmer and Lemurell. Namely, the deformation curves are always tangent to a certain naturally described coordinate axis through the point $\Gamma_0$ in $T(\Gamma_0)$; cf. subsection 5.3 below.

Prior to explaining our algorithms in Section 4 and presenting our results in Section 5, we need to concern ourselves with some background material. In Section 2, we explain the technicalities of deforming the group, and Section 3 is devoted to deformation theory for cusp forms and Eisenstein series. Here we also present Lemma 3.1 which states a sufficient condition for cusp forms to be destroyed for all directions in Teichmüller space. However, our numerical results together with those of Farmer and Lemurell suggest that this condition should never be fulfilled, at least for the type of groups we consider.

2. The group $\Gamma_0(5)$ and some of its deformations

Let $\Gamma_0$ be a cofinite Fuchsian group acting on the Poincaré upper half-plane

$\mathcal{H} = \{ z = x + iy; \ y > 0 \}$

equipped with the hyperbolic metric $ds^2 = y^{-2}(dx^2 + dy^2)$. We will write the signature of $\Gamma_0$ as $(p, n; \nu_1, \ldots, \nu_n)$ if $\Gamma_0$ has $n$ inequivalent elliptic or parabolic fixpoints of orders $\nu_1, \ldots, \nu_n$ and the topological space $\Gamma_0 \backslash \mathcal{H}$ has genus $p$. The Teichmüller space $T(\Gamma_0)$ is a real analytic manifold of topological dimension $\dim(T(\Gamma_0)) = 6p - 6 + 2n$; cf. [8, p. 275].

Our initial group will be

$\Gamma_0 = \Gamma_0(5) = \{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in PSL(2, \mathbb{Z}) : c \equiv 0 \mod 5 \}$

and its signature is $(0, 4; 2, \infty, \infty)$; cf. [29] pp. 106–113]. This means that $\Gamma_0$ has two inequivalent elliptic fixpoints of order 2 and two inequivalent parabolic fixpoints (i.e., cusps). Also, it follows that $T(\Gamma_0(5))$ has dimension 2, and so there will be two real parameters to vary (at least locally near $\Gamma_0(5)$). We call these $a$ and $r$ and we will write $\Gamma_{a,r}$ (see precise definition below), or sometimes just $\Gamma$, for the deformations of $\Gamma_0$. We remark that $(a, r)$ in fact provide real-analytic coordinates on $T(\Gamma_0(5))$ (with respect to its standard complex analytic structure), at least for $|a| < 0.05$ and $0.125 < r < 0.225$. A detailed proof of this is given in the Maple file [5], based on use of [25, §§2.2, 2.5, 3.1].

The specific deformation paradigm we shall use is a special case of [13]. Lemurell kindly shared their method with us at an early stage. Accordingly we will be working with the group

$$\Gamma_0(5) = \langle \Gamma_0(5), W_0 \rangle,$$
where $W_0$ is the Fricke involution $z \mapsto -\frac{1}{z^2}$. The point of this extension is two-fold: first, one has $[\tilde{\Gamma}_0(5) : \Gamma_0(5)] = 2$ thanks to the relation

\begin{equation}
W_0^{-1} \Gamma_0(5) W_0 = \Gamma_0(5);
\end{equation}

second, $\tilde{\Gamma}_0(5)$ has only one cusp, the full signature being $(0, 4; 2, 2, 2, \infty)$.

A discussion of the generators of the groups $\Gamma_0(5)$, $\tilde{\Gamma}_0(5)$, $\Gamma_{a,r}$ and $\tilde{\Gamma}_{a,r}$ can be found in [13], where a more general case is considered, and in [4] where we have worked out the details for our special case. (Note that the parameters in [13] correspond to ours as $a = b_{FL}$ and $r = 1/a_{FL}$.) Here we simply state the generators of $\Gamma_{a,r}$ and $\tilde{\Gamma}_{a,r}$ as follows.

\[
S = \pm \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad W = \pm \begin{pmatrix} a & -r - a^2 \\ 1 & -a \end{pmatrix}, \quad WSW = \pm \begin{pmatrix} 1 - \frac{a}{r} & \frac{a^2}{r} \\ -1 & 1 + \frac{a}{r} \end{pmatrix},
\]

\[
E = \pm \begin{pmatrix} a - 2r - \sqrt{D} \\ 1 \\ 1 - a + 2r + \sqrt{D} \end{pmatrix}, \quad \tilde{E} = \pm \begin{pmatrix} a + 2r + \sqrt{D} \\ 1 \\ -a - 2r - \sqrt{D} \end{pmatrix},
\]

\[
W = \pm \begin{pmatrix} 1 - 4r a - (2a + 1) \sqrt{D} \\ 2 \\ 1 - a + 2r + \sqrt{D} \end{pmatrix}, \quad WSW = \pm \begin{pmatrix} 1 - 4r a + (2a + 1) \sqrt{D} \\ -a - 2r - \sqrt{D} \end{pmatrix},
\]

\[
\tilde{\Gamma}_{a,r} = \langle S, E, W \rangle \quad \text{(relations $W^2 = E^2 = (SEW)^2 = I$)},
\]

\[
\Gamma_{a,r} = \langle S, E, W, WSW \rangle \quad \text{(relations $E^2 = (WEW)^2 = (SEW)^2 = I$)}.
\]

We obtain the groups $\Gamma_0(5)$ and $\tilde{\Gamma}_0(5)$ when $(a, r) = (0, 1/5)$; i.e., $\Gamma_0(5) = \Gamma_{0, \frac{1}{5}}$ and $\tilde{\Gamma}_0(5) = \tilde{\Gamma}_{0, \frac{1}{5}}$.

In the Maple file [5] we give a careful proof that for $|a| < 0.05$ and $0.125 < r < 0.225$, the group $\Gamma_{a,r}$ is indeed Fuchsian with abstract presentation as in the last line of the box above. The main tool here is Poincaré’s fundamental theorem; cf. [20]. More specifically, for any such $a$ and $r$ we give an explicit description of a convex geodesical polygon whose sides are identified in pairs by the isometries $S$, $E$, $R = WEW$, $T = WSW$, and we verify that all conditions in Poincaré’s theorem are fulfilled. It follows that $S$, $E$, $R$, and $T$ generate a Fuchsian group $\Gamma_{a,r}$ with presentation $(S, E, R, T)E^2 = R^2 = ETRS = I$; the last relation here is equivalent to $(SEW)^2 = I$. (The sides of the polygon are chosen to be the isometric circles of $E$, $T^{-1}$, $T$ and $R$ and the vertical lines $\text{Re}(z) = \pm 1/2$. The main part of the proof in [3] is to show that for $|a| < 0.05$ and $0.125 < r < 0.225$ the locations and intersections of these circles are as expected. The angular cycle conditions needed in Poincaré’s theorem are then easy to see—they follow in a rather formal way using the relations $E^2 = R^2 = ETRS$.) We also verify that $W \notin \Gamma_{a,r}$ and $WT_{a,r}W^{-1} = \Gamma_{a,r}$ hold. This implies that $\tilde{\Gamma}_{a,r} := \langle (\Gamma_{a,r}, W) = \langle S, E, W \rangle$ contains $\Gamma_{a,r}$ as a normal subgroup of index 2; in particular $\tilde{\Gamma}_{a,r}$ is Fuchsian too. Finally, it is then a simple exercise in abstract group theory to show that $\tilde{\Gamma}_{a,r}$ has presentation as stated in the box.

Let $Rz$ denote the reflection $Rz = -z$. A quick calculation with the generators shows that

\begin{equation}
\Gamma_{a,r} = R\Gamma_{-a,r}R
\end{equation}
and, similarly, that
\begin{equation}
\tilde{\Gamma}_{a,r} = R\tilde{\Gamma}_{-a,r} R.
\end{equation}

We define the character $\chi^-$ on $\tilde{\Gamma}_{a,r}$ by
\begin{equation}
\chi^-(U) = 1 \quad \text{for} \quad U \in \Gamma_{a,r}; \quad \chi^-(W) = -1.
\end{equation}

Also let $\chi^+$ denote the trivial character on $\tilde{\Gamma}_{a,r}$.

There is a natural relation between functions on $\Gamma_{a,r}\backslash \mathcal{H}$ and functions on $\tilde{\Gamma}_{a,r}\backslash \mathcal{H}$ with character. More precisely, any function $f$ on $\Gamma_{a,r}\backslash \mathcal{H}$ can be uniquely written as $f^+ + f^-$, where $f^\pm(Lz) = \chi^\pm(L)f^\pm(z)$ for all $L \in \tilde{\Gamma}_{a,r}$. In fact, $f^\pm(z) = \frac{1}{2}(f(z) \pm f(Wz))$.

In the case of groups having $a = 0$ (i.e., $\Gamma_{0,r}$ and $\tilde{\Gamma}_{0,r}$), it follows from equations (3) and (4) that functions can be decomposed further using the reflection $R$: we call a function $f$ on $L^2(\Gamma_{0,r}\backslash \mathcal{H})$ even if $f(Rz) = f(z)$ and odd if $f(Rz) = -f(z)$. By the same method as above one verifies that every function $f$ on $\tilde{\Gamma}_{0,r}\backslash \mathcal{H}$ can be uniquely expressed as the sum of an even and an odd function on $\tilde{\Gamma}_{0,r}\backslash \mathcal{H}$. The same is true on $\Gamma_{0,r}\backslash \mathcal{H}$.

Note that under the above splittings, $L^2$-functions decompose into $L^2$-functions and $C^\infty$-functions into $C^\infty$-functions, and eigenfunctions of the Laplace–Beltrami operator $\Delta$ decompose into eigenfunctions having the same eigenvalue (since $\Delta$ commutes with $W$ and $R$). In particular, if $\phi$ is a discrete eigenfunction on $\Gamma_{a,r}\backslash \mathcal{H}$ with eigenvalue $\lambda$ (viz. $\phi \in L^2(\Gamma_{a,r}\backslash \mathcal{H}) \cap C^\infty(\mathcal{H})$ and $\Delta \phi + \lambda \phi = 0$), then $\phi(z) = \phi^+(z) + \phi^-(z)$ where $\phi^+$ and $\phi^-$ are discrete eigenfunctions (possibly 0) on $\tilde{\Gamma}_{a,r}\backslash \mathcal{H}$ with characters $\chi^+$ and $\chi^-$, respectively, and both having eigenvalue $\lambda$.

In the case $(a, r) = (0, \frac{1}{2})$, i.e., the congruence group $\Gamma_0(5) = \Gamma_{a,r}$, there are even more symmetries present. Recall that in view of [11] there will be two kinds of cusp forms on $\Gamma_0(5)$, oldforms and newforms. Oldforms arise in pairs $\phi(z)$ and $\phi(5z)$, where $\phi(z)$ is a cusp form on $PSL(2, \mathbb{Z})$ (cf. [22] or [37, Theorem 4.6], [39]).

The oldform $\phi(5z)$ has a very simple connection with the decomposition $\phi(z) = \phi^+(z) + \phi^-(z)$. In fact, by the invariance of $\phi(z)$ under $PSL(2, \mathbb{Z})$ we get
\[ \phi^\pm(z) = \frac{\phi(z) \pm \phi(-\frac{1}{5})}{2} = \frac{\phi(z) \pm \phi(5z)}{2}. \]

Also note that we have $\phi^\pm(W_0z) = \pm \phi^\pm(z)$.

Regarding to the newforms on $\Gamma_0(5)$, these are expected to all occur with multiplicity one in the spectrum of $\Delta$. We also remark (irrespective of the multiplicity) there is no loss of generality in assuming that any basis elements already satisfy
\[ \phi(W_0z) = \pm \phi(z); \]
cf. [11, p. 147(Theorem 3(iii))].

3. Deformation theory and the Eisenstein series

In the previous section we have seen how our problem reduces to the case of eigenfunctions on $\Gamma\backslash \mathcal{H}$ with character $\chi$, where $\chi$ can be either $\chi^+$ or $\chi^-$.

While cusp forms correspond (for $\lambda \geq 1/4$) to the discrete spectrum of the Laplace–Beltrami operator $\Delta$ on $\tilde{\Gamma}\backslash \mathcal{H}$, the continuous spectrum arises from the
Eisenstein series; cf. [15, 18]. In our situation one defines
\[ E(z; s; \chi) = \sum_{U \in \mathcal{S}\setminus \tilde{\Gamma}} \chi(U)(\text{Im} U z)^s \]
for \( \text{Re}(s) > 1 \). Note here that \( \chi(S) = 1 \), since \( S \in \Gamma_{a,r} \) and \( \chi^\pm|_{\Gamma_{a,r}} = 1 \) (cf. [15] and the box on p. 363). It is customary to expand \( E(z; s; \chi) \) in a Fourier series as
\[ E(z; s; \chi) = y^s + \varphi(s)y^{1-s} + \sum_{m \neq 0} \varphi_m(s)y^{1/2}K_{s-1/2}(2\pi|m y)e^{2\pi i m x}. \]

Let \( \phi(z) \) be a cusp form on \( L^2(\tilde{\Gamma}_0, \chi) \) of multiplicity one with eigenvalue \( \lambda_0 = s_0(1 - s_0) = 1/4 + R_0^2 \). We will use the fact that if \( \phi(z) \) is destroyed when \( \tilde{\Gamma}_0 \) is deformed into \( \tilde{\Gamma} \), it must necessarily create a pole \( \xi \) of the Eisenstein series \( E(z; s; \chi) \) close to \( s_0 \) and lying within \( \{ \text{Re}(s) < 1/2 \} \) (cf. [16] pp. 6, 95), [15] pp. 231, 143–148] and [29]).

It is known that the pole’s dependence on the Teichmüller parameters of \( \tilde{\Gamma} \) is real-analytic (cf. Phillips and Sarnak [29]). In fact a stronger statement is true, namely the real-analyticity of the singular set, \( \sigma(\tilde{\Gamma}) \), in Teichmüller space. We recall the result for the case of multiplicity one cusp forms having \( \lambda > 1/4 \). Assume \( \text{Re}(u) \neq 0 \); then \( u \) belongs to \( \sigma(\tilde{\Gamma}) \) if and only if \( \text{Im}(u) = 0 \) and \( \lambda = 1/4 + u^2 \) is an eigenvalue of a cusp form on \( \tilde{\Gamma}_0 \setminus \mathcal{H} \), or \( \text{Im}(u) > 0 \) and \( s = 1/2 + i u \) is a pole of \( \varphi(s) \). Now by [29], if \( \lambda = 1/4 + u_0^2 \) is the eigenvalue of a cusp form of multiplicity one on \( \tilde{\Gamma}_0 \setminus \mathcal{H} \), then there is a unique real-analytic function \( u(a, r) \) in some neighborhood of \( (a, r) = (0, 1/5) \) such that \( u(a, r) \in \sigma(\tilde{\Gamma}_{a,r}) \) and \( u(0, 1/5) = u_0 \). The motivation for the definition of \( \sigma(\tilde{\Gamma}) \) is the Selberg trace formula (cf. also [15] p. 229–231).

In particular the pole \( \xi \) of the Eisenstein series \( E(z; s; \chi) \) varies real-analytically with our Teichmüller parameters \( a \) and \( r \), and if the cusp form is not destroyed, its eigenvalue varies real-analytically with \( a \) and \( r \).

We shall seek to find the pole \( \xi \), and track it under various deformations \( \tilde{\Gamma}_0 \rightarrow \tilde{\Gamma} \). If we do find a reasonable path of poles moving away from \( s_0 \), this is clearly strong evidence that the cusp form \( \phi(z) \) is indeed destroyed as \( \tilde{\Gamma}_0 \rightarrow \tilde{\Gamma} \). Repeating the procedure for \( \chi = \chi^+ \) and \( \chi = \chi^- \), we are able to draw the same conclusion also as \( \Gamma_0 \rightarrow \Gamma \) thanks to the decomposition \( \phi(z) = \phi^+(z) + \phi^-(z) \) introduced in Section 2 for functions on \( \Gamma \setminus \mathcal{H} \).

The poles of \( E(z; s; \chi) \) in \( \{ \text{Re}(s) < 1/2 \} \) coincide with those of the function \( \varphi(s) \) (cf. [15] p. 255(4.4)) and (11)). Furthermore we have the standard relations
\[ E(z; s; \chi) = \varphi(s)E(z; 1 - s; \chi), \quad \varphi(s)\varphi(1 - s) = 1 \]
applicable over any one-cusp group (see [15] pp. 77, 130], which implies that \( \xi \) is a pole of \( \varphi(s) \) if and only if \( 1 - \xi \) is a zero. Using the fact that \( \varphi(s) \) is real for real \( s \) (cf. [13] p. 66 (Remark 8.7)) we get from the reflection principle that \( 1 - \bar{\xi} \) is also a zero of \( \varphi(s) \). We will track the zeros
\[ \rho = \frac{1}{2} + \eta + i\gamma \]
of \( \varphi(s) \) in \( \{ \text{Re}(s) > 1/2 \} \) rather than poles of \( E(z; s; \chi) \) (equivalently, poles of \( \varphi(s) \)) in \( \{ \text{Re}(s) < 1/2 \} \). Computationally, zeros are easier to deal with than poles, so
this seems like a natural choice. The poles are then given by \( \xi = 1/2 - \eta + i\gamma \), and the corresponding point in the singular set \( \sigma(\Gamma) \) is \( u = \gamma + i\eta \).

Since \( u \) is a real-analytic function of \( a, r \), we may expand \( \eta \) and \( \gamma \) in Taylor series as functions of \( a \) and \( r \). We start out at a cusp form \( \phi(z) \) with eigenvalue corresponding to \( s_0 = 1/2 + iR_0 \) (which means that \( \eta = 0 \) and \( \gamma = R_0 \)) at \( (a, r) = (0, 1/5) \). The symmetry relation \( \Gamma_{a,r} = R\Gamma_{-a,r}R \) mentioned in Section 21 implies that \( a \) should only appear with even powers. Also note that in this notation we have \( \text{Im}(u) = \eta \), and \( u \)-values with \( \text{Re}(u) \neq 0 \), \( \text{Im}(u) < 0 \) do not belong to \( \sigma(\Gamma) \); thus we will always have \( \eta \geq 0 \). So the Taylor expansions must take the form (near \( a = 0 \), \( r = 1/5 \), and \( s_0 = 1/2 + iR_0 \)):

\[
\eta = A_1a^2 + A_2(r - \frac{1}{5})^2 + A_3a^2(r - \frac{1}{5}) + A_4(r - \frac{1}{5})^3 \\
+ A_5a^4 + A_6a^2(r - \frac{1}{5})^2 + A_7(r - \frac{1}{5})^4 + A_8a^4(r - \frac{1}{5}) \\
+ A_9a^2(r - \frac{1}{5})^3 + A_{10}(r - \frac{1}{5})^5 + A_{11}a^6 + \cdots, \tag{8}
\]

\[
\gamma = R_0 + B_0(r - \frac{1}{5}) + B_1a^2 + B_2(r - \frac{1}{5})^2 \\
+ B_3a^2(r - \frac{1}{5}) + B_4(r - \frac{1}{5})^3 + B_5a^4 + \cdots \tag{9}
\]

with \( A_1 \geq 0 \), \( A_2 \geq 0 \). Any “path numerics” can thus be fitted to an a priori pattern locally. The more stable the values in this, the greater the likelihood that \( \phi(z) \) is destroyed and that the pole of \( E(z; s; \chi) \) in \( 1 - \overline{\sigma} \) is a remnant thereof.

It is expected from [27] that cusp forms are destroyed for almost all deformations of the group and one of our main goals was to find numerical evidence of this phenomenon. However, the Taylor expansions above may also be used to tell whether \( \phi(z) \) is destroyed for all directions in Teichmüller space. The following lemma states a first sufficient condition for this.

**Lemma 3.1.** Let \( \eta(a, r) \) be as in (8) and let

\[
P_4(a, r) = A_1a^2 + A_2(r - \frac{1}{5})^2 + A_3a^2(r - \frac{1}{5}) + A_4(r - \frac{1}{5})^3 \\
+ A_5a^4 + A_6a^2(r - \frac{1}{5})^2 + A_7(r - \frac{1}{5})^4.
\]

be the fourth-order Taylor approximation of \( \eta(a, r) \). Suppose \( A_1 = 0 \) and \( A_2 > 0 \). Then we necessarily have

\[4A_2A_5 - A_3^2 \geq 0.\]

Furthermore, if \( 4A_2A_5 - A_3^2 > 0 \), then both \( P_4(a, r) > 0 \) and \( \eta(a, r) > 0 \) hold in some punctured neighborhood of \( (a, r) = (0, 1/5) \).

(The condition \( A_1 = 0 \) is not unrealistic; cf. subsection 5.3.)

Farmer and Lemurell [13] use a different approach to explore the possibility of complete destruction of cusp forms. In fact, they are able to track what seems to be stable cusp forms as the group is deformed. They conjecture that for every cusp form on a noncompact Riemann surface with nontrivial Teichmüller space there is a continuous family of Teichmüller deformations on which the cusp form lives. In view of Lemma 3.1 this suggests that we should actually always have \( 4A_2A_5 - A_3^2 = 0 \).

---

1 Also that there are no further poles of \( E(z; s; \chi) \) near \( 1/2 + iR_0 \); cf. [13] on page 373 and [29] (1.1)].
Proof of Lemma 3.1. We will use a change of variable and write $r - 1/5 = ua^2$.

With our new variables $P_4$ becomes

$$P_4(a, \frac{1}{5} + ua^2) = (A_2u^2 + A_3u + A_5)a^4 + (A_4u^3 + A_6u^2)a^6 + A_7u^4a^8.$$ 

Fix $u$ and let $a \to 0$. Note that because $P_4$ is the fourth-order Taylor approximation of $\eta$ we have

$$|\eta(a, r) - P_4(a, r)| \leq C(a^2 + (r - \frac{1}{5})^2)^{5/2} = C(a^2 + (ua^2)^2)^{5/2} \leq C'|u|^5.$$ 

Hence $\eta(a, \frac{1}{5} + ua^2) = (A_2u^2 + A_3u + A_5)a^4 + O(a^5)$, and using this in conjunction with $\eta(a, \frac{1}{5} + ua^2) \geq 0$ as $a \to 0$ (dividing through by $a^4$), we obtain

$$A_2u^2 + A_3u + A_5 \geq 0.$$ 

Note that this holds for all real $u$; hence by completing the square (using $A_2 > 0$) we find

$$4A_2A_5 - A_3^2 \geq 0.$$ 

We now assume $4A_2A_5 - A_3^2 > 0$, and we will prove that $P_4(a, r) > 0$ and $\eta(a, r) > 0$ in some punctured neighborhood of $(a, r) = (0, 1/5)$.

We begin with the case $b_1a^2 < |r - 1/5| < b_2$, where $b_1, b_2$ are some suitable, positive constants depending on $A_2, A_3, \ldots, A_7$. In this region we do not need the fact that $4A_2A_5 - A_3^2 > 0$ for here we can achieve the following estimates:

$$|A_3a^2(r - \frac{1}{5})| < \frac{1}{10}A_2(r - \frac{1}{5})^2, \quad |A_4(r - \frac{1}{5})^3| < \frac{1}{10}A_2(r - \frac{1}{5})^2,$$

$$|A_5a^4| < \frac{1}{10}A_2(r - \frac{1}{5})^2, \quad |A_6a^2(r - \frac{1}{5})^2| < \frac{1}{10}A_2(r - \frac{1}{5})^2,$$

$$|A_7(r - \frac{1}{5})^4| < \frac{1}{10}A_2(r - \frac{1}{5})^2.$$ 

So we get

$$P_4(a, r) > \frac{1}{2}A_2(r - \frac{1}{5})^2 > 0,$$

(using $|r - 1/5| > b_1a^2 \geq 0$) and, for $|r - 1/5|$ small enough,

$$\eta(a, r) > \frac{1}{2}A_2(r - \frac{1}{5})^2 - C|r - \frac{1}{5}|^{5/2} > 0.$$ 

It remains to treat the region $|u| \leq b_1$. Here we will use the strict inequality $4A_2A_5 - A_3^2 > 0$. We find

$$P_4(a, \frac{1}{5} + ua^2) = (A_2u^2 + A_3u + A_5)a^4 + (A_4u^3 + A_6u^2)a^6 + A_7u^4a^8$$

$$\geq \left(A_2 \left( u + \frac{A_3}{2A_2} \right)^2 + \frac{4A_2A_5 - A_3^2}{4A_2} \right)a^4 - \left( (A_4u^3 + A_6u^2) a^6 \right) - |A_7u^4a^8|$$

$$\geq \left( \frac{4A_2A_5 - A_3^2}{4A_2} \right)a^4 - \left( |A_4|b_1^3 + |A_6|b_1^2 \right)a^6 - |A_7|b_1^4a^8.$$ 

This is clearly positive for $a$ small enough when $4A_2A_5 - A_3^2 > 0$. Similarly

$$\eta(a, \frac{1}{5} + ua^2) > \left( \frac{4A_2A_5 - A_3^2}{4A_2} \right)a^4 - C|u|^5 > 0$$

for small $a$. 

$\square$
Note that if $4A_2A_5 - A_3^2 = 0$, the proof of Lemma 8.1 gives $\eta(a, r) = O(a^6)$ along any curve of the form $r = 1/5 - 2A_3^3a^2 + O(a^4)$. This confirms the remark in Farmer and Lemurell 13, section 4.6 about sixth-order contact: In our coordinates the predicted curve in 13 is $r = 1/5 - 2.66916a^2 + O(a^4)$ for $R_0 = 5.4362$. Using $A_2 = 244.881668$ and $A_3 = 1307.25768$, which are found with the methods for high precision computations of Maass forms developed in [9] (cf. subsection 5.5), we get

$$\frac{A_1}{2A_3} = 2.66916197.$$  

The agreement with 13 is certainly striking.

We end this section with a few remarks on the Eisenstein series on $\Gamma_{a, r}$ and their relation to the Eisenstein series on $\tilde{\Gamma}_{a, r}$. The group $\Gamma_{a, r}$ has two cusps, $a$ and $i\infty$, and there is one Eisenstein series corresponding to each one of these cusps. They will be denoted $E_a(z; s; \Gamma)$ and $E_{i\infty}(z; s; \Gamma)$. Using that $W(i\infty) = a$ and $WTW^{-1} = \Gamma$, we find that

$$E_a(z; s; \Gamma) = E_{i\infty}(Wz; s; \Gamma).$$

A simple analysis using Section 2 and [15, Chap. 8 proposition 3.7] (i.e., the Fourier expansion) then shows that

$$E(z; s; \chi^\pm) = E_{i\infty}(z; s; \Gamma) \pm E_a(z; s; \Gamma).$$

When $a = 0$, one readily checks that all these Eisenstein series are “even” in the sense of Section 2. (It suffices to evaluate $E(z; s; \chi^\pm)$ in two ways and then average: first with $U$, then with $RU/R$ in [15]; cf. also [11].)

Another important fact that is readily checked, this time by combining (10) and (11) with [15, pp. 280–281], is that the determinant of the $2 \times 2$ scattering matrix $\Phi(s)$ for $\Gamma_{a, r}$ is simply $\varphi^+(s)\varphi^-(s)$;

$$\text{det}(\Phi(s)) = \varphi^+(s)\varphi^-(s),$$

where $\varphi^\pm(s)$ corresponds to $E(z; s; \chi^\pm)$ in the obvious way (cf. [7]).

4. The algorithm

4.1. Computing cusp forms and Eisenstein series on groups with one cusp. In this section, we present the essential ideas for computations of cusp forms and Eisenstein series. Our computations of the Eisenstein series were made by amplifying on the algorithm developed by Hejhal 17 for computation of cusp forms on a Fuchsian group with one cusp. Though the underlying methodology remains one of linear algebra combined with finite Fourier series, three important revisions are called for. Specifically:

1. The algebra needs to be updated to accommodate the “$n = 0$” term $y^s + \varphi(s)y^{1-s}$.
2. The $K$-Bessel function algorithm needs to be extended from $K_{iR}(X)$ to $K_{s \frac{1}{2}}(X)$ with $s \in \mathbb{C}$.
3. All arithmetic needs to be converted from real to complex.

Our program computes the functions $E(z; s; \chi^+)$ and $E(z; s; \chi^-)$ as Fourier series; we thus get the key values $\varphi^+(s)$ and $\varphi^-(s)$ automatically. Our algorithm will be explained below; the code itself can be found in [3].

We will use the Fourier expansion (cf. [7]). It is known that the $K$-Bessel function $K_{s \frac{1}{2}}(X)$ decays exponentially fast with $X$ (cf. [12] p. 86(7)) and from
[24] Lemma 2.7] we have the bound (cf. (7))

$$\varphi_m(s) = O \left( \left| m \right|^{\frac{1}{2} + |\text{Re}(s) - \frac{1}{2}| + \varepsilon} \right)$$

(where the implied constant depends on $s$ and $\Gamma$). These two facts together imply that we can find an $M(y)$ such that

$$E(z; s; \chi) = A(y) + \sum_{m=-M(y)}^{M(y)} c_m(y)e^{2\pi imx} + [[\varepsilon]],$$

where $[[\varepsilon]]$ has an absolute value less than $\varepsilon$ (for work on the computer, we think of $\varepsilon$ as being $10^{-16}$) and

- $A(y) = y^s$,
- $c_m(y) = c_m k_m(y)$,
- $c_0 = \varphi(s)$, $k_0(y) = y^{1-s}$,
- $c_m = \varphi_m(s)$, $k_m(y) = y^{1/2}K_{s-1/2}(2\pi|m|y)$, for $m \neq 0$.

Now let $Y_{\text{min}} = \min \{\text{Im}(z); z \in \mathcal{F}\}$ where $\mathcal{F}$ is the fundamental region of $\Gamma$, and set $M_0 = M(Y_{\text{min}})$. Fix any $Y < Y_{\text{min}}$, and then keep $Q \geq M(Y) + 1$. Consider $2Q$ equally spaced points

$$z_j = x_j + iY \text{ where } x_j = \frac{j - 1/2}{2Q}, \text{ } j = 1, 2, \ldots, Q.$$  

Neglecting any terms like $[[\varepsilon]]$, we may now use a finite Fourier transform to solve for the coefficients $\varphi_m(s)$ of $E(z; s; \chi)$ (for $-M_0 \leq m \leq M_0, m \neq 0$):

$$\frac{1}{2Q} \sum_{j=1}^{Q} E(z_j; s; \chi)e^{-2\pi imx_j} = \begin{cases} A(Y) + c_0(Y), & m = 0, \\ c_m(Y), & m \neq 0. \end{cases}$$

The next step is to use the automorphy of $E(z; s; \chi)$ under the group $\tilde{\Gamma}$. Denote by $z_j^*$ the image of $z_j$ in $\mathcal{F}$ and write $z_j^* = T_j(z_j)$. For $m \neq 0$ (and entirely similar for $m = 0$) this leads to

$$c_m(Y) = \frac{1}{2Q} \sum_{j=1}^{Q} \chi(T_j)E(z_j^*; s; \chi)e^{-2\pi imx_j}$$

$$= \frac{1}{2Q} \sum_{j=1}^{Q} \chi(T_j) \left( A(y_j^*) + \sum_{n=-M_0}^{M_0} c_n(y_j^*)e^{2\pi inkx_j^*} \right) e^{-2\pi imx_j}$$

$$= \frac{1}{2Q} \sum_{j=1}^{Q} \chi(T_j) A(y_j^*)e^{-2\pi imx_j},$$

$$+ \frac{1}{2Q} \sum_{n=-M_0}^{M_0} c_n \sum_{j=1}^{Q} \chi(T_j)k_n(y_j^*)e^{2\pi inkx_j^*} e^{-2\pi imx_j}.$$  

The final system of equations is, for $m = -M_0, \ldots, M_0$,

$$\sum_{n=-M_0}^{M_0} c_n \tilde{V}_{mn} = -\tilde{A}_m,$$
where
\[
\tilde{A}_m = \frac{1}{2Q} \sum_{j=1-Q}^{Q} \chi(T_j) A(y_j^*) e^{-2\pi i m x_j} - \delta_{m0} A(Y),
\]
\[
\tilde{V}_{mn} = \frac{1}{2Q} \sum_{j=1-Q}^{Q} \chi(T_j) k_m(y_j^*) e^{2\pi i m x_j} e^{-2\pi i m x_j} - \delta_{mn} k_m(Y).
\]

The system depends on \(Y\) and \(M_0\), but, of course, the result should be independent of these values as long as they are chosen within the permitted bounds.

The main difficulty here is that the \(K\)-Bessel function \(K_{s-1/2}(X)\) has complex order because we deal with arbitrary \(s \in \mathbb{C}\) (near \(\text{Re}(s) = 1/2\)). For cusp forms, the corresponding \(K\)-Bessel functions have purely imaginary order, and Hejhal has developed algorithms to compute them; cf. [16, p. 125].

Based on the same ideas, we have built an algorithm for \(K_{s-1/2}(X)\) with \(s \in \mathbb{C}\) near \(1/2 + iR\). This is explained in subsection 4.3.

We have also implemented a program for computing cusp forms with Hejhal’s algorithm for groups with one cusp. In one aspect it is easier to compute \(E(z; s; \chi)\) than cusp forms: because \(E(z; s; \chi)\) exists for every \(s\), we never have to search for eigenvalues.

4.2. Finding zeros. Our aim is to find the zeros of \(\varphi(s)\) inside a rectangle \(A\) given by \(\sigma_1 < \text{Re}(s) < \sigma_2, 0 < R_1 < \text{Im}(s) < R_2, \) with \(\sigma_1 \geq 1/2\). We know that there are no poles of \(\varphi(s)\) in \(\text{Re}(s) \geq 1/2, \text{Im}(s) \neq 0\), and we will assume that there is exactly one zero, \(s_0\), inside \(A\) (we can check the number of zeros with the argument principle and split \(A\) if necessary), and that \(\varphi(s) \neq 0\) along \(\partial A\). From the Cauchy residue theorem we have
\[
2\pi i s_0 = \int_{\partial A} s \frac{\varphi'(s)}{\varphi(s)} ds,
\]
where the integral is counterclockwise around \(A\). Integrating this by parts we find
\[
\int_{\partial A} s \frac{\varphi'(s)}{\varphi(s)} ds = 2\pi i (\sigma_1 + iR_1) - \int_{\partial A} \log \varphi(s) ds,
\]
where we have used the branch cut along the ray from \(s_0\) through \(\sigma_1 + iR_1\), and we start integrating at \(\sigma_1 + iR_1\). Our final result becomes
\[
s_0 = (\sigma_1 + iR_1) - \frac{1}{2\pi i} \int_{\partial A} \log \varphi(s) ds,
\]
and this integral is what we compute to find \(s_0\). This is done using Gaussian quadrature with Legendre polynomials of degree 16 (cf., e.g., [31]). In calculating \(\log \varphi(s)\), we need \(\text{arg} \varphi(s)\). So without any additional effort, we can use the argument principle to check that the number of zeros inside the rectangle does not exceed one. Ultimately we may use a variation of Newton’s method with our zero as input to get higher accuracy. Unfortunately, with \(\varphi(s)\), we found that Newton’s method does not converge unless the input is already very close to the zero. (Exactly how close varies a lot, but typically we need about three correct decimals to get convergence.) This is why the first step is necessary.
4.3. The $K$-Bessel function. The $K$-Bessel function is defined by (cf. [42, p. 181])

$$K_\nu(X) = \frac{1}{2} \int_{-\infty}^{\infty} e^{-X \cosh t} e^{\nu t} dt.$$  

We will put $\nu = A + iR$ ($A, R \in \mathbb{R}$) and rewrite this as

$$K_\nu(X) = \frac{1}{2} \int_{-\infty}^{\infty} e^{At} e^\psi(t) dt,$$

with $\psi(t) = -X \cosh t + iRt$. The idea is to change the path of integration in line with the method of stationary phase and then integrate numerically. This means that we will integrate over a curve along which $\text{Im} \psi(t)$ is constant and $\text{Re} \psi(t)$ has a maximum. The choice of this curve depends on the magnitude of $T = R/X$. We get three cases: $T < 1$, $T \approx 1$, and $T > 1$. We will consider $A$ to be a small perturbation and we will always keep $|A| \leq 2$. Changing the path like this ensures us that we will get the bulk of the value of the integral even if we integrate over just a small portion of the path. We are also able to approximate the error term to know how far we need to integrate along the path to get the desired accuracy.

To give a taste of the method, we will show how to obtain the path of integration for the case $T > 1$. (For a reference on the method of stationary phase in relation to Bessel functions, see [42, p. 235].)

To find a point where $\text{Re} \psi(t)$ has a maximum, we solve $\psi'(t) = 0$. Two solutions are found:

$$t_1 = \ln \left( T + \sqrt{T^2 - 1} \right) + i\frac{\pi}{2},$$
$$t_2 = -\ln \left( T + \sqrt{T^2 - 1} \right) + i\frac{\pi}{2}.$$

We will choose to consider the solution $t_1$. We want to find a curve through $t_1$ along which $\text{Im} \psi(t)$ is constant. To do this, we let $t = u + iv$ and write

$$\psi(u + iv) = U(u + iv) + iV(u + iv) = -X \cosh u \cos v - Rv + i(Ru - X \sinh u \sin v).$$

The condition $\text{Im} \psi(t) = \text{constant}$ along the curve is then

$$V(t) = V(t_1),$$

which becomes

$$Ru - X \sinh u \sin v = R \ln \left( T + \sqrt{T^2 - 1} \right) - X \sinh \left( \ln \left( T + \sqrt{T^2 - 1} \right) \right) \sin \frac{\pi}{2}$$
$$= R \ln \left( T + \sqrt{T^2 - 1} \right) - X \sqrt{T^2 - 1}.$$  

We rearrange this to find that the path is given by (recall that $T = R/X$)

$$\sin v = \frac{T_u - T \ln \left( T + \sqrt{T^2 - 1} \right) + \sqrt{T^2 - 1}}{\sinh u}.$$  

(12)
We expand \( \psi(t) \) in a Taylor series around \( t_1 \) to see what it looks like along this curve:
\[
\psi(t) = \psi(t_1) + \frac{\psi''(t_1)}{2} (t - t_1)^2 + O\left( (t - t_1)^3 \right)
\]
\[
= -R \frac{\pi}{2} + i \left[ R \ln \left( T + \sqrt{T^2 - 1} \right) - X \sqrt{T^2 - 1} \right]
- \frac{iX}{2} \sqrt{T^2 - 1} (t - t_1)^2 + O\left( (t - t_1)^3 \right).
\]

We find that the amplitude of \( K_\nu(X) \) behaves like \( e^{-R\frac{\pi}{2}} \) for large \( R \). So it decays exponentially as \( R \) grows. This could cause problems in our program. To compensate we will instead compute \( e^{R\frac{\pi}{2}} K_\nu(X) \), which will behave like \( O(1) \) when \( R \) is big.

The presence of the factor \( \sqrt{T^2 - 1} \) shows why it is necessary to divide into the cases \( T < 1 \) and \( T > 1 \). When \( |R - x| < 5^{2/3} R^{1/3} \), we use the third case \( T \approx 1 \).

We now state precisely what paths were used in the three cases. Note that \( (12) \) is only valid as long as the right-hand side is less than 1. For \( u < u_0 \), where
\[
u_0 = \ln \left( T + \sqrt{T^2 - 1} \right) - \frac{\sqrt{T^2 - 1}}{T},
\]
this is no longer fulfilled (\( u_0 < u_1 \) automatically holds). So we need a different path for \( 0 < u < u_0 \) and here we use just a horizontal line; \( v = \pi \) is the one that makes the curve continuous at \( u_0 \). The paths used in our program are given by the relations

- \( T > 1 \):
  \[
  v = \pi,
  \sin v = \frac{T u - T \ln \left( T + \sqrt{T^2 - 1} \right) + \sqrt{T^2 - 1}}{\sinh u},
  \quad 0 < u < u_0,
  \sinh u
  \]
  \[
  u > u_0;
  \]

- \( T < 1 \):
  \[
  \sin v = \frac{T u}{\sinh u},
  \quad u > 0;
  \]

- \( T \approx 1 \):
  \[
  \sin v = \frac{u}{\sinh u},
  \quad u > 0.
  \]

The same paths are used in \[16\].

In the end, the integral is computed using Gaussian quadrature with Legendre polynomials of degree 16 (cf., e.g., \[31\]).

Our program for \( e^{R\frac{\pi}{2}} K_{A+iR}(X) \) is expected to give between 9- and 15-place accuracy depending on the size of \( R \). It is designed to work in the ranges \( 0 \leq R \leq 100000 \), \( X \geq 1/5 \) and \( |A| \leq 2 \), but if other parameters are needed, one may adapt the error analysis. In our present work, \( R \) is always kept relatively small, and we expect the program to give 15 accurate places for \( R < 20 \) and 14 places for \( R < 100 \). The tests we ran are described in subsection \[15\].

4.4. The pull-back algorithm. The algorithms for cusp forms and \( E(z; s; \chi) \) both require the image, or the pull-back, \( z^* \in \mathcal{F} \), in the fundamental region, of a point \( z \in \tilde{\mathcal{H}} \) (cf. p. 369).

The fundamental region \( \mathcal{F} \) of \( \tilde{\Gamma} \) has finitely many sides; cf. \[5\]. Assume that the sides of \( \mathcal{F} \) are the isometric circles of \( T_1, T_2, \ldots, T_n \). The following algorithm will provide the pull-back in the fundamental region of a point \( z \). (This algorithm
seems to be well known among experts in the field, but we are not aware of any description in the literature. In a related vein see [58].

1. Let \( z \in \mathcal{H} \) with \( |\text{Re}(z)| \leq 1/2 \) be arbitrary.
2. Compute the \( n \) points
   \[ T_1(z), T_2(z), \ldots, T_n(z). \]

Let \( z' \) be any one of these points with maximum imaginary part.
3. Let \( z'' \) be a translate of \( z' \) having \( |\text{Re}(z'')| \leq 1/2 \).
4. If \( \text{Im}(z'') > \text{Im}(z) \), then replace \( z \) by \( z'' \) and repeat from step 2.
5. If instead \( \text{Im}(z'') \leq \text{Im}(z) \), then \( z \in \mathcal{F} \), and we are done.

This process necessarily terminates after a finite number of steps, as is easily shown by using the fact that \( \Gamma \) acts properly discontinuously on \( \mathcal{H} \) ([19], pp. 27, 31]). Note that the isometric circle \( \mathcal{I}(T) \) of \( T = (a \frac{b}{c}) \) is given by \( |cz+d| = 1 \) and points inside \( \mathcal{I}(T) \) have \( |cz+d| < 1 \) while points outside \( \mathcal{I}(T) \) have \( |cz+d| > 1 \). This together with the fact that \( \text{Im}(Tz) = \text{Im}(z)/|cz+d|^2 \) shows that the algorithm will terminate with a point in \( \mathcal{F} \).

4.5. Further comments about accuracy. Our computations are far too complicated for a rigorous error analysis. Instead we have made a number of tests that indicate what accuracy we can expect.

Our \( K \)-Bessel program is the foundation of all our computations, and the accuracy in our numbers depends very much on the accuracy in \( K_{\mathfrak{I}+i\mathcal{H}}(X) \). So naturally this is where we have made most of our tests. We have run a systematic test of comparisons between single and double precision on the Cray YMP-EL in various \( X \)- and \( R \)-ranges. Based on this comparison, we get the following results:

- \( 0 \leq R \leq 20 \) : 15 accurate places,
- \( 20 \leq R \leq 100 \) : 13–14 accurate places,
- \( 100 \leq R \leq 1000 \) : 11–13 accurate places,
- \( 1000 \leq R \leq 100000 \) : 9–11 accurate places.

Such a test assures us that we have internal self-consistency, but not that the computed value is in fact the correct one. This was instead checked by actually using the \( K \)-Bessel program to compute something we already knew the answer to. The zeros of the Riemann zeta-function made good guinea pigs for this. In fact, for \( \Gamma_0(5) \) we have the formula (cf. [15], p. 538)

\[
\varphi(s) := \det(\Phi(s)) = \pi \left[ \frac{\Gamma(s - \frac{1}{2}) \zeta(2s - 1)}{\Gamma(s) \zeta(2s)} \right]^2 \frac{1 - 5^{2-2s}}{1 - 5^{2s}}.
\]

Here \( \Gamma(s) \) is the Gamma-function and \( \zeta(s) \) is the Riemann zeta-function. (The notation \( \varphi(s) := \det(\Phi(s)) \) is customary for groups \( \Gamma \) with an arbitrary number of cusps, following [32].) Note that when the number of cusps is one, this agrees with [7]. We see that the zeros of \( \zeta(2s - 1) \) will also be zeros of \( \varphi(s) \), and that they will be of order 2. It is believed that all zeros of the zeta-function are of the form \( s = 1/2 + iT \). This means that the corresponding zeros of \( \varphi(s) \) are \( s = 3/4 + iT/2 \). They were computed using the formula \( \varphi(s) = \varphi^+(s)\varphi^-(s) \) mentioned in Section 3.

In searching for zeros of \( \varphi(s) \), a good way of checking accuracy is the well-known relation \( \varphi(s)\varphi(1-s) = 1 \). Recall that zeros are found by integrating around a small rectangle enclosing the zero. If the zero is too close to one of the edges of the
rectangle, we have noticed that we lose accuracy due to “catastrophic cancellation” in the numerical quadrature of \( \log \varphi(s) \). To avoid this, we always keep an eye on the size of \( |\varphi(s)\varphi(1-s) - 1| \). Typically this is between \( 10^{-12} \) and \( 10^{-14} \), but it varies a great deal depending on the location of the zero. If the zero is close to \( \text{Re}(s) = 1/2 \), it is automatically very close to the edge of the rectangle since the whole rectangle must be to the right of \( \text{Re}(s) = 1/2 \). Therefore we expect zeros of \( \varphi(s) \) lying close to \( \text{Re}(s) = 1/2 \) to be less accurate.

In our algorithms, we have a choice of the parameters \( Y \) and \( M_0 \); see subsection 4.1. The result should be \textit{independent} of these parameters, which is another (excellent) way of checking accuracy.

In Table 1, we show our computations of the zeros \( s = 1/2 + iT \) of the Riemann zeta-function. We form these from the corresponding zeros, \( \rho = 3/4 + iT/2 \), of \( \varphi(s) \) for \( \Gamma_0(5) \). The values marked with * are table values, correct in all decimals (except possibly the last one); cf., e.g., [26]. We show computations made with different values for \( Y \) and \( M_0 \), and we also display the maximum value of \( |\varphi(s)\varphi(1-s) - 1| \) over the four vertices of the rectangle of integration. We find that \( \delta \) seems to be a good measure of our accuracy.

For the cusp form program, the \textit{oldforms} provide good examples when checking accuracy. Oldforms can be found in Hejhal and Arno [14, p. 250] to 12–13 decimal places and even oldforms can be found in Steil [35] (also reprinted in [32, p. 207]) to 11 decimal places. We include here some of the values from these references along with our values; see Table 2. In the first column of these tables, we indicate the source of the eigenvalue. The values with no reference are ours, taken from Table 3 and [3]. The value \( \varepsilon \) indicates the expected accuracy of \( R \) (cf. [4, p. 51]), and e/o marks even or odd; cf. subsection 5.1. We find that our values show excellent agreement with [14] and [35].

The cusp forms have been computed using a variety of different values for \( Y_1 \), \( Y_2 \) and \( M_0 \). The results usually agree to the level indicated by \( \varepsilon \).

Except for the testings of the K-Bessel function, which we ran on Uppsala University’s Cray YMP-EL, all computations were made on computers with Athlon or Pentium processors running RedHat Linux. All code was written in Fortran. For the Athlon and Pentium machines, we used the GNU g77 compiler, and used the

**Table 1. Comparison of computations of zeros of the zeta-function.**
Table 2. Comparison of eigenvalues of oldforms.

<table>
<thead>
<tr>
<th>$R$-value</th>
<th>$\varepsilon$</th>
<th>$\varepsilon/o$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.53369526135555</td>
<td>0.6217E-14</td>
<td>o</td>
</tr>
<tr>
<td>9.5336952613536</td>
<td>Hejhal and Arno [14]</td>
<td></td>
</tr>
<tr>
<td>12.17008324679640</td>
<td>0.5329E-14</td>
<td>o</td>
</tr>
<tr>
<td>12.170083246801</td>
<td>Hejhal and Arno [14]</td>
<td></td>
</tr>
<tr>
<td>14.38509518259811</td>
<td>0.5329E-14</td>
<td>o</td>
</tr>
<tr>
<td>14.38509518259</td>
<td>Hejhal and Arno [14]</td>
<td></td>
</tr>
<tr>
<td>13.7791351890659</td>
<td>0.5329E-14</td>
<td>e</td>
</tr>
<tr>
<td>13.77913518907</td>
<td>Hejhal and Arno [14]</td>
<td></td>
</tr>
<tr>
<td>13.779135189</td>
<td>Steil [35]</td>
<td></td>
</tr>
<tr>
<td>16.13073171521028</td>
<td>0.5329E-14</td>
<td>o</td>
</tr>
<tr>
<td>16.13073171521</td>
<td>Hejhal and Arno [14]</td>
<td></td>
</tr>
<tr>
<td>16.644259201899814</td>
<td>0.5329E-14</td>
<td>o</td>
</tr>
<tr>
<td>16.6442592018999</td>
<td>Hejhal and Arno [14]</td>
<td></td>
</tr>
<tr>
<td>17.73663381057375</td>
<td>0.5329E-14</td>
<td>e</td>
</tr>
<tr>
<td>17.736633810580</td>
<td>Hejhal and Arno [14]</td>
<td></td>
</tr>
<tr>
<td>17.7366338106</td>
<td>Steil [35]</td>
<td></td>
</tr>
<tr>
<td>19.423481470828257</td>
<td>0.5329E-14</td>
<td>e</td>
</tr>
<tr>
<td>19.423481470828</td>
<td>Hejhal and Arno [14]</td>
<td></td>
</tr>
<tr>
<td>19.42348147083</td>
<td>Steil [35]</td>
<td></td>
</tr>
<tr>
<td>21.315795942003713</td>
<td>0.5329E-14</td>
<td>e</td>
</tr>
<tr>
<td>21.3157959420041</td>
<td>Hejhal and Arno [14]</td>
<td></td>
</tr>
<tr>
<td>21.3157959420</td>
<td>Steil [35]</td>
<td></td>
</tr>
<tr>
<td>22.7859049148972</td>
<td>0.5329E-14</td>
<td>e</td>
</tr>
<tr>
<td>22.78590491490</td>
<td>Hejhal and Arno [14]</td>
<td></td>
</tr>
<tr>
<td>22.7859049419</td>
<td>Steil [35]</td>
<td></td>
</tr>
<tr>
<td>35.841676432582829</td>
<td>0.3553E-14</td>
<td>e</td>
</tr>
<tr>
<td>35.84167643258</td>
<td>Steil [35]</td>
<td></td>
</tr>
<tr>
<td>41.5557767357214</td>
<td>0.3553E-14</td>
<td>e</td>
</tr>
<tr>
<td>41.5557767358</td>
<td>Steil [35]</td>
<td></td>
</tr>
<tr>
<td>47.92656330596521</td>
<td>0.7105E-14</td>
<td>e</td>
</tr>
<tr>
<td>47.92656330595</td>
<td>Hejhal and Arno [14]</td>
<td></td>
</tr>
<tr>
<td>47.9265633060</td>
<td>Steil [35]</td>
<td></td>
</tr>
<tr>
<td>35.841676432582829</td>
<td>0.3553E-14</td>
<td>e</td>
</tr>
<tr>
<td>35.84167643258</td>
<td>Steil [35]</td>
<td></td>
</tr>
<tr>
<td>41.5557767357214</td>
<td>0.3553E-14</td>
<td>e</td>
</tr>
<tr>
<td>41.5557767358</td>
<td>Steil [35]</td>
<td></td>
</tr>
<tr>
<td>47.92656330596521</td>
<td>0.7105E-14</td>
<td>e</td>
</tr>
<tr>
<td>47.92656330595</td>
<td>Hejhal and Arno [14]</td>
<td></td>
</tr>
<tr>
<td>47.9265633060</td>
<td>Steil [35]</td>
<td></td>
</tr>
</tbody>
</table>

data type “double precision” which is 64 bits wide (53 bits precision). On the Cray YMP-EL, we compiled with cf77, using the CRAY “single precision”, which is 64 bits wide (48 bits precision).

5. Results

5.1. Eigenvalues of cusp forms. Recall that our aim is to compute and track poles of the Eisenstein series (and corresponding zeros of $\varphi(s)$) for groups $\Gamma$ in the vicinity of $\Gamma_0(5)$. To know where to start looking for any newly created poles, we need to have good numerical values for the eigenvalues, $\lambda = 1/4 + R^2$, of cusp forms on $\Gamma_0(5) \backslash \mathcal{H}$.

We have computed the $R$-values of $\Gamma_0(5)$ cusp forms with $0 < R < 50$. In this range we have found 1029 $R$-values, of which 787 correspond to newforms, and the remaining 242 correspond to pairs of oldforms.

The method we used to localize the eigenvalues was essentially that of [14]. As in [40], Weyl's law can be used as an (experimental) reassuring test that we have a complete list of eigenvalues (cf. [41, p. 100] and [30, p. 101]; see also [4] for further explanation and plots).

The first 54 $R$-values are shown in Table 3. Here $\varepsilon$ indicates the accuracy of $R$. The true $R$-value is expected to be within a distance $\pm \varepsilon$ of the value in the table (cf. [4, p. 51]). The last column gives the type of the eigenvalue; e/o indicates even
and odd, ± indicates “type” \( \phi(W_0z) = \pm \phi(z) \) (cf. Section 2). Oldforms are marked with *, the others are newforms. The rest of the list can be found in [3] or [4].

5.2. Destruction of cusp forms; first-order contact. Our aim was to explore to what extent we can destroy the first 11 cusp forms listed in Table 3 along with two oldforms: \( R_0 = 12.173008324680 \) which is odd, and \( R_0 = 13.779751351891 \) which is even. We let \( \Gamma(5) \) deform into a group \( \Gamma \), and looked for zeros of \( \phi^+ (s) \) or \( \phi^- (s) \) close to \( 1/2 + i R \) for each \( R \)-value. For oldforms, the eigenspace corresponding to each eigenvalue is two-dimensional (cf. Section 2). This means that if an oldform is destroyed as we pass from \( \Gamma(5) \) to \( \Gamma \), we can expect to find two sets of zeros moving away from \( \Re (s) = 1/2 \), one for \( \phi^+ (s) \) and one for \( \phi^- (s) \) (cf. also the remark regarding oldforms in subsection 5.4).

When one zero \( \rho = 1/2 + \eta + i \gamma \) (or two for oldforms) was found for each \( R_0 \), we could, without too much effort, locate additional zeros by predicting their location with the Taylor expansions from Section 3. For convenience, we repeat them here (we again write \( s_0 = 1/2 + i R_0 \)):

\[
\begin{align*}
\eta &= A_1 a^2 + A_2 (r - \frac{1}{2})^2 + A_3 a^2 (r - \frac{1}{2}) + A_4 (r - \frac{1}{2})^3 \\
&\quad + A_5 a^4 + A_6 a^2 (r - \frac{1}{2})^2 + A_7 (r - \frac{1}{2})^4 + A_8 a^4 (r - \frac{1}{2}) \\
&\quad + A_9 a^6 (r - \frac{1}{2})^3 + A_{10} (r - \frac{1}{2})^5 + A_{11} a^6 + \cdots, \\
\gamma &= R_0 + B_0 (r - \frac{1}{2}) + B_1 a^2 + B_2 (r - \frac{1}{2})^2 \\
&\quad + B_3 a^2 (r - \frac{1}{2})^3 + B_4 (r - \frac{1}{2})^3 + B_5 a^2 + \cdots.
\end{align*}
\]
We proceeded using three different directions in \(T(\Gamma_0(5)):\)

| \(a'\) | \(a\) is varied and \(r = \frac{1}{5}\) is kept constant |
| \(r'\) | \(r\) is varied and \(a = 0\) is kept constant |
| \(a'r'\) | along \(r = \frac{1}{5}(1 - a)\) |

(a and \(r\) were defined in Section 2). For each zero found, we computed the pertinent coefficients in [14]. All zeros and coefficients can be found in [6] and [4] along with explanations of how the coefficients are computed. Here we discuss just a few examples.

For directions \((a'\) and \((a'r')\), we were able to find paths of zeros moving away from each one of the examined cusp forms, and also for \((r')\) in the case of even \(R\)-values. In most cases, we found that the coefficients of [14] are nearly constant along the paths. An example where the coefficients computed for different zeros \(\rho\) agree very well is \(R_0 = 3.0284\) and direction \((a')\) (see also Figure 1):

<table>
<thead>
<tr>
<th>(a)</th>
<th>(r)</th>
<th>(\text{Re}(\rho))</th>
<th>(\text{Im}(\rho))</th>
<th>(A_1)</th>
<th>(B_1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>0.2</td>
<td>0.5000000000000</td>
<td>3.02835293000</td>
<td>3.02835293000</td>
<td>3.02835293000</td>
</tr>
<tr>
<td>0.001</td>
<td>0.2</td>
<td>0.5003543891354</td>
<td>3.02838635724336</td>
<td>3.02838635724336</td>
<td>3.02838635724336</td>
</tr>
<tr>
<td>0.002</td>
<td>0.2</td>
<td>0.50013755118149</td>
<td>3.0284165502685</td>
<td>3.0284165502685</td>
<td>3.0284165502685</td>
</tr>
<tr>
<td>0.003</td>
<td>0.2</td>
<td>0.50005840978981</td>
<td>3.02846687361987</td>
<td>3.02846687361987</td>
<td>3.02846687361987</td>
</tr>
<tr>
<td>0.004</td>
<td>0.2</td>
<td>0.50005840978981</td>
<td>3.02853732976225</td>
<td>3.02853732976225</td>
<td>3.02853732976225</td>
</tr>
</tbody>
</table>

In some cases, however, we needed to compute high-order terms to see good agreement. Such an example is \(B_0\) for \(R_0 = 7.3255\) in direction \((a'r')\) (in this direction \(A_1 + A_2/25\) is the coefficient of the lowest term in the expansion for \(\eta\)):

<table>
<thead>
<tr>
<th>(a)</th>
<th>(r)</th>
<th>(\text{Re}(\rho))</th>
<th>(\text{Im}(\rho))</th>
<th>(A_1 + A_2/25)</th>
<th>(B_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>0.2</td>
<td>0.5000000000000</td>
<td>7.32552437932701</td>
<td>7.32552437932701</td>
<td>7.32552437932701</td>
</tr>
<tr>
<td>0.005</td>
<td>0.1990</td>
<td>0.50148207183360</td>
<td>7.317262996496438</td>
<td>59.28</td>
<td>8.3</td>
</tr>
<tr>
<td>0.006</td>
<td>0.1988</td>
<td>0.50212664257926</td>
<td>7.3187615968384</td>
<td>59.07</td>
<td>8.0</td>
</tr>
<tr>
<td>0.007</td>
<td>0.1986</td>
<td>0.502885007203979</td>
<td>7.3145680243114</td>
<td>58.88</td>
<td>7.8</td>
</tr>
<tr>
<td>0.008</td>
<td>0.1984</td>
<td>0.50375654537815</td>
<td>7.3133462936287</td>
<td>58.70</td>
<td>7.6</td>
</tr>
</tbody>
</table>

We see here that \(A_1 + A_2/25\) agrees well for the different \(\rho\)-values, but \(B_0\) is changing too much. The reason could be that higher coefficients in the Taylor expansion are needed here. To see if that will help, we compute the higher coefficients using pairs of zeros. Here the \(a\)-values indicate what pair was used to get each coefficient value. For \(\eta\), the next coefficient up is \(-A_3/5 - A_4/125\); for \(\gamma\), it is \(B_1 + B_2/25\). We see that the agreement in \(B_0\) is now much better. Also \(A_1 + A_2/25\) agrees better, and is probably closer to its true value.

<table>
<thead>
<tr>
<th>(a_1)</th>
<th>(a_2)</th>
<th>(A_1 + A_2/25)</th>
<th>(-A_3/5 - A_4/125)</th>
<th>(B_0)</th>
<th>(B_1 + B_2/25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>0.006</td>
<td>60.33</td>
<td>-209</td>
<td>9.37</td>
<td>44.25</td>
</tr>
<tr>
<td>0.006</td>
<td>0.007</td>
<td>60.25</td>
<td>-196</td>
<td>9.33</td>
<td>42.84</td>
</tr>
<tr>
<td>0.007</td>
<td>0.008</td>
<td>60.15</td>
<td>-182</td>
<td>9.28</td>
<td>41.47</td>
</tr>
</tbody>
</table>

Since \(R_0 = 7.3255\) is odd, one actually has \(A_2 = A_4 = 0\) in the above tables. The reason for this is that when we take \(a = 0\) and vary \(r\), i.e., move in direction \((r')\), the Eisenstein series will necessarily be even (cf. the next-to-last paragraph of Section 3). The deformation of odd cusp forms in direction \((r')\) will thus never hit the “Eisenstein space”, and one must remain in the setting of odd cusp forms. This is exactly what we find numerically: as we vary \(r\), we are able to see cusp forms with \(R\)-values moving continuously away from the original one. Full data for these forms is given in [6] and [4]. (Some of these cases have also been studied by Farmer and Lemurell in [13].)
5.3. **Destruction of cusp forms; higher-order contact.** When we studied the overall accuracy of our coefficients, we found something very interesting. Namely, all of the even cusp forms showed very bad accuracy in their coefficient \( A_1 \). When we introduced higher-order terms in the expansion, we found that the reason appeared to be that we actually have \( A_1 = 0 \). When \( A_1 \) is assumed to be absent, the higher coefficients show excellent agreement.

This is strong evidence that we have a fourth-order contact for all even cusp forms in direction \( (a') \). Indeed, in this direction \( r = 1/5 \), and \( \eta \) becomes

\[
\eta = A_1 a^2 + A_5 a^4 + A_{11} a^6 + \cdots.
\]

What we find is that this Taylor expansion appears to have \( A_1 = 0 \); i.e., it reads

\[
\eta = A_5 a^4 + A_{11} a^6 + \cdots.
\]

We include here \( R_0 = 5.4362 \) as an example. In these tables (for direction \( (a') \)), the coefficients \( A_5 \) and \( A_{11} \) that are marked with ‘ are computed assuming \( A_1 = 0 \). We see that they show much better agreement than the coefficients computed without this assumption.

![Graph showing zeros](image)

**Figure 1.** Zeros \( \rho \) found near the cusp forms having \( R_0 = 3.028 \) and \( R_0 = 5.436 \) for direction \( (a') \). Re \((\rho)\) is plotted as a function of the parameter \( a \). The curve in the first plot is \( 1/2 + 3.4389a^2 \). The curves in the second plot are \( 1/2 + 0.0144a^2 \) and \( 1/2 + 1744.6a^4 \). We see that the zeros appear to lie on the fourth-order curve.
analogue situation for $R_0 = 3.028$, here with the curve $1/2 + A_1 a^2$, $A_1 = 3.4389$ shown. In this case a second-order curve fits the data very well (cf. [2] for more plots like these).

From our experiments we conclude that $A_1 = 0$. This can in fact be proved rigorously, at least under the assumption $A_2 \neq 0$ (as pointed out to me by Andreas Strömbergsson). The proof uses the Fricke involution symmetry and the formula by Phillips and Sarnak [29] for the second-order term in (14). To see this, let $\phi(z)$ be a Maass cusp form for $\Gamma_0 = \Gamma_0(5)$ with eigenvalue $\lambda = 1/4 + R^2$. We assume that $\phi(z)$ is real valued and that $\lambda$ is a simple eigenvalue. Let $Q(z) \neq 0$ be any holomorphic cusp form of weight $4$ on $\Gamma_0$, and let $\Gamma_t$, $t \to 0$, be the corresponding real-analytic deformation of $\Gamma_0$, as in [27, 29]. We write $\rho(t) = 1/2 + \eta(t) + i\gamma(t)$ for the corresponding zero of $\phi(s)$, or if $\eta = 0$, we write the cusp form eigenvalue as $\frac{1}{4} + \gamma(t)^2$, (i.e., the corresponding element of the singular set $\sigma(\Gamma_t)$ is $\gamma + i\eta$).

Since $(a, r)$ form real-analytic coordinates on the Teichmüller space $T(\Gamma_0)$ near $(a, r) = (0, \frac{1}{2})$ (cf. [5]), we have (up to conjugation) $\Gamma_t = \Gamma_{a(t), r(t)}$ for some real-analytic curve $(a(t), r(t))$ with $(a'(0), r'(0)) \neq (0, 0)$. Hence by (14).

\begin{equation}
\eta''(0) = 2A_1 a'(0)^2 + 2A_2 r'(0)^2.
\end{equation}

We will prove that $Q(z) \neq 0$ can be chosen so that $\eta''(0) = 0$. Since $A_1, A_2 \geq 0$, it follows that at least one of $A_1$ and $A_2$ must vanish.

By Phillips and Sarnak [29, (5.29)] (cf. [27, Thm. 2.1]) we have

\begin{equation}
\eta''(0) = C \sum_{p \in \{i\infty, 0\}} \left| \int_{\Gamma_0 \backslash \mathbb{H}} \text{Re} (Q(z) \cdot \Lambda^2 \phi(z)) \cdot E_p(z; s) e^{iR} d\mu(z) \right|^2,
\end{equation}

where $\Lambda = y^2 \frac{\partial}{\partial y}$ and $C$ is a fixed positive constant (recall that $i\infty$, 0 are the two cusps of $\Gamma_0$). As in [27, (3.1)] we define

\begin{equation}
F_p(s) = \int_{\Gamma_0 \backslash \mathbb{H}} (Q(z) \cdot \Lambda^2 \phi(z)) \cdot E_p(z; s) d\mu(z).
\end{equation}

Recalling the properties of the Fricke involution $W_0(z) = -\frac{1}{2\pi} z$ (cf. Section 2 and (10)) we see that we have $E_0(z; s) = \overline{E_\infty(W_0 z; s)}$ and $\phi(W_0 z) = \varepsilon_1 \phi(z)$, $Q(W_0 z) = \varepsilon_2 (\sqrt{5} z)^4 Q(z)$ for some $\varepsilon_1, \varepsilon_2 = \pm 1$, and hence $F_\infty(s) = (\varepsilon_1 \varepsilon_2) \cdot F_0(s)$. It now follows from (10), (17) that

\begin{equation}
\Phi(s) = \frac{1}{2} \begin{pmatrix} \varphi^+(s) + \varphi^-(s) & \varphi^+(s) - \varphi^-(s) \\ \varphi^+(s) - \varphi^-(s) & \varphi^+(s) + \varphi^-(s) \end{pmatrix},
\end{equation}

one also computes

\begin{equation}
F_\infty(s) = \begin{cases} 
\varphi^+(s) & \text{if } \varepsilon_1 \varepsilon_2 = 1 \\
\varphi^-(s) & \text{if } \varepsilon_1 \varepsilon_2 = -1 
\end{cases} \cdot F_\infty(1 - s).
\end{equation}

In particular we have $|F_\infty(1/2 + iR)| = |F_\infty(1/2 - iR)|$. Hence there exists some non-zero complex number $\alpha$ for which

\begin{equation}
\alpha F_\infty(1/2 + iR) + \overline{\alpha F_\infty(1/2 - iR)} = 0.
\end{equation}
And so by (18), if we replace \( \Gamma_t \) to be the deformation corresponding to \( \alpha Q \) instead of \( Q \), we have \( \eta''(0) = 0 \). This completes the proof that \( A_1 = 0 \) or \( A_2 = 0 \) must hold.

Note that if there exists a smooth nonsingular curve \((a(t), r(t))\) with \( \eta(a(t), r(t)) \equiv 0 \), as predicted by Farmer and Lemurell [13], then \( A_1 = 0 \) implies, using (15), that \( r'(0) = 0 \). That means that the curve \((a(t), r(t))\) is parallel to the \( a \)-axis, which is precisely what Farmer and Lemurell find experimentally.

5.4. **Comparison of Taylor coefficients.** In the preceding examples, we have looked at Taylor coefficients obtained while deforming \( \Gamma \) along *one* of the directions \((a'), (r')\) or \((a'r')\). It is also interesting to make a comparison of coefficients between the three directions. For example, \( B_0 \) can be computed from direction \((r')\) as well as from direction \((a'r')\), and one might want to compare the results. This comparison is shown in Tables 4 and 5. When looking at these tables one should keep in mind the following remarks:

- The coefficient values shown here are all taken from our computations using *pairs* of zeros because these are likely to be more accurate (i.e., the numbers are taken from Tables 3, 4, 7, 8, 11 in [3]).
- The columns are marked with \((a'), (r')\) or \((a'r')\) to show which one of these three directions in \( T(\Gamma_0(5)) \) was under consideration.
- In the first column we show the type of the eigenvalue; e/o denotes even and odd, ± “type” \( \phi(W_0 z) = \pm \phi(z) \) (cf. Section 2).
- The lowest coefficient for \( \eta \) in direction \((a'r')\) is \( A_1 + A_2/25 \); cf. (14). For *odd* cusp forms we necessarily have \( A_2 = 0 \), so then we get \( A_1 + A_2/25 = A_1 \), and we may compare this to \( A_1 \) as computed in direction \((a')\). This is done in columns 2 and 3 of Table 4.
- Using \( A_1 = 0 \) for even cusp forms, we may compute \( A_2 \) from the coefficient \( A_1 + A_2/25 \) found along direction \((a'r')\). In column 4 of Table 4 we show \( A_2 \) computed in this way, and we mark it \( A'_2 \). One may compare this to \( A_2 \) computed in direction \((r')\) in column 5.
- In Table 5 for \( \gamma \), we seek to compare the \( B_1 \)-values from direction \((a')\) and the \( B_2 \)-values from direction \((a'r')\) with the result from direction \((a'r')\), which is \( B_1 + B_2/25 \). We therefore form the expression \( B_1 + B_2/25 \) utilizing the direction \((a')\) and direction \((r')\) results from columns 4 and 5 of Table 5. This sum is denoted by \((a') + (r')\).

We find that *most* of the coefficients agree very well. Only some of the values for \( B_1 + B_2/25 \) for \( \gamma \) do not agree quite as much (see columns 6 and 7 in Table 5). The reason for this is almost certainly that we have not tracked the zero \( \rho \) close enough into \( \text{Re}(s) = 1/2 \). Recall that the Taylor expansion (14) is valid close to \((a, r) = (0, 1/5)\) and \( s = 1/2 + iR_0 \), but we never know *how* close a priori. The good agreement of the analogous coefficients for \( \eta \) in the “bad” cases is, however, reassuring.

Recall from subsection 4.5 that we quickly lose accuracy when we approach \( \text{Re}(s) = 1/2 \). To avoid some of this loss we may decrease the step size in the numerical quadrature at the cost of speed. It becomes a struggle between *needing* to find zeros closer to \( \text{Re}(s) = 1/2 \) on one hand, and loosing accuracy and speed on the other. Several weeks of computer time were spent on finding zeros of \( \varphi(s) \).
Table 4. Comparison of Taylor coefficients from (14) for $\eta$ over the three directions $(a')$, $(r')$, and $(a'r')$.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_0$</td>
<td>$A_1$</td>
<td>$A_1$</td>
<td>$A_2$</td>
<td>$A_2$</td>
<td>$(a')$</td>
</tr>
<tr>
<td>3.0284 o--</td>
<td>3.44</td>
<td>3.44</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>4.1032 o--</td>
<td>49.2</td>
<td>48.9</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>4.1324 e+</td>
<td>49.2</td>
<td>48.9</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>4.8972 o+</td>
<td>0.0035</td>
<td>0.0027</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>5.4362 e--</td>
<td>-</td>
<td>244.8</td>
<td>244.9</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>5.7058 o--</td>
<td>86.3</td>
<td>86.3</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>6.0540 o+</td>
<td>211.8</td>
<td>211.7</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>6.3512 e--</td>
<td>-</td>
<td>6788</td>
<td>6788</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>6.4585 e--</td>
<td>-</td>
<td>-</td>
<td>6788</td>
<td>6788</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5. Comparison of Taylor coefficients from (14) for $\gamma$ over the three directions $(a')$, $(r')$, and $(a'r')$.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_0$</td>
<td>$B_0$</td>
<td>$B_0$</td>
<td>$B_0$</td>
<td>$B_1$</td>
<td>$B_2$</td>
<td>$B_1 + \frac{a+}{r}$</td>
<td>$B_1 + \frac{a+r}{r}$</td>
</tr>
<tr>
<td>3.0284 o--</td>
<td>16.65</td>
<td>16.65</td>
<td>10.06</td>
<td>94</td>
<td>13.8</td>
<td>14.0</td>
<td></td>
</tr>
<tr>
<td>4.1032 o--</td>
<td>0.57</td>
<td>0.52</td>
<td>18.28</td>
<td>469</td>
<td>37</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>4.1324 e+</td>
<td>17.06</td>
<td>17.06</td>
<td>0.566</td>
<td>134</td>
<td>-8.3</td>
<td>-5.4</td>
<td></td>
</tr>
<tr>
<td>4.8972 e--</td>
<td>11.4</td>
<td>11.3</td>
<td>-1.160</td>
<td>-4.7</td>
<td>-1.3</td>
<td>-2.7</td>
<td></td>
</tr>
<tr>
<td>5.7058 o--</td>
<td>-16.3</td>
<td>-16.4</td>
<td>33.63</td>
<td>-117</td>
<td>28.9</td>
<td>24.3</td>
<td></td>
</tr>
<tr>
<td>6.0540 e+</td>
<td>10.63</td>
<td>10.63</td>
<td>10.37</td>
<td>326</td>
<td>23.4</td>
<td>24.3</td>
<td></td>
</tr>
<tr>
<td>6.3512 e--</td>
<td>16.2</td>
<td>16.2</td>
<td>-41.07</td>
<td>269</td>
<td>-30</td>
<td>-35</td>
<td></td>
</tr>
<tr>
<td>6.4585 o--</td>
<td>-0.79</td>
<td>-0.81</td>
<td>-7.29</td>
<td>200</td>
<td>0.71</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>6.8235 e--</td>
<td>2.6</td>
<td>2.5</td>
<td>21.7</td>
<td>407</td>
<td>2.9</td>
<td>-1.0</td>
<td></td>
</tr>
<tr>
<td>7.3255 e--</td>
<td>0.5</td>
<td>9.4</td>
<td>38.21</td>
<td>49</td>
<td>60</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>12.1730 o+</td>
<td>27.27</td>
<td>27.27</td>
<td>1.69</td>
<td>49</td>
<td>-19</td>
<td>-21</td>
<td></td>
</tr>
<tr>
<td>13.7798 e+</td>
<td>4.56</td>
<td>4.60</td>
<td>446</td>
<td>10596</td>
<td>860</td>
<td>914</td>
<td></td>
</tr>
<tr>
<td>13.7798 e--</td>
<td>-2.60</td>
<td>-2.60</td>
<td>427</td>
<td>4275</td>
<td>598</td>
<td>614</td>
<td></td>
</tr>
</tbody>
</table>

For the oldforms, each $\phi^\pm(z)$ is of multiplicity one in its respective symmetry class. Therefore it is not surprising that we find such good agreement of Taylor coefficients for $12.1730$ and $13.7798$. This is just a consequence of the real-analyticity of elements of the singular set for multiplicity one cusp forms (cf. Section 3).

The constancy of the coefficients along each path and the good agreement of the same coefficient computed along different paths strongly suggest that (except for the case of odd cusp forms in direction $(r')$ explained above), each of our “starting” cusp forms is destroyed when $\Gamma_0(5)$ is deformed along directions $(a')$, $(r')$ and $(a'r')$.

We have collected our approximated values of the coefficients $A_1, \ldots, A_5$ and $B_0, \ldots, B_2$ on a web-page [7].

5.5. Nondestruction along a curve? So far we have discussed destruction of cusp forms along straight lines in our parameterization of the Teichmüller space
T(Γ₀(5)). Recall that (14) will provide information regarding the possibility of destruction in a complete neighborhood of \((a, r) = (0, 1/5)\).

Our starting point here is Lemma 3.1. Recall that a sufficient condition for a cusp form to be destroyed in all directions is that \(d_1 = 4A_2A_5 - A_3^2 > 0\), and that from Farmer and Lemurell [13] we have reason to believe that \(d_1 = 0\).

One naturally wonders if the investigation of possible nondestruction along a curve can be carried further using higher-order Taylor coefficients. By further analysis along the lines of Lemma 3.1 one can prove that there exists an infinite series of “discriminants” \(d_1, d_2, d_3, \ldots\) (these are polynomials in the coefficients \(A_j\), with \(d_1 = 4A_2A_5 - A_3^2\)) such that either \(d_1 = d_2 = d_3 = \cdots = 0\), and then there is a curve along which \(η(a, r) = 0\), or else there is some \(n\) such that \(d_1 = d_2 = \cdots = d_{n-1} = 0\) and \(d_n > 0\), in which case \(η(a, r) > 0\) in some (punctured) neighborhood of \((a, r) = (0, 1/5)\).

In ongoing joint work with A. Strömbergsson where we aim at developing more efficient algorithms for the numerical study of the spectrum as Γ varies in Teichmüller space, we have computed the first few of these discriminants. This was done by combining the present methods for computation of Eisenstein series with the methods for high precision computations of Maass forms developed in [9]. (Test runs with the programs used for the earlier results of this paper were promising but could not offer the desired precision because we need to compute zeros very close to \(\Re (s) = 1/2\).) All our results so far support the existence of the curves predicted by Farmer and Lemurell: For \(R = 5.4362\) our numerics have shown \(d_1 < 10^{-14}\) and \(d_2\) and \(d_3\) have been seen to vanish to at least 10 and 3 significant digits, respectively. We also note that the problematic Taylor coefficients in Table 5 (e.g., \(B_1 + \frac{25}{9235}\) for \(R = 6.9235\)) all seem to resolve nicely as higher precision allows us to carry out computations closer to the central point \((a, r) = (0, 1/5)\).

Recently P. Sarnak, when presented with our experimental findings, pointed out to us an approach which should make it possible to prove the existence of the curves predicted by Farmer and Lemurell, using the pseudo-Laplacian operator \(Δ_a\) introduced by Colin de Verdière [10, 11] and working in the framework of [27]. The zeroth Fourier coefficient of the eigenfunctions of \(Δ_a\), when normalized correctly, is a one-dimensional real parameter which vanishes only for true cusp forms. The point is that it should be possible to prove that this parameter (unlike the parameter \(η = η(a, r)\) in Lemma 3.1) takes both positive and negative values; the desired conclusion will then follow by using the intermediate value theorem. We hope to give the details of this argument in a later publication (in progress).
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