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Abstract. Semi-Lagrangian schemes have been explored by several authors recently for transport problems, in particular for moving interfaces using the level set method. We incorporate the backward error compensation method developed in our paper from 2003 into semi-Lagrangian schemes with almost the same simplicity and three times the complexity of a first order semi-Lagrangian scheme but with improved order of accuracy. Stability and accuracy results are proved for a constant coefficient linear hyperbolic equation. We apply this technique to the level set method for interface computation.

1. Introduction

Semi-Lagrangian schemes, e.g., the Courant-Isaacson-Rees (CIR) scheme [2], have no CFL restriction for the time step size, and therefore local space refinement becomes more convenient. Recently several researchers have used and studied semi-Lagrangian schemes for transport equations, in particular for computing level sets (Osher and Sethian [19]) describing interface movement. Strain [25, 26, 27] has developed several fast semi-Lagrangian schemes for evolving level sets which incorporate techniques including essentially non-oscillatory (ENO [10, 23, 24]) spatial interpolation, predictor-corrector temporal approximation, velocity smoothing, and quad-tree meshes. Enright et al. [5] apply the CIR scheme to the hybrid particle level set method [4] to simplify the method with almost no loss of resolution.

For a hyperbolic equation \( u_t + v \cdot u_x = 0 \), the CIR scheme computes the numerical solution defined on a mesh \( \{x_i\} \) as \( U(x_i, t_{n+1}) = U(\hat{x}_i, t_n) \), where \( \hat{x}_i = \Gamma_i(t_n) \) and \( \Gamma_i(t) \) is the approximate characteristic curve passing \((x_i, t_{n+1})\). Various approximations of \( \hat{x}_i \) and \( U(\hat{x}_i, t_n) \) (since \( U \) is only defined at grid points \((x_i, t_{n+1})\)) can be used. For example, one may choose \( \hat{x}_i = x_i - v(x_i, t_{n+1} - t_n) \) and compute \( U(\hat{x}_i, t_n) \) by linearly interpolating the \( U \) values at two nearest grid points \( x_j \) and \( x_{j+1} \) such that \( \hat{x}_i \in [x_j, x_{j+1}] \), and obtain the first order CIR scheme which does not increase the \( L_\infty \) norm of the numerical solution with increasing time. If
t_{n+1} - t_n is small enough so that \( \hat{x}_i \in [x_{i-1}, x_{i+1}] \) (the CFL condition), then the CIR scheme is actually the first order upwind scheme. Furthermore, if the linear interpolation of \( U(\hat{x}_i, t_n) \) is from the \( U \) values at grid nodes \( x_{i-1} \) and \( x_{i+1} \), then it becomes the Lax-Friedrich scheme. Therefore the CIR scheme removes the CFL condition by interpolating \( U(\hat{x}_i, t_n) \) from the \( U \) values near the root of the characteristics \( \hat{x}_i \), instead of from the \( U \) values near \( x_i \). In order to achieve a higher order of accuracy, a higher degree (2nd degree or higher) polynomial interpolation can be applied and a corresponding order of temporal numerical integration is also necessary for computing the characteristics. Falcone and Ferretti \(^{6}\) have analyzed the stability and convergence of a general class of semi-Lagrangian schemes.

In higher space dimensions, the first order CIR scheme is quite simple since it only uses a local linear interpolation. Is there a convenient way to manipulate the first order CIR scheme to achieve a higher order of accuracy simultaneously in both space and time without using a higher order polynomial interpolation? The MacCormack scheme \(^{17}\) uses an upwind scheme followed by a downwind scheme to obtain an improved order of accuracy in both space and time for hyperbolic equations. For semi-Lagrangian schemes, the integration is along the approximate characteristics and the upwind discretization is not clearly defined at the root of the characteristics. We are interested in whether the backward error compensation algorithm introduced in \(^{3}\) can be successfully applied to the CIR scheme. This algorithm is based on a simple observation that if one solves a hyperbolic system forward in time for one time step with a scheme (e.g., a first order scheme) and then backward in time for one time step with the same scheme, one obtains another copy of the solution at the initial time. The two copies of the solution should have been equal if there were no numerical errors (at least, away from singularities). Therefore comparing the two copies of the solution gives us information about the errors which we can use to improve the accuracy. In Shu and Osher \(^{23}\), some TVD Runge-Kutta methods also incorporate downwind spatial discretizations in order to achieve the TVD property, which are implemented by discretizing the time reversed hyperbolic equation in certain middle time steps.

Two difficulties involved in the numerical computation of the level set method are (1) how to reduce diffusion; and (2) how to minimize artifacts near the singular points of the interface. Typically high order ENO or WENO \(^{16, 11}\) schemes are used for solving the level set equation and redistancing. Sussman and Puckett \(^{28}\) have combined the level set and volume-of-fluid method so that one has the interface represented by a smooth level set function for extracting information such as mean curvature, etc., and also has the local volume conservation from the volume-of-fluid method. Enright \( et \ al. \) \(^{4}\) have developed the hybrid particle level set method which takes advantage of the high resolution of Lagrangian schemes near interface singularities, and also has the convenience of the level set method which automatically resolves topological changes of the interface. Strain \(^{25, 26, 27}\) addresses these difficulties by using semi-Lagrangian schemes to compute the level set equation so that local space refinement can be done near singular points of the interface without locally reducing the time step size. Here we incorporate the backward error compensation algorithm \(^{3}\) with the CIR scheme and obtain an efficient and simple algorithm for the level set method. We will introduce this algorithm in Section \(^{2}\) and discuss its stability and accuracy in Sections \(^{3}\) and \(^{4}\). In Section \(^{5}\) we discuss its application to the level set method. We would like to refer to Kim
et al. [12] for fluid simulations incorporating the backward error compensation algorithm with other methods.

2. BACKWARD ERROR COMPENSATION FOR SEMI-LAGRANGIAN SCHEMES

The level set method proposed by Osher and Sethian [19] uses a continuous function $\phi(x,t) \in \mathbb{R}$ to represent evolving interfaces as the zero level set $\{ (x,t) : \phi(x,t) = 0 \}$, where $x \in \mathbb{R}^d$ is the spatial variable and $t \in \mathbb{R}$ represents the time. For a given velocity field $v(x,t) \in \mathbb{R}^d$, the level set function $\phi$ satisfies
\[
\frac{\partial \phi}{\partial t} + v \cdot \nabla \phi = 0. \tag{2.1}
\]

We define a straightforward scheme based on the first-order CIR scheme with backward error compensation. For simplicity we use a uniform mesh and describe the scheme in all of $\mathbb{R}^d$. We assume a uniform rectangular grid in $\mathbb{R}^d$ with the spatial mesh size $\Delta x = (\Delta x_1, \Delta x_2, \ldots, \Delta x_d)$ and let the time step size be $\Delta t_n = t_{n+1} - t_n$. Given the approximate level set function $\Phi(\cdot, t_n)$ at grid points
\[
\{ x_i = (i_1 \Delta x_1, i_2 \Delta x_2, \ldots, i_d \Delta x_d) : i = (i_1, i_2, \ldots, i_d) \in \mathbb{Z}^d \},
\]
the first order CIR scheme can be formulated as
\[
\Phi(x_i, t_{n+1}) = \Phi(\hat{x}_i, t_n), \tag{2.2}
\]
where $\hat{x}_i = x_i - v(x_i, t_n) \Delta t_n$. In one space dimension $(d = 1)$, $\Phi(\hat{x}_i, t_n)$ is computed from the linear interpolation of $\Phi(x_j, t_n)$ and $\Phi(x_{j+1}, t_n)$ where $\hat{x}_i \in [x_j, x_{j+1}]$. In two space dimensions $\Phi(\hat{x}_i, t_n)$ can be approximated by the bilinear interpolation of the $\Phi(\cdot, t_n)$ values at the vertices (grid points) of a grid cell containing $x_i$. For general space dimensions one can use the tensor product of one-dimensional linear polynomials to interpolate. Denote $\Phi_i^n = \Phi(x_i, t_n)$.

The backward error compensation algorithm [3] can be applied to the CIR scheme as follows (see Figure 2.1):

Step 1. Solve equation (2.1) forward in time to obtain $\hat{\Phi}^{n+1}$ by the CIR scheme (2.2), with $\Phi^n$ being the initial value at the time $t_n$.

Step 2. Solve equation (2.1) backward in time to obtain $\tilde{\Phi}^n$ by the same method. This is equivalent to solving the time reversed equation $\frac{\partial \phi}{\partial t} - v \cdot \nabla \phi = 0$ forward in time by (2.2), with $\hat{\Phi}^{n+1}$ being the initial value.

Step 3. Let $\Phi_i^n = \Phi_i^n + \frac{1}{2}(\hat{\Phi}_i^{n+1} - \tilde{\Phi}_i^n)$ for all $i$.

Step 4. Solve equation (2.1) forward in time to obtain $\Phi^{n+1}$ by (2.2), with $\Phi^n$ being the initial value at the time $t_n$.

\[
\text{Figure 2.1. Backward error compensation algorithm.}
\]
The term \( \frac{1}{2}(\Phi_i^n - \Phi_i^{n+1}) \) is called the backward compensation term. It should be noted that the velocity field \( \mathbf{v} \) is only evaluated at grid points at times \( t_n \) and \( t_{n+1} \) in the above algorithm and that the CIR scheme (2.2) involves only local linear interpolation of \( \Phi(\mathbf{x}_i, \cdot) \). Therefore the implementation of the above algorithm is quite simple even for three space dimensions.

The dual of the above algorithm, called the forward error correction algorithm, can be applied to the CIR scheme as follows:

Step 1. Solve equation (2.1) forward in time to obtain \( \tilde{\Phi}_{n+1} \) by the CIR scheme (2.2), with \( \Phi^n \) being the initial value at the time \( t_n \).

Step 2. Solve equation (2.1) backward in time to obtain \( \hat{\Phi}^n \) by the same method.

This is equivalent to solving the time reversed equation \( \frac{\partial \phi}{\partial t} = \mathbf{v} \cdot \nabla \phi = 0 \) forward in time by (2.2), with \( \hat{\Phi}^n \) being the initial value.

Step 3. Solve equation (2.1) forward in time to obtain \( \Phi^{n+1} \) by (2.2), with \( \Phi^n \) being the initial value at the time \( t_n \).

Step 4. Let \( \Phi_i^{n+1} = \Phi_i^n + \frac{1}{2}(\Phi_i^{n+1} - \Phi_i^{n+1}) \) for all \( i \).

If the velocity field \( \mathbf{v} \) depends only on \( \mathbf{x} \) and \( t \), the above two algorithms are equivalent in the sense that they will result in the same \( \Phi^{n+1} \). If the velocity field \( \mathbf{v} \) depends on \( \phi \), i.e., \( \mathbf{v} = \mathbf{v}(\phi(\mathbf{x}, t), \mathbf{x}, t) \), in the backward error compensation algorithm we may use the same velocity field in Step 4 as in Step 1. Therefore the velocity field only needs to be computed twice at Steps 1 and 2. In the forward error correction algorithm, we may use the same velocity field in Step 3 as in Step 1 so that the velocity field only needs to be computed twice. When using this velocity approximation, we can easily see that the above two algorithms applied to the CIR scheme are equivalent.

3. Stability

In [3], we have proved the \( l_2 \) stability of the backward error compensation algorithm applied to the first order upwind scheme for the 1D equation \( u_t + u_x = 0 \). Here we prove some more general results in higher space dimensions. Throughout this and the next section, we consider equation (2.1) in the domain \([0, 1]^d\) with periodic boundary conditions, and assume \( \mathbf{v} \) is a constant vector in equation (2.1) unless specified otherwise. We use \( i, j, k, l, s \in \mathbb{Z} \) for indices and \( i, j, k, l, s \in \mathbb{Z}^d \) for multi-indices. In particular, we use \( \mathbf{k} \) to represent the dual index of the Fourier series. The symbol \( \mathbf{i} \) will also represent \( \sqrt{-1} \) when the meaning is clear from context. Let \( \Delta x_j = 1/N_j \), \( j = 1, 2, \ldots, d \), for some positive integers \( N_j \). With \( N = (N_1, N_2, \ldots, N_d) \) set \( \mathcal{D}_N = Z^d \cap \Pi_j [0, N_j - 1] \). The \( U_{i_1}^n \) is defined outside \( \mathcal{D}_N \) by periodic extension. Similarly, take \( \mathcal{F}_N = Z^d \cap \Pi_j [1 - N_j, N_j - 1] \). Let \( L : \mathcal{F}_N \to \mathcal{F}_N \) be a linear scheme for equation (2.1) such that \( U_{i_1}^{n+1} = \sum_{j \in \mathcal{D}_N} \omega_j U_{i_1+j}^n \), where the \( \omega_j \)’s depend on \( \Delta t_n / \Delta x_l \), \( l = 1, \ldots, d \). The \( U_{i_1}^n \) can be expressed uniquely as the finite Fourier series

\[
U_{i_1}^n = \sum_{\mathbf{k} \in \mathcal{F}_N} C_{\mathbf{k}} e^{\frac{2\pi i \mathbf{k} \cdot \mathbf{x}_1},
\]

where \( \mathbf{k} = (k_1, k_2, \ldots, k_d) \). Substituting this finite Fourier series into scheme \( L \) we obtain \( C_{\mathbf{k}}^{n+1} = \rho_L C_{\mathbf{k}}^n \) where \( \rho_L(k) = \sum_{\mathbf{j} \in \mathcal{D}_N} \omega_j e^{\frac{2\pi i \mathbf{k} \cdot \mathbf{x}_1} \) is the Fourier symbol of \( L \), and \( \max \{ |\rho_L(\mathbf{k})| : \mathbf{k} \in \mathcal{F}_N \} \) is called the amplification factor of scheme \( L \). Let \( L^* : W^n = L^*(W^{n+1}) \) be the corresponding linear scheme that solves...
equation (2.1) backward in time using scheme $L$. (Note that $L^\ast$ is not defined to be the adjoint of $L$ with respect to any inner product, although it may be in some cases.) Applying the backward error compensation algorithm to scheme $L$ we obtain a linear scheme for equation (2.1),

\[ F : \quad V^{n+1} = F(V^n) = L(I + \frac{1}{2}(I - L^\ast L))(V^n), \]

where $I$ is the identity operator. Let $\rho_{L^\ast}$ and $\rho_F$ be the Fourier symbols of schemes $L^*$ and $F$ respectively; we then have the following theorem.

**Theorem 1.** Suppose $\rho_{L^\ast}(k) = \rho_L(k)$ for all $k \in \mathcal{F}_N$. Then $|\rho_F(k)| \leq 1$ for all $k \in \mathcal{F}_N$ if and only if $|\rho_L(k)| \leq 2$ for all $k \in \mathcal{F}_N$.

**Proof.** The Fourier symbol of (3.1) can be obtained as follows:

\[ \rho_F = \rho_L(1 + \frac{1}{2}(1 - \rho_L^\ast \rho_L)). \]

Let $\eta = |\rho_L|$, $G(\eta) = |\rho_F|$, then the theorem is proved by inspecting the function $G(\eta) = \eta |\frac{1}{2} - \frac{1}{2}\eta^2|$ for $\eta \in [0, \infty)$. \hfill \Box

Theorem 1 not only insures that the backward error compensation algorithm applied to a stable (in $l^2$) scheme is stable, but also implies that some unstable schemes can be turned into stable ones. Throughout this paper, we say a scheme is stable if it is stable in the $l^2$ sense, unless specified otherwise. It is easy to verify that the condition in Theorem 1 is satisfied when applying the backward error compensation algorithm to the following classical schemes.

**Example 1.** In one space dimension ($d = 1$), the first order upwind scheme for equation (2.1) has an amplification factor $|\rho| \leq 2$ if the CFL factor $|\nu|\Delta t/\Delta x$ is no more than 1.5 (the scheme is unstable for the CFL factor greater than 1). Therefore, applying the backward error compensation algorithm to it creates a scheme stable with CFL factor less than or equal to 1.5, and the new scheme is second order accurate [3].

**Example 2.** Using center spatial difference and forward Euler time difference for equation (2.1) will create an unstable scheme. When $d = 1$, the scheme has an amplification factor $|\rho| \leq 2$ if the CFL factor is no more than $\sqrt{3}$. Therefore applying the backward error compensation algorithm to it creates a second order scheme (see Section 4) stable with the CFL factor less than or equal to $\sqrt{3}$.

**Example 3.** In one space dimension, the Lax–Friedrich scheme has an amplification factor no more than 2 if the CFL factor is less than or equal to 2 (it is stable only if the CFL factor is less than or equal to 1). Therefore applying the backward error compensation algorithm to it creates a second order scheme (see Section 4) stable with the CFL factor less than or equal to 2.

**Remark.** It is well known that for the linear Schrödinger equation

\[ i\psi_t = -a \triangle \psi, \]

the simplest explicit scheme with forward Euler time discretization and center spatial discretization is unstable. In 1D, the amplification factor for such a scheme is

\[ |\rho(k)|^2 = 1 + (4\lambda)^2 \sin^4(\pi k \Delta x), \quad \text{where} \quad \lambda = |a| \frac{\Delta t}{\Delta x^2}. \]
Therefore $|\rho| \leq 2$ if $\lambda \leq \frac{1}{4}$. By applying equivalent results of Theorem 1 and Theorem 4 (in the next section), we could also show that applying the backward error compensation algorithm to it creates a new second order scheme stable for $\lambda \leq \frac{1}{4}$.

Next we verify that for constant coefficients with periodic boundary conditions, the CIR scheme for equation (2.1) satisfies the condition of Theorem 1. Given $\Phi^n$, the $\Phi^{n+1}$ computed by the CIR scheme can be written as

$$\Phi_j^{n+1} = (L\Phi^n)_j = \sum_l \Phi_l^i \Psi_l(x_j - v_\Delta t_n),$$

where $\Psi_l$ is the Lagrange basis function which in each cell is a linear ($d = 1$) polynomial or a bilinear ($d = 2$) polynomial, etc., satisfying $\Psi_l \geq 0$ and $\Psi_l(x_j) = \delta_{lj}$ ($= 1$ if $l = j$; 0 otherwise). The function $\Psi_l$ has the property that

$$\Psi_l(x) = \Pi_{j=1}^d \psi_{\Delta x_j, j}(x_j),$$

where $\psi_{h,j}$ is the basis function associated with the mesh point $jh$ in one-dimensional piecewise linear interpolation using the mesh of integer multiples of $h$.

It then follows that

$$\Phi_j^{n+1} = (L_1 \otimes \cdots \otimes L_d \Phi^n)_j,$$

where the operators $L_j$ are the one-dimensional versions of $L$ using $v_j$ and $\Delta x_j$. From this it follows that

$$\rho^{CIR}(k) = \Pi_{j=1}^d \rho_{L_j}(k_j).$$

Hence,

$$\rho^{CIR} = \rho^{CIR*},$$

if the result holds in one space dimension. The one-dimensional result is easily checked. We are now in a position to obtain

**Corollary 2.** The CIR scheme with backward error compensation algorithm for equation (2.1) with constant coefficients has an amplification factor less than or equal to 1 for any mesh size $\Delta x$ and time step size $\Delta t_n$.

**Proof.** It is well known (see, e.g., [6]) that the CIR scheme has an amplification factor less than or equal to 1. It then follows that it has an amplification factor less than or equal to one in $d$-space by (3.4). From (3.5) and Theorem 1 the proof is complete. □

### 4. Accuracy

We study the accuracy improvement of the backward error compensation algorithm for a general linear scheme for equation (2.1) with constant coefficients and periodic initial data (see the previous section). The result generalizes the accuracy improvement theorem in [3] for a linear ordinary differential equation and is based on the comparison of the Fourier symbols of the differential equation (2.1) and its corresponding numerical scheme; see Lax [14]. Let $L, L^*, F$ be linear schemes defined as in Section 4 and let $\rho_L, \rho_{L^*}, \rho_F$ be their corresponding Fourier symbols, respectively. Expanding $\phi$ into Fourier series

$$\phi(x, t) = \sum_{k \in \mathbb{Z}^d} c_k(t)e^{2\pi ik \cdot x},$$
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and plugging in equation (2.1), we obtain
\[ \frac{d\varnothing_k}{dt} = P(ik)\varnothing_k, \]
where \( P \) is a linear homogeneous polynomial with real coefficients. Therefore we can write
\[ \varnothing_k(t_n + \Delta t) = e^{\Delta t P(ik)}\varnothing_k(t_n). \]
Assume \( \Delta x_1 = \cdots = \Delta x_d = h \) and \( \Delta t / h \) is fixed during the mesh refinement. A scheme \( L_1 : \Phi^{n+1} = L_1(\Phi^n) \) is said to be accurate of order \( r \) if for any solution \( \phi \) of equation (2.1) having continuous derivatives up to order \( r + 1 \),
\[ \phi(x_j, t_{n+1}) - L_1(\phi(., t_n))|x_j = O(h^{r+1}). \]
We first state the theorem of Lax [14].

**Theorem 3.** Scheme \( L \) is accurate of order \( r \) if and only if
\[ \rho_L(k) = e^{\Delta t P(ik)} + O(|kh|^{r+1}), \quad \text{as} \quad h \to 0. \]

The “only if” part of the theorem is proved by Lax [14] for more general linear hyperbolic equations with variable coefficients. With constant coefficients, Lax’s proof also implies the “if” part of this theorem. Using the Lax’s Theorem 3, we can prove the following theorem.

**Theorem 4.** Suppose \( \rho_{L_1}(k) = \overline{\rho_L(k)} \) for any \( k \in \mathbb{Z}^d \) and that scheme \( L \) is accurate of order \( r \) for equation (2.1) with constant coefficients, where \( r \) is an odd positive integer. Then scheme \( F \) is accurate of order \( r + 1 \).

**Proof.** The accuracy of scheme \( L \) implies that
\[ \rho_L(k) = e^{\Delta t P(ik)} + Q_{r+1}(ikh) + O(|kh|^{r+2}), \]
where \( Q_{r+1} \) is a homogeneous polynomial of order \( r + 1 \) with real coefficients (recalling that we assume the scheme coefficient \( a_j \) depends on \( \Delta t / h \) which is fixed). Since \( r + 1 \) is even, we have
\[ \rho_{L_1}(k) = \overline{\rho_L(k)} = e^{-\Delta t P(ik)} + Q_{r+1}(ikh) + O(|kh|^{r+2}). \]
Therefore
\[ \rho_F(k) = \rho_L(k)\{1 + \frac{1}{2}[1 - \rho_{L_1}(k)\rho_L(k)]\} \]
\[ = \rho_L(k)\{1 - \frac{1}{2}[e^{-\Delta t P(ik)} + e^{\Delta t P(ik)}]Q_{r+1}(ikh) + O(|kh|^{r+2})\} \]
\[ = [e^{\Delta t P(ik)} + Q_{r+1}(ikh) + O(|kh|^{r+2})][1 - Q_{r+1}(ikh) + O(|kh|^{r+2})] \]
\[ = e^{\Delta t P(ik)} + O(|kh|^{r+2}). \]
The proof is complete. \( \square \)

**Remark.** When equation (2.1) has variable coefficients, the Fourier-Stieltjes transform (see, e.g., [14]) is used to replace the Fourier symbols, and a formula similar to (4.1) can be derived for the Fourier-Stieltjes transform of scheme \( F \).

An interesting phenomenon is that the backward error compensation algorithm seems to improve the numerical result, even for a very irregular mesh. In the following example we use a first order upwind scheme with and without backward error compensation to compute the linear advection of a pyramid function: \( u_t + u_x = 0, \ x \in [0, 1] \) with periodic boundary condition. The grid points are distributed as
\[ x_i = i \times 0.01 + 0.003 \times \sin[(i - 0.2) \times (i + 6.1789) \times i], \quad i = 0, 1, \ldots, 99. \]
The solutions at the final time $T = 10$ are shown in Figure 4.1. The result for triangular mesh is shown in Section 5.

5. Application to the level set method

Besides equation (2.1), since the velocity field could create a large gradient in $\Phi$, there is usually an auxiliary equation to solve until reaching the steady state at each time step [30],

$$
\partial \tilde{\Phi} / \partial \tau + \text{sign}(\tilde{\Phi})(|\nabla \Phi| - 1) = 0.
$$

This procedure is supposed to transform the $\Phi$ into a signed distance function without changing its zero level set. This step also helps clean the error pollution coming from the “skeleton”, i.e., the nonsmooth area of the level set function. As in [30], equation (5.1) can be written as

$$
\tilde{\Phi}_\tau + W \cdot \nabla \tilde{\Phi} = S(\tilde{\Phi}^0),
$$

where $W = S(\tilde{\Phi}^0) \nabla \tilde{\Phi} / |\nabla \tilde{\Phi}|$ and $S(\tilde{\Phi}^0)$ is the sign function of $\tilde{\Phi}^0$, $S(\tilde{\Phi}^0) = 1$, if $\tilde{\Phi}^0 > 0$; $S(\tilde{\Phi}^0) = -1$ if $\tilde{\Phi}^0 < 0$. $\tilde{\Phi}^0$ is the initial value for (5.2) and is the current level set function obtained by solving equation (2.1). We only discuss the cases in 2D, and the indices $i$ or $(i, j) \in \mathbb{Z}^2$ will be used throughout the rest of the paper.
5.1. New modifications to the redistancing procedure. We first compute equation (2.1) using the CIR scheme with backward error compensation to obtain the approximate level set function $\Phi^n$ at the time $t_n$. Then let $\tilde{\Phi}^0 = \Phi^n$ and solve equation (5.2) for a few time steps (e.g., $m_1$ steps). Then replace $\Phi^n$ by $\tilde{\Phi}^{m_1}$ and finish the redistancing procedure at this time.

We use a slightly modified center difference to approximate $W$. For example, $\frac{\partial^2 \phi}{\partial x^2}(x_{i,j})$ is approximated by $(\tilde{\Phi}_{i+1,j} - 2 \tilde{\Phi}_{i,j} + \tilde{\Phi}_{i-1,j})/(2\Delta x)$ if $\tilde{\Phi}_{i+1,j} - \tilde{\Phi}_{i,j}$ and $\tilde{\Phi}_{i,j} - \tilde{\Phi}_{i-1,j}$ are of the same sign; by maxmod\{$(\tilde{\Phi}_{i+1,j} - \tilde{\Phi}_{i,j})/\Delta x, (\tilde{\Phi}_{i,j} - \tilde{\Phi}_{i-1,j})/\Delta x$\} otherwise, where

$$\text{maxmod}\{a, b\} = \begin{cases} a, & \text{if } |a| > |b|, \\ b, & \text{otherwise}, \end{cases}$$

and similarly for the approximation of $\frac{\partial \tilde{\phi}}{\partial x}(x_{i,j})$. This modification gives a more accurate normal direction of the interface in the unresolved region of the interface, e.g., near the place where the interfaces are about to have topological changes.

At each time of solving equation (5.2), given $\tilde{\Phi}^m$ at the time $\tau_m$, we compute equation (5.2) only at places, say $x_{i,j}$, to obtain $\tilde{\Phi}^{m+1}_{i,j}$ where either

(A) the absolute value of the difference between $\tilde{\Phi}^m_{i,j}$ and one of its neighbors is greater than their distance $\Delta x$, i.e., at least one of the four statements is true,

$$|\tilde{\Phi}^m_{i,j} - \tilde{\Phi}^m_{i\pm1,j}| > 1.1\Delta x, \quad |\tilde{\Phi}^m_{i,j} - \tilde{\Phi}^m_{i,j\pm1}| > 1.1\Delta x; \quad \text{or}$$

(B) $\tilde{\Phi}^m_{i,j}$ is of the same sign with $\tilde{\Phi}^m_{k,l}$ for all integers $k,l$ such that $|k - i| \leq 1$ and $|l - j| \leq 1$.

For other grid nodes, say $x_{p,q}$, simply let $\tilde{\Phi}^{m+1}_{p,q} = \tilde{\Phi}^m_{p,q}$. This allows us to use a simple low cost first order upwind scheme to discretize equation (5.2) without generating large diffusion or distortion, yet keeps an upper bound for the norm of the gradient of $\tilde{\Phi}$ at the equilibrium state.

Remarks. 1. Note that for an exact signed distance function $\phi$, the absolute value of the difference between two $\phi$ values at any two points is no more than the distance between the two points. Condition (A) detects the violation of this property and corrects it, which ensures (at equilibrium state) an upper bound for the Euclidean norm of the discrete gradient of the redistanced level set function (1.1 in 1D, $1.1\sqrt{2}$ in 2D if the discrete gradient is approximated by one-sided or center difference). For some problems, e.g., an expanding bubble with initial radius about $\Delta x$, the level set function $\Phi^n$ could become flatter and flatter near the interface without redistancing. Condition (B) addresses the problem.

This procedure is an improvement of the procedure proposed in [3], where condition (A) is replaced by (A1) $|\tilde{\Phi}^m_{i,j}| > \Delta x$. The problem with (A1) is that when two interfaces are about to merge, the narrow region between them will not be redistanced, and the unbalanced redistancing on both sides of an interface could create an artificial movement of the interface and delay the merging process. Condition (A) has solved this problem as shown in the following numerical examples. In actual implementation, we use the condition ((A2)$|\tilde{\Phi}^m_{i,j}| > 1.1\Delta x$ or (A) or (B)) to determine if the redistancing is necessary at a grid point or not in order to reduce the computational cost of the “if” statement, and the computational results are essentially the same as using the condition ((A) or (B)).

2. Russo and Smereka [22] seem to be the first to realize that not changing the values of the level set function at grid nodes adjacent to the interface produces...
Table 5.1. Rotation of a circle: the maximum error between the computed and exact level set functions at grid nodes near the interface, computed by the CIR scheme with backward error compensation, $CFL = 3$.

<table>
<thead>
<tr>
<th>$\Delta x$</th>
<th>error without redistancing</th>
<th>order</th>
<th>error with redistancing</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.623</td>
<td>-</td>
<td>0.454</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>0.110</td>
<td>2.50</td>
<td>0.154</td>
<td>1.56</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0262</td>
<td>2.07</td>
<td>0.0536</td>
<td>1.52</td>
</tr>
<tr>
<td>0.25</td>
<td>0.00638</td>
<td>2.04</td>
<td>0.0208</td>
<td>1.37</td>
</tr>
</tbody>
</table>

good results in redistancing. In [22], they propose that the upwind discretization of equation (5.2) should not go across the interface. So the value of the level set function at a grid node adjacent to the interface is instead recomputed by its value divided by the norm of the approximated gradient of the level set function at the grid node. In one remark of [22], the approximated gradient is chosen such that the values of the level set function at the grid nodes adjacent to the interface are unchanged during the redistancing.

We first conduct a convergence test with and without the redistancing. We compute the rotation of a circle around the point $(50, 50)$ for one revolution in the domain $[0, 100] \times [0, 100]$. The circle is initially centered at $(50, 75)$ with radius 15. The velocity field is given as $(u, v) = (\frac{\pi}{314}(50 - y), \frac{\pi}{314}(x - 50))$. Every point of this circle is supposed to move along the local velocity field. One revolution occurs at the time $T = 628$. The initial level set function $\Phi$ is set to be a signed distance function which is negative inside the circle and positive outside. The maximum error between the computed and exact level set functions at grid nodes near the interface is shown in Table 5.1. Clearly we have the second order convergence for the CIR scheme with backward error compensation without redistancing, and the simple redistancing procedure causes the order of convergence to lie between 1 and 2. However, for interfaces containing singular points, the redistancing improves the resolution (with only a fraction of the cost for computing equation (2.1)) as shown in the following examples.

In the next example we replace the circle with a cutout circle. It is the so-called Zalesak’s Problem [33], which is one of the difficult test problems for the level set method or volume of fluid method, because of their Eulerian representation of the interface. (Lagrangian-type methods, e.g., [8, 20, 47, 32] etc., could perform better for this problem.) Initially the cutout circle is centered at $(50, 75)$ with radius 15. The slot being cut out has width 5 and length 25. The challenge for computation is that this disk has corner points, curves, straight lines, and a very narrow slot (when the mesh size is 1 or 0.5, the slot width is 5 or 10 times the mesh cell size, respectively). In the first test we compute this problem with $N = 100$ ($\Delta x = 1$) and CFL factor 3. Equation (2.1) is computed by the CIR scheme with backward error compensation and redistancing. In all the following test examples, equation (5.2) is computed for only two time steps with the CFL factor 0.25 after solving equation (2.1) for each time step. In Figure 5.1 the computed disk (dash line) is drawn against the exact one (solid line) after one (left figure) and two revolutions (right figure). The results seem to match the ones computed by the coupled level set and volume-of-fluid method [29]. In Figure 5.2 the mesh is refined
Table 5.2. Rotation of a slotted disk: average distance between the exact interface and the one computed by the CIR scheme with backward error compensation and redistancing, CFL=3.

<table>
<thead>
<tr>
<th>$\Delta x$</th>
<th>average distance</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.138</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0497</td>
<td>1.47</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0211</td>
<td>1.23</td>
</tr>
</tbody>
</table>

Figure 5.1. Zalesak’s Problem. Comparison of a slotted disk that has been rotated one (left) and two revolutions (right). The level set equation is computed by the CIR scheme with backward error compensation and redistancing, CFL=3, $100 \times 100 (\Delta x = 1)$.

with $N = 200 (\Delta x = 0.5)$. The average distances (defined and computed as in [28]) between the exact and computed interfaces are shown in Table 5.2 for three meshes: $100 \times 100$, $200 \times 200$ and $400 \times 400$. The relative errors of the computed disk area $A$ are plotted against time for the three meshes; see Figure 5.3.

The CIR scheme can be applied to irregular meshes. Applying the backward error compensation to it is essentially calling it 3 times. Therefore once a first order code is written down for an irregular mesh, the backward error compensation algorithm can be applied without too much work. In Kim et al. [13], the Zalesak’s disk is initially put on the triangulated surface of a 3D sphere; see Figure 5.4. The slot is between 5 to 6 times the size of a triangular cell. There is a constant angular velocity field rotating around the Z-axis. In Figure 5.5, the level set method is computed by the first order CIR scheme. In Figure 5.6, the level set method is computed by the first order CIR scheme with backward error compensation. In both cases, the redistancing procedure is also implemented by the first order CIR scheme. Improved results similar to those on rectangular meshes can be observed in Figure 5.6, which clearly demonstrate the effectiveness of the backward error compensation algorithm on triangular meshes. Simulations of smoke advection on adaptive quad-tree meshes with backward error compensation algorithm have also been explored in [13] and are successful.

5.2. Interfaces moving with nonsmooth velocity. The velocity field directing the interface movement usually contains singularities. For example, if the interface is moving along its normal direction and contains corner points, the velocity
Figure 5.2. Zalesak’s Problem. Comparison of a slotted disk that has been rotated one (left) and two revolutions (right). The level set equation is computed using the CIR scheme with backward error compensation and redistancing, $CFL = 3$, $200 \times 200$ ($\Delta x = 0.5$).

Figure 5.3. Zalesak’s Problem. Relative area loss of the slotted disk as a function of time. The level set equation is computed using the CIR scheme with backward error compensation and redistancing, $CFL = 3$.

field is not continuous at these corner points. Simply applying the backward error compensation to compute the level set equation (2.1) may generate artifacts where the velocity field is not smooth. We propose two simple techniques to address the problem.
5.2.1. Local turn-off of the error compensation. The simplest way to overcome this problem is to set the backward compensation term (in the backward error compensation algorithm) to be zero wherever the nonsmoothness in the velocity field is detected. In the following examples we use the following detector. For a velocity field \( \mathbf{V} = (u, v) \) in 2D defined on a uniform mesh, if at the grid point \((x_i, y_j)\)

\[
\begin{align*}
||V_{i+1,j} - 2V_{i,j} + V_{i-1,j}|| &\leq \min(||V_{i+1,j} - V_{i,j}||, ||V_{i,j} - V_{i-1,j}||) \quad \text{and} \\
||V_{i,j+1} - 2V_{i,j} + V_{i,j-1}|| &\leq \min(||V_{i,j+1} - V_{i,j}||, ||V_{i,j} - V_{i,j-1}||),
\end{align*}
\]

we use the backward error compensation; otherwise we set the backward compensation term to zero. The advantage of this technique is its simplicity. Since the CIR scheme has very small diffusion compared to other first order schemes, it is good at maintaining the sharp corners of the interface without generating artifacts. However, this technique is sensitive to the choice of the nonsmoothness detector. When the nonsmoothness of the velocity field stays for a long time, this technique usually introduces too much diffusion into the solution.
Remark. A lower cost version of condition (5.3) can be formulated as

\begin{equation}
|u_{i+1,j} - 2u_{i,j} + u_{i-1,j}| \leq \min(|u_{i+1,j} - u_{i,j}|, |u_{i,j} - u_{i-1,j}|) \quad \text{and} \quad |v_{i,j+1} - 2v_{i,j} + v_{i,j-1}| \leq \min(|v_{i,j+1} - v_{i,j}|, |v_{i,j} - v_{i,j-1}|).
\end{equation}

When used with the local constant velocity technique introduced in Section 5.2.3, which is almost as accurate as the full backward error compensation algorithm, the difference between (5.3) and (5.4) is small in our numerical experiments. Note that one could also replace the $u$ and $v$ in (5.4) by their absolute values, which will also detect the stationary points of the velocity field.

5.2.2. Improved interpolation technique for the CIR scheme. The first order CIR scheme can generate some grid effects when the local velocity is almost zero. Consider equation (2.1) in 1D with the velocity $v(0) = 0$, $v(x) > 0$ for $x < 0$ and $v(x) < 0$ for $x > 0$. Initially the level set function is $\phi(x,0) = -|x| + 0.5$. This corresponds to the case that two interfaces at $x = 0.5$ and $-0.5$ are about to merge. If computed with the first order CIR scheme, $\phi(0,t)$ will be 0.5 for all $t > 0$, i.e., the two interfaces will never merge. See Figure 5.9. This phenomenon reminds us of the entropy-violating solution in the case of a sonic rarefaction wave when using Roe’s approximate Riemann solver [21] for solving the Euler equation. There are many methods to fix the problem, such as Harten and Hyman [9], Osher [18], and Tadmor [31]. We are going to use a “velocity splitting” strategy, or a Lax–Friedrich framework analogous to the one used in the finite difference ENO scheme (Shu and Osher [23]). Recalling the CIR scheme (2.2), the following modified scheme can be used in every step of the backward error compensation algorithm (including the local constant velocity method in Section 5.2.3), only at places where the nonsmoothness of the velocity field is detected

\begin{equation}
\begin{align*}
\tilde{\Phi}(x_i, t_{n+1}) &= \Phi(x_i + \delta e, t_n), \\
\hat{\Phi}(x_i, t_{n+1}) &= \Phi(x_i - \delta e, t_n), \\
\Phi(x_i, t_{n+1}) &= \frac{1}{2}\{\tilde{\Phi}(x_i, t_{n+1}) + \hat{\Phi}(x_i, t_{n+1})\},
\end{align*}
\end{equation}

Figure 5.6. Zalesak’s disk after one (left) and two (right) revolutions, computed by the CIR scheme with backward error compensation. Reprinted from [13].
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Figure 5.7. Shrinking Zalesak’s Slotted Disk. Normal velocity $0.2$, $\Delta x = \Delta y = 1$, $\Delta t = 0.4\Delta x$. Left: local turn-off of backward error comp. as in Section 5.2.1, $T = 11, 17, 23, 29$. Right: local constant velocity method as in Section 5.2.3 at times $T = 11, 17, 23, 31$. 

Figure 5.8. 4 expanding circles of slightly different radii. Normal velocity $0.2$, $\Delta x = \Delta y = 1$, $\Delta t = 0.4\Delta x$. Left: local turn-off of backward error comp. as in Section 5.2.1 $T = 0, 11, 26, 40$. Right: local constant velocity method as in Section 5.2.3 $T = 9, 11, 27, 40$. 
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where $\hat{x}_i = x_i - v(x_i, t_n)\Delta t_n$, $\Phi(y, t_n)$ is the local linear spatial interpolation of $\{\Phi(x_j, t_n)\}$ at point $y$, $e$ is a unit vector not aligned with the grid, and $\delta \in (0, \Delta x)$ is a small perturbation factor. We choose $\delta e = (0.2\Delta x, 0.2\Delta x)$ in 2D and $\delta e = (0.2\Delta x, 0.2\Delta x, 0.2\Delta x)$ in 3D throughout the computation.

When the backward error compensation algorithm is applied, this technique reduces artifacts near interface corners and places where there are topological changes of the interface.

5.2.3. Local constant velocity technique in the computation of the error compensation term. We can locally freeze the velocity field in the first two steps of the backward error compensation algorithm, motivated by the less diffusive results for Zalesak’s Problem in which the velocity field is smooth. For every grid point $x_i$ where the nonsmoothness of the velocity field is detected, do the following two steps:

Step 1. Solve the equation $\frac{\partial \phi}{\partial t} + \bar{v}_1 \cdot \nabla \phi = 0$ forward in time to obtain $\hat{\Phi}^{n+1}$ by the CIR scheme (2.2), with $\Phi^n$ being the initial value at time $t_n$ and $\bar{v}_1(x) = v(x_i, t_n)$ for any $x$.

Step 2. Solve the same equation backward in time by the same method to obtain $\bar{\Phi}^{n+1}$. This is equivalent to solving the time reversed equation $\frac{\partial \phi}{\partial t} - \bar{v}_1 \cdot \nabla \phi = 0$ forward in time by (2.2) for a time step $\Delta t_n$, with $\hat{\Phi}^{n+1}$ being the initial value.

Note that $\hat{\Phi}^{n+1}$ at only a few grid points needs to be calculated in Step 1 in order to obtain $\bar{\Phi}^{n+1}$ in Step 2. For all other grid points $\hat{\Phi}^{n+1}$ can be obtained in batch by the first two steps of the backward error compensation algorithm described in

![Figure 5.9. A nonmerging situation caused by the first order CIR scheme.](image)

![Figure 5.10. Relative volume error $(V(t) - \frac{4}{3}\pi 0.15^3)/(\frac{4}{3}\pi 0.15^3)$ against time. Solid line: 100^3 mesh; dash line: 200^3 mesh.](image)
Section 2. After $\Phi^a_i$ at every grid point $x_i$ is computed, we resume the original nonhomogeneous velocity field $v(x,t)$ and perform the usual Steps 3 and 4 of the backward error compensation algorithm.

Remarks. 1. Note that near singular points of the velocity field, essentially all numerical schemes degenerate to no more than first order. Being able to approximate the exact solution without generating excessive diffusion near singular points is important, and it is usually nontrivial to do. This technique does not seem to be sensitive to the choice of the nonsmoothness detector for the velocity field in the sense that one could apply it to a larger set of grid points containing those where there are singularities in the velocity field, without introducing excessive diffusion. In fact we have even applied this local constant velocity algorithm to all grid points in the computation of Zalesak’s Problem and generated similar (slightly worse) results as in Figure 5.1. On the other hand, for this problem, if we set the backward compensation term to zero for all grid points (i.e., apply the method of Section 5.2.1 everywhere), the slotted disk will shrink to almost nothing (with $\Delta x = 1$) after one revolution.

2. We have also tried to use $\bar{v}_i(x) = v(x_i,t_{n+1})$ for any $x$ in Step 2 of the above algorithm, for many of our test examples and the results are similar.

3. The backward error compensation algorithm can also be used as an interpolation technique (3rd order in smooth region) for Lipschitz continuous data. For example, given the $\Phi$ values at grid points $\{x_i\}$, we can obtain an approximate $\Phi$ value at a point $y$ as follows. First set $\bar{v} = (x_j - y)/\Delta x$, where $x_j$ is a grid point closest to $y$. Then solve equation (2.1) by the CIR scheme with backward error compensation for one step with the time step size $\Delta x$. The new $\Phi$ value at $x_j$ will be the interpolated $\Phi$ value at $y$. This is similar to the idea of extending a quantity defined on the interface to a neighborhood of the interface with a PDE-based method; see [34, 1]. Since it only requires local linear interpolation in space, it could be easily adapted to a triangular mesh or other irregular meshes. This will be further explored in the future.

5.3. Examples. We present an example based on the slotted disk shown in Figure 5.1 in which the disk is shrinking with a normal speed 0.2. (The velocity field is $v = -0.2 \nabla \phi/|\nabla \phi|.$) The disks at the different times are plotted in Figure 5.7. At the time $T = 11$ we can see that the upper corners of the slot become rounded and the lower corners stay sharp, which coincide with the entropy solution. Note that the exact annihilation time is $T = 31.25$. When computed by the method in Section 5.2.1, the disk vanishes between the times $T = 29$ and 30. Computed by the method in Sections 5.2.2 and 5.2.3, the disk vanishes between the times $T = 31$ and 32, which shows that the method has smaller diffusion near singularities.

Next we compute the merging of 4 circles expanding with constant normal velocity 0.2. The velocity field is given as $v = 0.2 \nabla \phi/|\nabla \phi|$. The level set function is initially set to be negative inside the circles. The results are shown in Figure 5.8. Clearly all methods are able to maintain the sharp corners after merging without generating artifacts. The exact annihilation time of the inner part is estimated to be between $T = 27$ and 27.7. At the time $T = 27$ we can see from the graph that the inner part computed by the method in Sections 5.2.2 and 5.2.3 still exist (it disappears at $T = 28$), while the one computed by the method in Section 5.2.1 has vanished between $T = 26$ and 27.
Finally we conduct a test on the Enright problem [4]. It is a 3D sphere deformed by an incompressible flow field proposed by Leveque [15]. The computational domain is \([0, 1] \times [0, 1] \times [0, 1]\) with \(100 \times 100 \times 100\) uniform rectangular cells. Initially a sphere of radius 0.15 is centered at \((0.35, 0.35, 0.35)\). The velocity field is given by

\[
\begin{align*}
    u(x, y, z, t) &= 2 \sin^2(\pi x) \sin(2\pi y) \sin(2\pi z) g(t), \\
v(x, y, z, t) &= -\sin(2\pi x) \sin^2(2\pi z) g(t), \\
w(x, y, z, t) &= -\sin(2\pi x) \sin(2\pi y) \sin^2(\pi z) g(t),
\end{align*}
\]

**Figure 5.11.** Deformation of a ball on a 100\(^3\) mesh at times 0, \(\frac{1}{5}\), \(\frac{2}{5}\), \(\frac{3}{5}\), \(\frac{4}{5}\), \(\frac{5}{5}\), \(\frac{6}{5}\), \(\frac{7}{5}\), \(\frac{8}{5}\), \(\frac{9}{5}\), \(\frac{10}{5}\), 3.
where \( g(t) = \cos(\pi t/T) \) and \( T = 3 \). From the velocity field, one can see that the deforming process is time-reversed at \( t = T/2 \) and will restore the original sphere at \( t = T \). At \( t = T/2 \), the 3D sphere has been deformed to be like a pancake, where some parts are as thin as the size of a grid cell. We compute the problem with the methods in Sections 5.2.2 and 5.2.3. The time step size is chosen with CFL factor 0.2 and no larger than 0.2\( \Delta x \). The computational results are shown at different times in Figure 5.11. On a 1.8 GHz processor (AMD Opteron 244), the computation takes 2 hours and 28 seconds. From the graphs we can see that the deformed sphere starts to break down near its thinnest part at \( T = 1.2 \). Since the recovered sphere at \( t = T \) depends sensitively on the thickness of the deformed one at \( t = T/2 \), when the level set representation of the interface is at its limit, we observe large errors at later stages. The particle level set method [4] uses Lagrangian particles to correct the level set solution and is very accurate in recovering the sphere. However, compared to a standard high order implementation of the level set method (80% volume error at \( t = T \) in a comparison test in [4]), the percentage volume error is small (under 4.5% during the computational time interval; see Figure 5.10). The computational results on a 200 \times 200 \times 200 mesh can be found in Figure 5.12. The volume error is within 2.3%; see Figure 5.10.

![Figure 5.12. Deformation of a ball on a 200^3 mesh at times \( \frac{7}{5}, \frac{13}{5}, 3 \).](image)
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