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Abstract. This paper studies a phase field model for the mixture of two immiscible and incompressible fluids. The model is described by a nonlinear parabolic system consisting of the nonstationary Stokes equations coupled with the Allen-Cahn equation through an extra phase induced stress term in the Stokes equations and a fluid induced transport term in the Allen-Cahn equation. Both semi-discrete and fully discrete finite element methods are developed for approximating the parabolic system. It is shown that the proposed numerical methods satisfy a discrete energy law which mimics the basic energy law for the phase field model. Error estimates are derived for the semi-discrete method, and the convergence to the phase field model and to its sharp interface limiting model are established for the fully discrete finite element method by making use of the discrete energy law. Numerical experiments are also presented to validate the theory and to show the effectiveness of the combined phase field and finite element approach.

1. Introduction

In this paper we propose and analyze some semi-discrete and fully discrete finite element methods for the following phase field model for two immiscible and incompressible fluids with comparable densities (which are taken to be 1) and viscosities \( \nu > 0 \) (cf. [24]):

\[
\begin{align*}
(1.1) \quad & u_t - \nu \Delta u + \nabla p + \lambda \text{div} (\nabla \phi \otimes \nabla \phi) = g \quad \text{in } \Omega_T := \Omega \times (0,T], \ T > 0, \\
(1.2) \quad & \phi_t + u \cdot \nabla \phi - \gamma (\Delta \phi - \frac{1}{\varepsilon^2} f(\phi)) = 0 \quad \text{in } \Omega_T, \\
(1.3) \quad & \text{div} u = 0 \quad \text{in } \Omega_T,
\end{align*}
\]

with the following initial and boundary conditions:

\[
\begin{align*}
(1.4) \quad & u(x,0) = u_0(x), \quad \phi(x,0) = \phi_0(x), \quad \forall x \in \Omega, \\
(1.5) \quad & u(x,t) = 0, \quad \frac{\partial \phi(x,t)}{\partial n} = 0, \quad \forall (x,t) \in \partial \Omega_T := \partial \Omega \times (0,T].
\end{align*}
\]

Note that we have suppressed the superscript \( \varepsilon \) in \( (u^\varepsilon, \phi^\varepsilon, p^\varepsilon) \) for notational brevity. Here \( \Omega \subset \mathbb{R}^d \) \( (d = 2,3) \) is bounded domain with \( C^2 \) boundary \( \partial \Omega \). The vector \( u(x,t) \in \mathbb{R}^d \) and the scalar \( p(x,t) \in \mathbb{R} \) denote the velocity and the pressure of the...
fluid mixture at the space time point \((x, t)\), respectively. The scalar function \(\phi\) is called a phase function and is used to indicate the fluid phases. \(\phi\) assumes distinct values in the bulk phases away from a thin layer (called the interfacial region) over which \(\phi\) varies smoothly, and the interface itself can be associated with the zero level set \(\{\phi = 0\}\) of \(\phi\). Also in the model, \(f(\phi) = F'(\phi)\) and \(F(\phi) = \frac{1}{4}(\phi^2 - 1)^2\). The positive constants \(\lambda, \gamma\) and \(\varepsilon\) are the surface tension, the elastic relaxation time, and the capillary width (width of the interfacial layer), respectively. \(\nabla \phi \otimes \nabla \phi\) stands for the \(d \times d\) rank-one matrix \((\nabla \phi)^T \nabla \phi\). It should be noted that \(\varepsilon < < 1\). Equation (1.1) without the stress term \(\lambda \text{div} (\nabla \phi \otimes \nabla \phi)\) is the nonstationary Stokes equation [27], and equation (1.2) without the convection term \(u \cdot \nabla \phi\) is the Allen-Cahn (scalar Ginzburg-Landau) equation [15, 26]. We remark that the original phase field model for two immiscible fluids proposed in [24] couples the Navier-Stokes equations with the Allen-Cahn equation. To avoid some technicalities and to present the idea on how to handle the coupling terms, in this paper we only consider the simplified model (1.1)–(1.5) and shall address the full model in a forthcoming paper.

Interfacial dynamics in the mixture of different fluids, solids or gas has been one of the fundamental issues in hydrodynamics and materials science. It plays an increasingly important role in many current scientific, engineering, and industrial applications (cf. [5, 11] and the references therein). In the classical approaches, the interface is usually considered as a free curve/surface that evolves in time along with fluid. The movement of the interface at each time is determined by a set of interfacial balance conditions. In the case of two immiscible incompressible fluids, the dynamics of the fluid mixture is described by the following coupled non-stationary Stokes equations:

\[
\begin{align*}
\frac{\partial u}{\partial t} - \nu \Delta u + \nabla p &= g & \text{in} \quad \Omega_T \setminus \Gamma_t, \\
\text{div} \, u &= 0 & \text{in} \quad \Omega_T \setminus \Gamma_t, \\
(D(u) - pI)n &= \alpha \kappa n & \text{on} \quad \Gamma_t, \\
[u] &= 0 & \text{on} \quad \Gamma_t,
\end{align*}
\]

with the following initial and boundary conditions:

\[
\begin{align*}
u(x, 0) &= u_0(\xi), & \forall \xi \in \Omega \setminus \Gamma_0, \\
u(x, t) &= 0, & \forall (x, t) \in \partial \Omega_T.
\end{align*}
\]

Here \(\Gamma_t\) denotes the (free) interface at the time \(t\) with the normal \(n\), and the mean curvature \(\kappa\), \(\alpha > 0\) is the surface tension constant. \(D(u) = \frac{1}{2}(\nabla u + (\nabla u)^T)\) denotes the deformation tensor and \(I\) is the \(d \times d\) identity matrix. \([u]\) denotes the jump of the \(u\) across the interface \(\Gamma_t\). Clearly, (1.8) and (1.9) are the interfacial conditions for the fluid mixture, which are the mathematical descriptions of the balances of the normal stress and the movement. We refer to [10] for the theoretical analysis, in particular, the proof of the local existence theorem, of the sharp interface model (1.6)–(1.11).

Computationally, the above free interface problem is very difficult to approximate due to the existence of the surface tension on the interface. In addition, during the evolution the fluid interface may experience topological changes such as self-intersection, pinch-off, splitting, and fattening. When that happens, the classical solution of the free interface problem ceases to exist; it becomes even more challenging to approximate the problem numerically.
To overcome the difficulties, an alternative approach for solving interface problems is the diffuse interface (or phase field) theory, which was originally developed as methodology for modeling and approximating solid-liquid phase transitions in which the effects of surface tension and nonequilibrium thermodynamic behavior may be important at the surface \[21, 8, 16\]. In the theory, the interface is represented as a thin layer of finite thickness. The method uses an auxiliary function (called a phase field function/variable) to indicate the “phase”. The phase field function assumes distinct values in the bulk phases away from the interfacial regions over which the phase function varies smoothly, and the interface itself can be associated with an intermediate contour or level set of the phase function (cf. \[26\] and the references therein). It is in this spirit that the diffuse interface model (1.1)–(1.5) and the sharp interface model (1.6)–(1.11) are connected, and it was indeed shown in \[24\] (also see \[25\]) that the former converges to the latter as \(\varepsilon \to 0\).

The paper is organized as follows. In Section 2, we first recall the basic energy law associated with the phase field model (1.1)–(1.5), and then derive some additional a priori energy estimates which show explicit dependence on the physical parameters \(\varepsilon, \lambda, \gamma\) and \(\nu\). The new a priori energy estimates are necessary for establishing error estimates not only for the proposed numerical methods of this paper but also for any other numerical methods. In Section 3, we propose a continuous in time semi-discrete finite element method for approximating (1.1)–(1.5). The stable \(P_2-P_0\) mixed element is used to discretize the fluid equations, and the continuous quadratic element is employed to discretize the phase equation. It is shown that the proposed semi-discrete finite element method satisfies a discrete energy law which mimics the basic energy law for the differential problem. Optimal order error estimates are also established for the method. Our main idea is to reformulate equation (1.1) by introducing a new “pressure” \(\tilde{p} = p + \frac{1}{2} |\nabla \phi|^2 + \frac{1}{2\varepsilon} F(\phi)\) in place of the original pressure \(p\), and using the \(L^2\) projection \(Q_h f(\phi_h)\), instead of \(f(\phi_h)\), in the discrete scheme. In Section 4, we propose a fully discrete implicit scheme by discretizing the semi-discrete scheme in time using the backward Euler method. It is proved that the proposed fully discrete implicit scheme also enjoys a (fully) discrete energy law which mimics the basic energy law for the differential problem. Optimal order error estimates are also established for the method. This (fully) discrete energy law which paves the way for us to establish the convergence of the fully discrete scheme to the phase field model (1.1)–(1.5) as the mesh sizes \(h, \tau \to 0\), and to the sharp interface limiting model (1.6)–(1.11) as the mesh sizes \(h, \tau \to 0\) and the capillary width \(\varepsilon \to 0\). Finally, in Section 5 we present some numerical experiment results to validate our theoretical results and to show the effectiveness of the combined phase field and finite element approach.

2. A PRIORI ENERGY ESTIMATES

The standard space notations are used in this paper; we refer to \[1, 27\] for their exact definitions. In particular, \(B^*\) denotes the dual space of a Banach space \(B\), \((\cdot, \cdot)\) is used to denote the standard \(L^2(\Omega)\) inner product, \((\cdot, \cdot)\) stands for the dual product between \(H^1_0(\Omega)\) and \(H^{-1}(\Omega)\), and

\[
L^2_0(\Omega) = \{ q \in L^2(\Omega); (q, 1) = 0 \}; \\
V = \{ v \in [H^1_0(\Omega)]^d; \text{div } v = 0 \text{ in } \Omega_T \}; \\
H = \{ v \in [L^2(\Omega)]^d; \text{div } v = 0 \text{ in } \Omega_T \text{ and } v \cdot n|_{\partial \Omega_T} = 0 \}; \\
X = [H^1_0(\Omega)]^d.
\]
In addition, we shall use \( c \) to denote a generic positive constant depending only on \( \Omega \) and \( C \) to denote a generic positive constant depending only on the data \((u_0^\varepsilon, \phi_0^\varepsilon, g, \nu, \lambda, \gamma, \nu, \Omega)\).

Throughout the paper we will make frequent use of the following known inequalities (cf. \[24\]):

\[
(2.1) \|v\|_{L^r} \leq c\|\nabla v\|_{L^2} \quad (2 \leq r \leq 6), \\
(2.2) \|v\|_{H^2} \leq c\|\Delta v\|_{L^2}, \\
(2.3) \|\nabla v\|_{L^4} \leq c\|v\|_{L^2}^{\frac{4-d}{4}}\|\nabla v\|_{L^2}^{\frac{d}{4}}, \\
(2.4) \|\nabla^2 v\|_{L^2} \leq c\|\Delta v\|_{L^2}, \\
(2.5) \|\nabla^3 v\|_{L^2} \leq c\|\nabla^2 \Delta v\|_{L^2} + c\|\Delta v\|_{L^2}, \\
(2.6) \|\nabla^2 v\|_{L^2} \leq c\|\nabla v\|_{L^2}^{\frac{4-d}{4}}\|\nabla v\|_{L^2}^{\frac{d}{4}}, \\
(2.7) \|\nabla^3 v\|_{L^2} \leq c\|\nabla^2 \Delta v\|_{L^2} + c\|\Delta v\|_{L^2},
\]

where \( \Delta = \pi \Delta \) is the Stokes operator and \( \pi \) is the \( L^2 \)-orthogonal projection from \([L^2(\Omega)]^d\) onto \( H \).

Existence and uniqueness of weak solutions of system \([1.1]–[1.5]\) was proved in \[24\] (also see \[25, 23\]) using an energy method. A key ingredient of the proof is to establish the basic energy law for the phase field model (see \(2.18\) below). In this section, after re-establishing the basic energy law, we shall derive some additional a priori estimates for weak solutions to the system \([1.1]–[1.5]\), which will be needed for the error analysis in Section 3. Special attention will be given to tracing the explicit dependence of the a priori estimates on the capillary width \( \varepsilon \).

**Lemma 2.1.** Suppose that \( g \in L^2((0, T); [L^2(\Omega)]^d) \), and the initial values \( u_0^\varepsilon \) and \( \phi_0^\varepsilon \) satisfy \( |\phi_0^\varepsilon| \leq 1 \) and \( E_{x, \lambda}(u_0^\varepsilon, \phi_0^\varepsilon) < \infty \), i.e., the initial energy is bounded. Then every regular solution \((u, \phi, p)\) of system \([1.1]–[1.5]\) satisfies the following estimates: for all \( T \in [0, \infty) \):

\[
(2.8) \quad \text{ess sup}_{t \in [0, T]} \|\phi(t)\|_{L^\infty} \leq 1, \\
(2.9) \quad \text{ess sup}_{t \in [0, T]} \left\{ \|u(t)\|_{L^2}^2 + \lambda \|\nabla \phi(t)\|_{L^2}^2 + \lambda \varepsilon^{-2} F(\phi(t), 1) \right\} \leq C, \\
(2.10) \quad \int_0^T \lambda \gamma \|\Delta \phi(t) - \varepsilon^{-2} f(\phi(t))\|_{L^2}^2 dt \leq C, \\
(2.11) \quad \int_0^T \|u(t)\|_{H^\infty(V \cap L^\infty)}^2 dt \leq C, \\
(2.12) \quad \int_0^T \|\phi(t)\|_{L^\alpha}^\alpha \leq C \quad \text{for } 1 \leq \alpha < \frac{d}{d-1},
\]
where \( \tilde{p} = p + \frac{\lambda}{2} |\nabla \phi|^2 + \frac{\lambda}{\varepsilon^2} F(\phi) \). In addition, there hold

\[
(2.13) \quad \int_0^T \|\Delta \phi(t)\|_{L^2}^2 \, dt \leq C \varepsilon^{-2},
\]

\[
(2.14) \quad \text{ess sup}_{t \in [0,T]} \left\| \int_0^t \tilde{p}(s) \, ds \right\|_{L^2} \leq C \varepsilon^{-\frac{1}{4}},
\]

\[
(2.15) \quad \int_0^T \|u(t)\|_{V^2}^2 \, dt \leq C \varepsilon^{-2},
\]

\[
(2.16) \quad \int_0^T \|\phi(t)\|^2_{L^2} \, dt \leq C \varepsilon^{-2}.
\]

**Proof.** First, testing (1.1) with \( u \) and (1.2) with \( \lambda \gamma^{-1}(\phi_1 + u \cdot \nabla \phi) \) or with \( \lambda (\Delta \phi + \frac{1}{\varepsilon^2} f(\phi)) \), using the differential relation

\[
(2.17) \quad \text{div} (\nabla \phi \otimes \nabla \phi) = \Delta \phi \nabla \phi + \frac{1}{2} \nabla |\nabla \phi|^2,
\]

and adding the resulting equations lead to the following basic energy law for the phase field model:

\[
(2.18) \quad \frac{d}{dt} \mathcal{E}_{\varepsilon, \lambda}(u, \phi) = \int_{\Omega} gu \, dx + \left\{ - \int_{\Omega} \left[ \nu |\nabla u|^2 + \lambda \gamma |\Delta \phi - \frac{1}{\varepsilon^2} f(\phi)|^2 \right] \, dx, \right.
\]

\[
\left. - \int_{\Omega} \left[ \nu |\nabla u|^2 + \lambda \gamma^{-1} |\phi_1 + u \cdot \nabla \phi|^2 \right] \, dx, \right. \]

with

\[
(2.19) \quad \mathcal{E}_{\varepsilon, \lambda}(u, \phi) := \int_{\Omega} \left[ \frac{1}{2} |u|^2 + \frac{\lambda}{2} |\nabla \phi|^2 + \frac{\lambda}{\varepsilon^2} F(\phi) \right] \, dx.
\]

Next, the assertion (2.8) follows from a weak maximum principle (i.e. testing (1.2) with \( \phi^- := \max\{-\phi, 0\} \) and with \( (\phi-1)^+ := \max\{\phi-1, 0\} \)), and the estimates (2.10) and (2.11) follow easily from integrating (2.18) in \( t \) from 0 to \( T \) and using the inequality

\[
|(g, u)| \leq \frac{1}{4} \|u\|^2_{L^2} + \|g\|^2_{L^2}.
\]

To show (2.11), using (2.17) we first rewrite equation (1.1) as

\[
(2.20) \quad u_t - \nu \Delta u + \nabla \tilde{p} + \lambda w \nabla \phi = g, \quad w := \Delta \phi - \frac{1}{\varepsilon^2} f(\phi).
\]

Then testing the above equation with \( v \in V \cap [L^\infty(\Omega)]^d \) we have

\[
(2.21) \quad \langle u_t, v \rangle = -\nu \langle \nabla u, \nabla v \rangle - \lambda \langle w \nabla \phi, v \rangle + \langle g, v \rangle
\]

\[
\leq \nu \|\nabla u\|_{L^2} \|\nabla v\|_{L^2} + \lambda \|w\|_{L^2} \|\nabla \phi\|_{L^2} \|v\|_{L^\infty} + \|g\|_{H^{-1}} \|v\|_{H^1}.
\]

It follows from (2.21), (2.9), and (2.10) that

\[
\int_0^T \|u_t(t)\|^2_{(V \cap L^\infty)} \, dt \leq C,
\]

hence (2.11) holds.

Next, noting that (1.2) can be rewritten as

\[
(2.22) \quad \phi_t = \gamma w - u \cdot \nabla \phi,
\]
then (2.12) follows from (2.9), (2.10), and the following inequality:
\[ \| u \cdot \nabla \phi \|_{L^\alpha} \leq \| u \|_{L^\gamma} \| \nabla \phi \|_{L^\beta} \]
for \( 1 \leq \alpha < \frac{d}{\alpha - 1}, \alpha < \frac{2d}{d-2} \).

To show (2.13), testing equation \( w = \Delta \phi - \varepsilon^{-2} f(\phi) \) with \( \Delta \phi \) we get
\[ \| \Delta \phi \|^2_{L^2} = (w, \Delta \phi) + \frac{1}{\varepsilon^2} (f(\phi), \Delta \phi) \leq \| w \|_{L^2} \| \Delta \phi \|_{L^2} - \frac{1}{\varepsilon^2} (f'(\phi), |\nabla \phi|^2) \]
\[ \leq \frac{1}{2} \| \Delta \phi \|^2_{L^2} + \frac{1}{2} \| w \|^2_{L^2} + \frac{1}{\varepsilon^2} \| \nabla \phi \|^2_{L^2} . \]

Here we have used the fact that \( f'(\phi) = 3\phi^2 - 1 \). The assertion then follows from the above inequality, (2.9), and (2.10).

To show (2.14), we first deduce from equations (1.1) and (2.17) that
\[ (\tilde{\rho}, \nabla v) = (u_t, v) + \nu(\nabla u, \nabla v) + \lambda(w \nabla \phi, v) - (g, v), \]
for all \( v \in [H^1_0(\Omega)]^d \). Then integrating (2.23) in \( t \) yields
\[ \left( \int_0^t \tilde{\rho}(s) ds, \nabla v \right) = \left( u(t) - u_0, v \right) + \nu \left( \int_0^t \nabla u(s) ds, \nabla v \right) \]
\[ + \lambda \left( \int_0^t w(s) \nabla \phi(s) ds, v \right) - \left( \int_0^t g(s) ds, v \right) . \]

Using (2.1)–(2.3) and the inf-sup inequality [18]:
\[ \| q \|_{L^2} \leq c \sup_{v \in X} \frac{\langle \nabla v, q \rangle}{\| \nabla v \|_{L^2}} \quad \forall q \in L^2_0(\Omega), \]
we have
\[ \left\| \int_0^t \tilde{\rho}(s) ds \right\|_{L^2} \leq c \| u(t) \|_{L^2} + c \| u_0 \|_{L^2} + c \nu \int_0^t \| \nabla u \|_{L^2} ds \]
\[ + c \lambda \int_0^t \| w \|_{L^2} \| \nabla \phi \|_{L^2} ds + c \| g \|_{H^{-1}} ds . \]

It then follows from (2.6), (2.13), and (2.26) that
\[ \left\| \int_0^t \tilde{\rho}(s) ds \right\|_{L^2} \leq C \varepsilon^{-\frac{d}{2}} \quad \forall t \in [0, T] . \]

Hence, (2.14) holds.

To verify (2.15), testing (2.24) with \( v \in V \) we have (compare with (2.21))
\[ (u_t, v) = -\nu(\nabla u, \nabla v) - \lambda(w \nabla \phi, v) + (g, v) \]
\[ \leq \nu \| \nabla u \|_{L^2} \| \nabla v \|_{L^2} + \lambda \| w \|_{L^2} \| \nabla \phi \|_{L^2} \| v \|_{L^2} + \| g \|_{H^{-1}} \| v \|_{H^1} . \]

It then follows from (2.28) and the interpolation inequality (cf. [1])
\[ \| \nabla \phi \|_{L^2} \leq C \| \nabla \phi \|_{L^2}^{\frac{6-d}{2}} \| \Delta \phi \|_{L^2}^{\frac{d}{2}} + C \| \nabla \phi \|_{L^2} \]
that
\[ \| u_t \|_{V'} \leq C \left\{ \| \nabla u \|_{L^2} + \| w \|_{L^2} \left( \| \nabla \phi \|_{L^2}^{\frac{6-d}{2}} \| \Delta \phi \|_{L^2}^{\frac{d}{2}} + \| \nabla \phi \|_{L^2} \right) \right\} . \]

Together with (2.9), (2.10), and (2.13), the above estimate implies that
\[ \int_0^T \| u_t(t) \|_{V'}^{\frac{12}{11}} \, dt \leq C \varepsilon^{-2} ; \]
then (2.15) holds.

Finally, it follows from (2.24) and the interpolation inequality that

\[ \|\phi_t\|_{L^2} \leq \gamma \|w\|_{L^2} + \|u \cdot \nabla \phi\|_{L^2} \]
\[ \leq \gamma \|w\|_{L^2} + \|u\|_{L^4}^2 + \|\nabla \phi\|_{L^4}^2 \]
\[ \leq \gamma \|w\|_{L^2} + c \|u\|_{L^2}^2 \|\nabla \phi\|_{L^2}^2 + c \|\nabla \phi\|_{L^2}^2 \|\Delta \phi\|_{L^2}^2 , \]

which, together with (2.9), (2.10), and (2.13) immediately yields (2.16). \(\Box\)

The next lemma derives a priori estimates in higher norms for \((u, \phi)\) under stronger assumptions on the initial data \((u_0^\varepsilon, \phi_0^\varepsilon)\).

**Lemma 2.2.** In addition to the assumptions of Lemma 2.1 let \(d = 2\), and suppose that \(u_0^\varepsilon \in V, \phi_0^\varepsilon \in H^2(\Omega)\). Then every regular solution \((u, \phi)\) of problems (1.1) - (1.5) satisfies the following estimates:

\[ (2.29) \quad \nu \|\nabla u(t)\|_{L^2}^2 + \frac{\lambda^2}{\gamma} \|\Delta \phi(t)\|_{L^2}^2 \]
\[ + \int_0^t \left[ \|\Delta u(s)\|_{L^2}^2 + \lambda^2 \|\nabla \Delta \phi\|_{L^2}^2 \right] ds \leq C \exp\left(\frac{C_0}{\varepsilon^2}\right), \]

\[ (2.30) \quad \int_0^t \left[ \|u_t(s)\|_{L^2}^2 + \|\nabla p(s)\|_{L^2}^2 \right] ds \leq C \exp\left(\frac{C_0}{\varepsilon^2}\right), \]

for all \(0 \leq t \leq T\). Here \(c_0 = c_0(u_0^\varepsilon, \phi_0^\varepsilon, g, \nu, \lambda, \gamma, T, \Omega)\) is some positive constant.

**Remark 2.1.** The idea of the proof is to test equations (1.1) and (1.2) with \(u_t - \nu \Delta u\) and \(\lambda^2 \gamma^{-1} \Delta^2 \phi\), respectively. However, it is easy to see that integration by parts in (1.2) will result in the boundary integral term \(\lambda^2 \gamma^{-1} \int_{\partial \Omega} \frac{\partial \Delta \phi}{\partial n} (\phi_t - \gamma \Delta \phi) \, d\sigma\), which is not easy to control since it involves higher order derivatives of \(\phi\) on the boundary.

A common strategy to overcome this kind of difficulty in PDE analysis is: first to use a cut-off function technique to eliminate the boundary integral term and to get the desired interior estimates (i.e., estimates on any compact subdomain \(\Omega'\) of \(\Omega\); then to get the desired boundary estimates by a boundary straightening technique (cf. \S 6.2 and \S 8.4 of [17]). The cut-off function technique would use \((\lambda^2 \gamma^{-1} \Delta^2 \phi)\xi\), instead of \(\lambda^2 \gamma^{-1} \Delta^2 \phi\), to test (1.2), where \(\xi\) is a cut-off function which is smooth with compact support in \(\Omega\), that is, \(\text{supp} \xi \subset \subset \Omega\). As mentioned above, the very reason for using the cut-off function is to kill the boundary integral term. The trade-off is that one now gets some additional interior integral terms which are usually controllable.

To avoid the technicality of using cut-off functions and because our goal is only to show that a priori estimates of the solutions to (1.1) - (1.3) in higher norms depend on \(\frac{1}{\varepsilon}\) exponentially, in the following proof we simply ignore the boundary integral term, which implies that we implicitly assume \(\phi\) satisfies \(\frac{\partial \Delta \phi}{\partial n} = 0\) on \(\partial \Omega_T\). One may regard estimates (2.29) and (2.30) as interior estimates. A proof for the boundary and global estimates can be carried out using the cut-off function technique and the boundary straightening technique (cf. [17] [22]). It is clear that when the interior estimates grow exponentially in \(\frac{1}{\varepsilon}\), so do the global estimates.
Proof. Testing (1.1) with $u_t - \nu \Delta u$ and (1.2) with $\lambda^2 \gamma^{-1} \Delta^2 \phi$ and adding the resulting equations, we get

$$
\|u_t\|_{L^2}^2 + \nu \frac{d}{dt} \|\nabla u\|_{L^2}^2 + \nu^2 \|\Delta u\|_{L^2}^2 + \frac{\lambda^2}{2\gamma} \frac{d}{dt} \|\Delta \phi\|_{L^2}^2 + \lambda^2 \|\nabla \Delta \phi\|_{L^2}^2
$$

(2.31)

$$
= (g, u_t - \nu \Delta u) - \lambda (\Delta \phi \nabla \phi, u_t - \nu \Delta u) + \frac{\lambda^2}{\gamma} (\nabla(u \cdot \nabla \phi), \nabla \Delta \phi) + \frac{\lambda^2}{\gamma^2} (f'(\phi) \nabla \phi, \nabla \Delta \phi).
$$

Using (2.31)–(2.3), each term on the right-hand side of (2.31) can be bounded from above as follows:

$$
| (g, u_t - \nu \Delta u) | \leq \frac{1}{6} \|u_t\|_{L^2}^2 + \frac{\nu^2}{6} \|\Delta u\|_{L^2}^2 + \frac{\lambda^2}{3} \|\nabla \phi\|_{L^4}^2 \|\Delta \phi\|_{L^2}^2,
$$

(2.32)

$$
|\lambda (\Delta \phi \nabla \phi, u_t - \nu \Delta u)|
\leq \frac{1}{6} \|u_t\|_{L^2}^2 + \frac{\nu^2}{6} \|\Delta u\|_{L^2}^2 + 3\lambda^2 \|\nabla \phi\|_{L^4}^2 \|\Delta \phi\|_{L^2}^2,
$$

(2.33)

$$
\frac{\lambda^2}{\gamma} \|\nabla(u \cdot \nabla \phi), \nabla \Delta \phi)\
\leq \frac{\lambda^2}{16} \|\nabla \Delta \phi\|_{L^2}^2 + \frac{4\lambda^2}{\gamma^2} \|\nabla(u \cdot \nabla \phi)\|_{L^2}^2
\leq \frac{\lambda^2}{16} \|\nabla \Delta \phi\|_{L^2}^2 + \frac{4\lambda^2}{\gamma^2} \left[ \|\nabla u\|_{L^4}^2 \|\nabla \phi\|_{L^4}^2 + \|u\|_{L^\infty} \|\nabla^2 \phi\|_{L^2}^2 \right]
\leq \frac{\lambda^2}{8} \|\nabla \Delta \phi\|_{L^2}^2 + \frac{\lambda^2}{6} \|\Delta u\|_{L^2}^2
+ c\nu^{-\frac{3d}{2d-3}} \left( \|\nabla u\|_{L^2}^2 \|\nabla \phi\|_{L^4}^8 + \|u\|_{L^2}^2 \|\Delta \phi\|_{L^2}^8 \right),
$$

(2.34)

$$
\frac{\lambda^2}{\varepsilon^2} \|\nabla f'\|_{L^2}^2 \|\nabla \phi, \nabla \Delta \phi) | \leq \frac{\lambda^2}{8} \|\nabla \Delta \phi\|_{L^2}^2 + \frac{8\lambda^2}{\varepsilon^2} \|\nabla \phi\|_{L^2}^2.
$$

(2.35)

Substituting (2.32)–(2.35) with $d = 2$ into (2.31), we get

$$
2\nu \frac{d}{dt} \|\nabla u\|_{L^2}^2 + \frac{\lambda^2}{\gamma} \frac{d}{dt} \|\Delta \phi\|_{L^2}^2 + \|u_t\|_{L^2}^2 + \nu^2 \|\Delta u\|_{L^2}^2 + \lambda^2 \|\nabla \Delta \phi\|_{L^2}^2
\leq 6 \|g\|_{L^2}^2 + \frac{16\lambda^2}{\varepsilon^2} \|\nabla \phi\|_{L^2}^2 + d(t) \frac{\lambda^2}{\gamma} \|\Delta \phi\|_{L^2}^2,
$$

(2.36)

where

$$
d(t) = c\lambda^2 (\|u\|_{H^1} \|\Delta \phi\|_{L^2} + \|u\|_{H^1} \|\Delta \phi\|_{L^2})
+ c\nu^{-\frac{3d}{2d-3}} \|\nabla u\|_{L^2}^2 \|\phi\|_{H^1}^8 + \|u\|_{L^2}^2 \|\Delta \phi\|_{L^2}^8).$$
Finally, testing \( (1.1) \) with \( 2\nabla p \) and using the identity \( (2.17) \) we get
\[
(2.37) \quad 2\|\nabla p\|_{L^2}^2 = 2(g, \nabla p) - 2\lambda(\Delta\phi\nabla\phi, \nabla p) - \lambda(\nabla|\nabla\phi|^2, \nabla p) + 2\nu(\Delta u, \nabla p) \\
\leq \|\nabla p\|_{L^2}^2 + 4\lambda^2(\|\Delta\phi\|_{L^1}^2 + \|\nabla^2\phi\|_{L^4}^2) \|\nabla\phi\|_{L^4}^2 + 4\|g\|_{L^2}^2 + 4\nu^2\|\Delta u\|_{L^2}^2 \\
\leq \|\nabla p\|_{L^2}^2 + \frac{\lambda^2}{2} \|\nabla \Delta \phi\|_{L^2}^2 + c\lambda^2\|\phi\|_{H^1}^4 \|\Delta \phi\|_{H^1}^2 + 4\|g\|_{L^2}^2 + 4\nu^2\|\Delta u\|_{L^2}^2,
\]
for \( d = 2 \). Integrating \( (2.36) \) and \( (2.37) \) from 0 to \( t \), respectively, and applying Gronwall’s inequality and Lemma \( 2.1 \) yield \( (2.29) \) and \( (2.30) \).

\[\square\]

**Remark 2.2.** The estimates of Lemma \( 2.2 \) are proved for the case \( d = 2 \). When \( d = 3 \), since \( \frac{2d}{d-2} = 6 > 2 \), the estimates only hold locally in time. We also note that the exponential dependence of the bounds on \( \frac{1}{h^2} \) arises from the polynomial dependence on \( \frac{1}{h^2} \) of \( \|\Delta \phi\|_{L^2(\Omega_r)}^2 \).

### 3. Continuous in time semi-discrete finite element approximation

#### 3.1. Formulation of semi-discrete finite element method

Let \( T_h \) be a quasi-uniform “triangulation” of the domain \( \Omega \) of mesh size \( 0 < h < 1 \) and \( \Omega = \bigcup_{K \in T_h} K \) (\( K \in T_h \) are tetrahedrons in the case \( d = 3 \)). For a nonnegative integer \( r \), let \( P_r(K) \) denote the space of polynomials of degree less than or equal to \( r \) on \( K \). We introduce the finite element spaces

\[ X_h = \{v_h \in [C^0(\bar{\Omega})]^d \cap [H^1_0(\Omega)]^d; v_h|_K \in [P_2(K)]^d\}, \]
\[ V_h = \{v_h \in X_h; (\text{div } v_h, q_h) = 0, \forall q_h \in M_h\}, \]
\[ M_h = \{q_h \in L^2_0(\Omega); q_h|_K \in P_0(K)\}, \quad Y_h = \{\psi_h \in C^0(\bar{\Omega}); \psi_h|_K \in P_2(K)\}. \]

It is well known that \( [7, 18] \) the \( P_2-P_0 \) mixed finite element space \( (X_h, M_h) \) is a stable pair for the Stokes and Navier–Stokes equations since it satisfies the inf-sup condition
\[
\sup_{v_h \in X_h} \frac{(\text{div } v_h, q_h)}{\|\nabla v_h\|_{L^2}} \geq c \|q_h\|_{L^2}, \quad \forall q_h \in M_h.
\]

To introduce our semi-discrete finite element method, we need some preparations. Define the \( L^2 \)-orthogonal projections \( P_h : [L^2(\Omega)]^d \rightarrow V_h \), \( Q_h : L^2(\Omega) \rightarrow Y_h \) and \( \rho_h : L^2(\Omega) \rightarrow M_h \) such that
\[
(v - P_h v, v_h) = 0 \quad \forall v \in [L^2(\Omega)]^d, v_h \in V_h, \]
\[
(\psi - Q_h \psi, \psi_h) = 0 \quad \forall \psi \in L^2(\Omega), \psi_h \in Y_h, \]
\[
(q - \rho_h q, q_h) = 0 \quad \forall q \in L^2(\Omega), q_h \in M_h.
\]

We also define the discrete Laplacian \( \Delta_h : Y_h \rightarrow Y_h \cap L^2_0(\Omega) \) by
\[
(\Delta_h \phi_h, \psi_h) = -\langle \nabla \phi_h, \nabla \psi_h \rangle \quad \forall \phi_h, \psi_h \in Y_h.
\]
It is well known that \([6, 9, 13, 20]\) the finite element spaces \(X_h, M_h, Y_h\) and the operators \(P_h, Q_h, R_h\) satisfy the following approximation properties: for \(j = 1, 2, 3,\)

\[
\|v - P_h v\|_{L^2} + h \|\nabla (v - P_h v)\|_{L^2} \leq c h^j |v|_{H^j}, \quad \forall v \in V \cap [H^j(\Omega)]^d,
\]
\[
\|q - \rho_h q\|_{L^2} \leq c h^j |q|_{H^j}, \quad \forall q \in H^1(\Omega),
\]
\[
\|\chi - Q_h \chi\|_{L^2} + h \|\nabla (\chi - Q_h \chi)\|_{L^2} \leq c h^j |\chi|_{H^j}, \quad \forall \chi \in H^1(\Omega),
\]
\[
\|\nabla \psi_h\|_{L^4} \leq c (\|\nabla \psi_h\|_{L^2} + \|\Delta_h \psi_h\|_{L^2})^{\frac{2}{3}} \|\nabla \psi_h\|_{L^2}^\frac{4}{3} \quad \forall \psi_h \in Y_h,
\]
\[
\|\psi_h\|_{L^\infty} \leq c (\|\psi_h\|_{L^2}^{\frac{2}{3}} + \|\Delta_h \psi_h\|_{L^2}^\frac{2}{3})^{\frac{3}{2}} \quad \forall \psi_h \in Y_h \text{ with } \frac{\partial \psi_h}{\partial n}|_{\partial \Omega} = 0,
\]
\[
\|\nabla \psi_h\|_{L^3} \leq c (\|\nabla \psi_h\|_{L^2}^{\frac{2}{3}} + \|\Delta_h \psi_h\|_{L^2}^\frac{2}{3})^{\frac{3}{2}} \quad \forall \psi_h \in Y_h,
\]
\[
\|\nabla \psi_h\|_{L^2} \leq c h^{-1} \|\psi_h\|_{L^2} \quad \forall \psi_h \in Y_h,
\]
\[
\|\nabla \psi_h\|_{L^2} \leq c h^{-1} \|\psi_h\|_{L^2} \quad \forall \psi_h \in X_h.
\]

Remark 3.1. The estimates (3.5), (3.6), and (3.7) are the standard results of the finite element spaces \([9, 18]\). Proofs of (3.2) and (3.4) can be found in the papers by Heywood and Rannacher \([20]\) and Bramble and Xu \([6]\). (3.5)–(3.7) were proved by Heywood and Rannacher in \([20]\) for finite element functions with zero boundary values. By essentially repeating the proof given in \([20]\) one can show that these interpolation inequalities also hold for general finite element functions as stated above.

Recall that the weak formulation of (1.1)–(1.5) is defined as: find \((u(t), \phi(t), p(t))\) such that

\[
\begin{align*}
u \in L^\infty((0, T); [L^2(\Omega)]^d) \cap L^2((0, T); X) \cap H^1((0, T); (V \cap L^\infty(\Omega))^*), \\
\phi \in L^\infty((0, T); L^2(\Omega)) \cap L^2((0, T); H^2(\Omega)) \cap H^1((0, T); L^2(\Omega)), \\
p \in L^2((0, T); L^2(\Omega)),
\end{align*}
\]

and for all \((v, \psi, q) \in [H^1_0(\Omega)]^d \times H^2(\Omega) \times L^2_0(\Omega)\) there hold

\[
\begin{align*}
\langle u_t, v \rangle + \nu \langle \nabla u, \nabla v \rangle - \langle p, \text{div } v \rangle - \lambda \langle \nabla \phi \otimes \nabla \phi, \nabla v \rangle &= \langle g, v \rangle, \\
\langle \phi_t, \psi \rangle + b(u, \phi, \psi) + \gamma \langle \nabla \phi, \nabla \psi \rangle + \frac{\gamma}{\nu} (f(\phi), \psi) &= 0, \\
(\text{div } u, q) &= 0,
\end{align*}
\]

with the initial conditions \(u(0) = u_0^\lambda\) and \(\phi(0) = \phi_0^\lambda\), where

\[
b(u, \phi, \psi) = (u \cdot \nabla \phi, \psi).
\]

It was shown that (cf. \([24, 25]\); also see \([23]\)) (3.10)–(3.12) has a unique weak solution for \(g \in L^2((0, T); [L^2(\Omega)]^d)\). Hence, integrating by parts in the fourth term on the left-hand side of (3.10) and using the identity (2.17), equation (3.10) can be rewritten as

\[
\langle u_t, v \rangle + \nu \langle \nabla u, \nabla v \rangle - \langle \tilde{p}, \text{div } v \rangle + \lambda b(v, \phi, \Delta \phi) = (g, v),
\]

where

\[
\tilde{p} := p + \frac{\lambda}{2} |\nabla \phi|^2.
\]

\footnote{The uniqueness holds for all \(\nu > 0\) when \(d = 2\), but it is only proved for sufficiently large \(\nu\) when \(d = 3\).}
One may now construct finite element approximations based on the formulation (3.14), (3.11), and (3.12). Unfortunately, such a finite element method does not satisfy a discrete energy law which mimics the basic energy law (2.18) due to the fact that \( f(\phi_h) \) is not a finite element function in \( Y_h \) even though \( \phi_h \) is. To overcome the difficulty, our idea is to rewrite (3.10) into another equivalent form

\[
(3.16) \quad \langle u_t, v \rangle + \nu (\nabla u, \nabla v) - (\tilde{p}, \text{div } v) - \frac{\lambda}{\varepsilon} (f(\phi) \nabla \phi, v) + \lambda b(v, \phi, \Delta \phi) = (g, v),
\]

where

\[
(3.17) \quad \tilde{p} := p + \frac{\lambda}{2} |\nabla \phi|^2 + \frac{\lambda}{\varepsilon^2} F(\phi).
\]

It is interesting to note that the sum of the last two terms in the definition of \( \tilde{p} \) is exactly the energy density function for the Allen-Cahn equation (cf. [12]). We also remark that the idea of introducing the “new pressure” \( \tilde{p} \) is also used in [3] to develop a convergent fully discrete finite element method for an Ericksen-Leslie model for the flow of liquid crystals.

Based on the new weak formulation (3.16), (3.11), and (3.12), our semi-discrete finite element approximation of problems (1.1)–(1.5) is defined as follows: find \( (u_h(t), \phi_h(t), \tilde{p}_h(t)) \in X_h \times Y_h \times M_h \) such that for all \( t \in (0, T] \) and \( (v_h, \psi_h, q_h) \in X_h \times Y_h \times M_h \)

\[
(3.18) \quad \langle u_{ht}, v_h \rangle + \nu (\nabla u_h, \nabla v_h) - (\tilde{p}_h, \text{div } v_h) - \frac{\lambda}{\varepsilon^2} (Q_h f(\phi_h) \nabla \phi_h, v_h) + \lambda b(v_h, \phi_h, \Delta \phi_h) = (g, v_h),
\]

\[
(3.19) \quad \langle \phi_{ht}, \psi_h \rangle + b(u_h, \phi_h, \psi_h) + \gamma (\nabla \phi_h, \nabla \psi_h) + \frac{\gamma}{\varepsilon^2} (f(\phi_h), \psi_h) = 0,
\]

\[
(3.20) \quad \langle \text{div } u_h, q_h \rangle = 0,
\]

with the initial conditions \( u_h(0) = u_{0h} := P_h u_0 \) and \( \phi_h(0) = \phi_{0h} := Q_h \phi_0 \).

The most important property of the semi-discrete scheme (3.18)–(3.20) is the following discrete energy law.

**Lemma 3.1.** Let \( (u_h, \phi_h, \tilde{p}_h) \) solve (3.18)–(3.20). Then it holds that

\[
(3.21) \quad \mathcal{E}_{\varepsilon,\lambda}(u_h(t), \phi_h(t)) + \int_0^t \{ \nu \|\nabla u_h(s)\|^2_{L^2} + \lambda \gamma \|Q_h \Delta \phi_h(s)\|L^2 \} ds = \mathcal{E}_{\varepsilon,\lambda}(u_h(0), \phi_h(0)) + \int_0^t (g(s), u_h(s)) ds
\]

for all \( t \in [0, T] \). Here \( \mathcal{E}_{\varepsilon,\lambda}(\cdot, \cdot) \) is defined by (2.14).

**Proof.** Note that if we let

\[
(3.22) \quad w_h := Q_h [\Delta_h \phi_h - \varepsilon^{-2} f(\phi_h)],
\]

then (3.18)–(3.19) can be rewritten as

\[
(3.23) \quad \langle u_{ht}, v_h \rangle + \nu (\nabla u_h, \nabla v_h) - (\tilde{p}_h, \text{div } v_h) + \lambda b(v_h, \phi_h, w_h) = (g, v_h),
\]

\[
(3.24) \quad \langle \phi_{ht}, \psi_h \rangle + b(u_h, \phi_h, \psi_h) - \gamma (w_h, \psi_h) = 0.
\]

The desired identity (3.21) can be obtained by setting \( v_h = u_h \) in (3.23), \( \psi_h = -\lambda w_h \) in (3.24), \( q_h = \tilde{p}_h \) in (3.20), testing (3.22) with \( \frac{\partial w_h}{\partial t} \), adding the resulting equations, and integrating the sum from 0 to \( t \). \( \square \)
Remark 3.2. (a) The discrete energy law (3.21) and an application of the fixed point theorem in finite-dimensional spaces immediately imply the solvability of the scheme (3.18–3.20).

(b) The above proof actually suggests how to implement the scheme (3.18–3.20) in practice. That is, \( w_h \) should be formed in each time step (cf. Section 4) by solving the following equation:

\[
(w_h, \chi_h) = - (\nabla \phi_h, \nabla \chi_h) - \frac{1}{\varepsilon^2} (f(\phi_h), \chi_h) \quad \forall \chi_h \in Y_h.
\]

Lemma 3.2. Suppose that \( g \in L^2((0, T); [L^2(\Omega)]^d) \), and the initial values \( u_0^{\varepsilon} \) and \( \phi_0^{\varepsilon} \) satisfy \( |\phi_0^{\varepsilon}| \leq 1 \) and \( E_{\varepsilon, \lambda}(u_0^{\varepsilon}, \phi_0^{\varepsilon}) < \infty \), and let \((u_h, \phi_h, \bar{\rho}_h)\) solve (3.18–3.20). Then there hold

\[
\begin{align*}
(3.25) & \quad \text{ess sup}_{t \in [0, T]} \left\{ \|u_h(t)\|_{L^2}^2 + \lambda \|\nabla \phi_h(t)\|_{L^2}^2 + \lambda \varepsilon^{-2} (F(\phi_h(t)), 1) \right\} \leq C, \\
(3.26) & \quad \int_0^T \nu \|\nabla u_h(t)\|_{L^2}^2 \, dt + \lambda \gamma \int_0^T \|Q_h[\Delta_h \phi_h(t) - \varepsilon^{-2} f(\phi_h(t))]\|_{L^2}^2 \, dt \leq C, \\
(3.27) & \quad \int_0^T \|u_h(t)\|_{(V \cap L^\infty)}^2 \, dt \leq C, \\
(3.28) & \quad \int_0^T \|\phi_h(t)\|_{L^\alpha}^\alpha \leq C \quad \text{for } 1 \leq \alpha < \frac{d}{d-1}, \\
(3.29) & \quad \lambda \gamma \int_0^t \|\Delta_h \phi_h\|_{L^2}^2 \, ds \leq C \varepsilon^{-4}, \\
(3.30) & \quad \text{ess sup}_{t \in [0, T]} \left\| \int_0^t \bar{\rho}_h(s) \, ds \right\|_{L^2} \leq C \varepsilon^{-\frac{d}{2}}.
\end{align*}
\]

Proof. (3.25) and (3.26) follow immediately from an application of Young’s inequality and (3.21).

To show (3.27), for any \( v \in V \cap [L^\infty(\Omega)]^d \) setting \( v_h = P_h v \) in (3.23) and using (3.2) we get

\[
(u_{ht}, v) = - \nu (\nabla u_{ht}, \nabla P_h v) - \lambda b(P_h v - v, \phi_h, w_h) + (g, P_h v)
\leq \nu \|\nabla u_{ht}\|_{L^2} \|\nabla v\|_{L^2} + \lambda \|w_h\|_{L^2} \|\nabla \phi_h\|_{L^2} \|v\|_{L^\infty} \\
+ \lambda \|w_h\|_{L^\infty} \|\nabla \phi_h\|_{L^2} \|P_h v - v\|_{L^2} + c \|g\|_{H^{-1}} \|\nabla v\|_{L^2}
\leq \nu \|\nabla u_{ht}\|_{L^2} \|\nabla v\|_{L^2} + c \lambda \|w_h\|_{L^2} \|\nabla \phi_h\|_{L^2} (\|v\|_{L^\infty} + \|\nabla v\|_{L^2}) \\
+ c \|g\|_{H^{-1}} \|\nabla v\|_{L^2}.
\]

It follows from the above estimate and (3.25)–(3.26) that

\[
\int_0^T \|u_{ht}\|_{(V \cap L^\infty)}^2 \, dt \leq C,
\]

hence, (3.27) holds.

To verify (3.28), let \( \alpha' \) denote the conjugate of \( \alpha \), for any \( \psi \in L^{\alpha'}(\Omega) \) setting \( \psi_h = Q_h \psi \) in (3.24), and using (3.25) we get

\[
(\phi_{ht}, \psi) = \gamma (w_h, \psi) - b(u_h, \phi_h, Q_h \psi) \\
\leq \gamma \|w_h\|_{L^\alpha} \|\psi\|_{L^{\alpha'}} + \|u_h \nabla \phi_h\|_{L^\alpha} \|\psi\|_{L^{\alpha'}}.
\]

Hence,

\[
\|\phi_{ht}\|_{L^\alpha} \leq \gamma \|w_h\|_{L^\alpha} + \|u_h \nabla \phi_h\|_{L^\alpha},
\]
which along with (3.25)–(3.26) imply (3.28).

To show (3.29) and (3.30), we deduce from (3.6), (3.22), and (3.25) that

\begin{align}
(3.31) \quad \|\phi_h\|_{L^2}^2 &= \int_{\Omega} (\phi_h^2 - 1) dx + |\Omega| \leq C,
(3.32) \quad \|\Delta_h \phi_h\|_{L^2}^2 &= (w_h, \Delta_h \phi_h) + \varepsilon^{-2} (f(\phi_h), \Delta_h \phi_h) \\
&\leq \frac{1}{2} \|\Delta_h \phi_h\|_{L^2}^2 + \|w_h\|_{L^2}^2 + \varepsilon^{-4} \| (\phi_h^2 - 1) \phi_h \|_{L^2}^2 \\
&\leq \frac{1}{2} \|\Delta_h \phi_h\|_{L^2}^2 + \|w_h\|_{L^2}^2 + C\varepsilon^{-4} \left\{ \|\nabla \phi_h\|_{L^2}^2 + \|\phi_h\|_{L^2}^2 \right\} \\
&\leq \frac{1}{2} \|\Delta_h \phi_h\|_{L^2}^2 + \|w_h\|_{L^2}^2 + C\varepsilon^{-4}.
\end{align}

Integrating (3.32) from 0 to \(t\) and using (3.26) we have

\begin{equation}
(3.33) \quad \lambda\gamma \int_0^t \|\Delta_h \phi_h\|_{L^2}^2 ds \leq C\varepsilon^{-4},
\end{equation}

hence, (3.29) holds.

Integrating (3.33) from 0 to \(t\) we find

\begin{equation}
(3.34) \quad \left( \int_0^t \bar{p}_h ds, \text{div } v_h \right) = (u_h(t) - u_0, v_h) + \nu \left( \int_0^t \nabla u_h ds, \nabla v_h \right) \\
+ \lambda \left( \int_0^t w_h \nabla \phi_h ds, v_h \right) - \left( \int_0^t g ds, v_h \right).
\end{equation}

It follows from (2.1), (3.1), (3.7), (3.25)–(3.26), and (3.33)–(3.34) that

\begin{align*}
\left\| \int_0^t \bar{p}_h ds \right\|_{L^2} &\leq c\|u_h(t)\|_{L^2} + c\|u_0\|_{L^2} + cvT^{\frac{1}{2}} \left( \int_0^t \|\nabla u_h\|_{L^2}^2 ds \right)^{\frac{1}{2}} \\
&+ c\lambda \left( \int_0^t \|w_h\|_{L^2}^2 ds \right)^{\frac{1}{2}} \left( \int_0^t \|\nabla \phi_h\|_{L^2}^2 ds \right)^{\frac{1}{2}} + cT^{\frac{1}{2}} \left( \int_0^t \|g\|_{L^2}^2 ds \right)^{\frac{1}{2}} \\
&\leq C + c\lambda \left( \int_0^t \|w_h\|_{L^2}^2 ds \right)^{\frac{1}{2}} \left( \int_0^t \|\nabla \phi_h\|_{L^2}^2 ds \right)^{\frac{1}{2}} \\
&+ c\lambda \left( \int_0^t \|w_h\|_{L^2}^2 ds \right)^{\frac{1}{2}} \left( \int_0^t \|\nabla \phi_h\|_{L^2}^2 ds \right)^{\frac{1}{2}} \left( \int_0^t \|\Delta_h \phi_h\|_{L^2}^2 ds \right)^{\frac{1}{2}} \\
&\leq C\varepsilon^{-\frac{3}{4}} \quad \forall t \in [0, T],
\end{align*}

which gives (3.30). The proof is complete. \(\Box\)

### 3.2. Error estimates for the semi-discrete finite element method.

The goal of this subsection is to establish optimal order error estimates for the solution \((u_h, \phi_h, p_h)\) of the semi-discrete scheme (3.18)–(3.21). The analysis involves some delicate applications of norm interpolation results in Sobolev spaces in order to handle the nonlinear coupling terms in the error equations.
Theorem 3.1. Under the assumptions of Lemma 2.2 it holds that

\[
\begin{align*}
(3.35) \quad \int_0^T (\nu \|\nabla (u(t) - u_h(t))\|_{L^2}^2 + \lambda \|\Delta \phi(t) - \Delta_h \phi_h(t)\|_{L^2}^2)dt \\
+ \sup_{0 \leq t \leq T} \left\{ \|u(t) - u_h(t)\|_{L^2}^2 + \lambda \|\phi(t) - \phi_h(t)\|_{H^1}^2 \right\} \leq C \varepsilon^{-4} e^{\sigma_0 r^3} h^2,
\end{align*}
\]

\[
(3.36) \quad \left\| \int_0^t (\bar{p}(t) - \bar{p}_h(t)) dt \right\|_{L^2}^2 \leq C \varepsilon^{-4} e^{\sigma_0 r^3} h^2.
\]

Proof. Subtracting (3.18) from (3.16) with \( v = v_h \), (3.19) from (3.11) with \( \phi = \psi_h \), and (3.20) from (3.12) with \( q = q_h \), we obtain the following error equations:

\[
(3.37) \quad (u_t - u_{ht}, v_h) + \nu(\nabla (u - u_h), \nabla v_h) - (\bar{p} - \bar{p}_h, \text{div} v_h) + (q_h, \text{div} (u - u_h)) \\
+ \lambda b(v_h, \phi - \phi_h, \Delta \phi) + \lambda b(v_h, \phi_h, \Delta \phi - \Delta_h \phi_h)
\]

\[
- \frac{\lambda}{\varepsilon^2} \left( (f(\phi) - Q_h f(\phi_h)) \nabla \phi + Q_h f(\phi_h) \nabla (\phi - \phi_h), v_h \right) = 0,
\]

\[
(3.38) \quad (\phi_t - \phi_{ht}, \psi_h) - \gamma (\Delta \phi - \Delta_h \phi_h, \psi_h) + b(u - u_h, \phi, \psi_h) + b(u_h, \phi - \phi_h, \psi_h)
\]

\[
+ \frac{\gamma}{\varepsilon^2} (f(\phi) - f(\phi_h), \psi_h) = 0,
\]

for all \((v_h, \psi_h, q_h) \in (X_h, Y_h, M_h)\). Setting \((e_u, e_\phi, e_\psi) = (P_h u - u_h, Q_h \phi - \phi_h, \rho h \bar{p} - \bar{p}_h)\) and taking \((v_h, q_h) = (e_u, e_\phi)\) in (3.37), \(\psi_h = \lambda (e_\phi - \Delta_h e_\phi)\) in (3.38), and adding these two relations, we obtain

\[
(3.39) \quad \frac{1}{2} \frac{d}{dt} \left\{ \|u\|_{L^2}^2 + \lambda \|e_\phi\|_{L^2}^2 \right\} + \nu \|\nabla e_u\|_{L^2}^2 + \lambda \gamma (\|\nabla e_\phi\|_{L^2}^2 + \|\Delta_h e_\phi\|_{L^2}^2)
\]

\[
+ \lambda b(e_u, e_\phi, \Delta \phi) + \lambda b(e_u, \phi_h, \Delta_h e_\phi) + \lambda b(e_u, \phi, e_\phi - \Delta_h e_\phi)
\]

\[
+ \lambda b(u_h, e_\phi, e_\phi - \Delta_h e_\phi) + \frac{\lambda}{\varepsilon^2} (f(\phi) - f(\phi_h), e_\phi - \Delta_h e_\phi)
\]

\[
- \frac{\lambda}{\varepsilon^2} (f(\phi) \nabla (\phi - \phi_h) + (f(\phi) - f(\phi_h)) \nabla \phi_h + (f(\phi_h) - Q_h f(\phi_h) \nabla \phi_h, e_u)
\]

\[
= \lambda b(e_u, Q_h \phi - \phi_h, \Delta \phi) + \lambda b(e_u, \phi_h, \Delta_h Q_h \phi - \Delta \phi)
\]

\[
+ \lambda b(P_h u - u, \phi, e_\phi - \Delta_h e_\phi)
\]

\[
+ \lambda b(u_h, Q_h \phi - \phi_h, e_\phi - \Delta_h e_\phi)
\]

\[
+ (\bar{p} - \rho h \bar{p}, \text{div} e_u)
\]

\[
+ \nu (\nabla e_u, \nabla (P_h u - u))
\]

\[
+ \lambda \gamma (\nabla e_\phi, \nabla (Q_h \phi - \phi_h)) + \lambda \gamma (\Delta_h e_\phi, \Delta_h Q_h \phi - \Delta \phi).
\]

By (2.11), (3.30)–(3.31) and some direct calculations we get

\[
\frac{\lambda \gamma}{\varepsilon^2} (f(\phi) - f(\phi_h), e_\phi)
\]

\[
= \frac{\lambda \gamma}{\varepsilon^2} \left[ \|\phi - \phi_h\|_d^2 + 3\|\phi(\phi - \phi_h)\|_{L^2}^2 - 3(\phi(\phi - \phi_h), (\phi - \phi_h)^2) - \|e_\phi\|_{L^2}^2 \right]
\]

\[
- \frac{\lambda \gamma}{\varepsilon^2} ((\phi - \phi_h)^2 + 3\phi^2(\phi - \phi_h) - 3\phi(\phi - \phi_h)^2, \phi - Q_h \phi)
\]

\[
\geq -\frac{\lambda \gamma}{\varepsilon^2} (1 + \|\phi - Q_h \phi\|_{H^1}^2) \|\phi - Q_h \phi\|_{L^2}^2 - \frac{\lambda \gamma}{\varepsilon^2} \|e_\phi\|_{L^2}^2.
\]
\[
\begin{align*}
\frac{\lambda\gamma}{\varepsilon^2} (f(\phi) - f(\phi_h), -\Delta_h e_{\phi}) & \\
\geq \frac{\lambda\gamma}{\varepsilon^2} (2\phi^2 - 2 - \phi - \phi_h) + \phi_h^2 - 1, -\Delta_h e_{\phi}(\phi - \phi_h) + 2 \frac{\lambda\gamma}{\varepsilon^2} \|\nabla e_{\phi}\|_{L^2}^2 & \\
\geq 2 \frac{\lambda\gamma}{\varepsilon^2} \|\nabla e_{\phi}\|_{L^2}^2 - \frac{\lambda\gamma}{\varepsilon^2} (2\phi^2 - 2 + \phi_h^2 - 1) \|\phi - \phi_h\|_{L^2} \|\Delta_h e_{\phi}\|_{L^2} & \\
- \frac{\lambda\gamma}{\varepsilon^2} \|\phi - \phi_h\|_{L^2}^2 \|\Delta_h e_{\phi}\|_{L^2} & \\
\geq 2 \frac{\lambda\gamma}{\varepsilon^2} \|\nabla e_{\phi}\|_{L^2}^2 - \frac{\lambda\gamma}{8} \|\Delta_h e_{\phi}\|_{L^2}^2 & \\
- \frac{c\gamma}{\varepsilon^2} (2\phi^2 - 2 + \phi_h^2 - 1) \|\Delta_h e_{\phi}\|_{L^2} \lambda \|\phi - \phi_h\|_{H^1}^2, & \\
\frac{\lambda}{\varepsilon^2} |(f(\phi) - f(\phi_h)) \nabla \phi_h, e_{u})| & \leq \frac{\lambda\gamma}{\varepsilon^2} \|\nabla e_{\phi}\|_{L^2}^2 + \|\nabla (\phi - Q_h \phi)\|_{L^2}^2 + \frac{c\gamma}{\varepsilon^2} \|e_{u}\|_{L^2}^2, & \\
\frac{\lambda}{\varepsilon^2} \|((f(\phi) - Q_h f(\phi)) \nabla \phi_h, e_{u})| & \leq c \frac{\lambda}{\varepsilon^2} \|\nabla f(\phi_h)\|_{L^2} \|\nabla \phi_h\|_{L^2} \|e_{u}\|_{L^2} & \\
\leq \frac{\nu \varepsilon^2}{8} \|\nabla e_{u}\|_{L^2}^2 + \frac{c\gamma^2}{\varepsilon^2} \|\phi - \phi_h\|_{L^2}^2 + \|\Delta_h \phi_h\|_{L^2}^2 & \\
\leq \frac{\nu \varepsilon^2}{8} \|\nabla e_{u}\|_{L^2}^2 + \nu \|\nabla \phi_h\|_{L^2}^2 + \|\Delta_h \phi_h\|_{L^2}^2 \|e_{u}\|_{L^2}^2 & \\
\leq \frac{\nu \varepsilon^2}{8} \|\nabla e_{u}\|_{L^2}^2 & \\
\|\phi - \phi_h\|_{H^1}^2 & \leq \|\phi - 1\|_{L^2}^2 + 4 \|\phi \nabla \phi\|_{L^2}^2, & \\
\|\phi - \phi_h\|_{L^2}^2 & \leq \|\phi - 1\|_{L^2} \|\phi - 1\|_{H^1}, & \\
\|\phi_h - 1\|_{L^2}^2 & \leq \|\phi_h - 1\|_{L^2} \|\phi_h - 1\|_{H^1}, & \\
\|\nabla \phi_h\|_{L^2}^2 & \leq c \|\nabla \phi_h\|_{L^2} \|\Delta_h \phi_h\|_{L^2} + c \|\nabla \phi_h\|_{L^2}^2 & \\
\|\Delta_h Q_h \phi\|_{L^2} = \sup_{\psi_h \in Y_h} \frac{(\Delta_h Q_h \phi - \Delta \phi, \psi_h) + (\Delta \phi, \psi_h)}{\|\psi_h\|_{L^2}} & \leq c(h^{-1} \|\nabla (Q_h \phi - \phi)\|_{L^2} + \|\Delta \phi\|_{L^2}) & \leq c \|\Delta \phi\|_{L^2}, & \\
\|\Delta \phi - \Delta_h Q_h \phi\|_{L^2} & \leq \|\Delta \phi - \Delta_h Q_h \phi\|_{L^2} + \sup_{\psi_h \in Y_h} \frac{(\Delta \phi - \Delta_h Q_h \phi, \psi_h)}{\|\psi_h\|_{L^2}} & \leq c(h \|\nabla \phi\|_{L^2} + \|\nabla \Delta \phi\|_{L^2}) & \leq c(h \|\Delta \phi\|_{L^2} + \|\nabla \Delta \phi\|_{L^2}), & \\
\lambda |b(e_u, e_{\phi}, \Delta \phi)| & \leq c\lambda \|e_u\|_{L^2} \|\nabla e_{\phi}\|_{L^2} \|\Delta \phi\|_{L^2} & \leq \frac{1}{16} (\nu \|\nabla e_u\|_{L^2}^2 + \lambda \|\nabla \phi\|_{L^2}^2) & \\
& + c\lambda (\nu^{-1} + 1) \|\Delta \phi\|_{L^2} (\lambda \|e_{\phi}\|_{H^1}^2 + \|e_u\|_{L^2}^2), & \\
\end{align*}
\]
\[
\lambda |b(e_u, \phi_h, \Delta_h e_\phi)| \leq c\lambda \|e_u\|_{L^1} \|\nabla \phi_h\|_{L^1} \|\Delta_h e_\phi\|_{L^2} \\
\leq \frac{1}{16} (\nu \|\nabla e_u\|_{L^2}^2 + \lambda \gamma \|\Delta_h e_\phi\|_{L^2}^2) \\
+ \frac{c\lambda^2}{\nu \gamma^2} \|\nabla \phi_h\|_{L^2}^2 (\|\nabla \phi_h\|_{L^2}^2 + \|\Delta_h \phi_h\|_{L^2}^2) \|e_u\|_{L^2}^2,
\]
\[
\lambda |b(e_u, \phi, e_\phi - \Delta_h e_\phi)| \leq \lambda \|e_u\|_{L^1} \|\nabla \phi\|_{L^1} (\|e_\phi\|_{L^2} + \|\Delta_h e_\phi\|_{L^2}) \\
\leq \frac{1}{16} (\nu \|\nabla e_u\|_{L^2}^2 + \lambda \gamma \|e_\phi\|_{L^2}^2 + \|\Delta_h e_\phi\|_{L^2}^2) \\
+ \frac{c\lambda^2}{\nu \gamma^2} \|\phi\|_{L^2}^2 \|\Delta \phi\|_{L^2}^2 \|e_u\|_{L^2}^2,
\]
\[
\lambda |b(u_h, e_\phi, e_\phi - \Delta_h e_\phi)| \leq \lambda \|u_h\|_{L^1} \|\nabla e_\phi\|_{L^1} (\|e_\phi\|_{L^2} + \|\Delta_h e_\phi\|_{L^2}) \\
\leq \frac{1}{16} (\nu \|\nabla e_u\|_{L^2}^2 + \lambda \gamma \|e_\phi\|_{L^2}^2) \\
+ \frac{c\lambda^2}{\nu \gamma^2} \|\phi\|_{L^2}^2 \|\Delta \phi\|_{L^2}^2 \|e_u\|_{L^2}^2,
\]
\[
\lambda |b(P_h u - u, \phi, e_\phi - \Delta_h e_\phi)| \leq \lambda \|P_h u - u\|_{L^1} \|\nabla \phi\|_{L^1} (\|e_\phi\|_{L^2} + \|\Delta_h e_\phi\|_{L^2}) \\
\leq \frac{1}{16} (\nu \|\nabla e_u\|_{L^2}^2 + \lambda \gamma \|e_\phi\|_{L^2}^2) \\
+ \frac{c\lambda^2}{\nu \gamma^2} \|\phi\|_{L^2}^2 \|\nabla (u - P_h u)\|_{L^2}^2,
\]
\[
\lambda |b(u_h, Q_h \phi - \phi, e_\phi - \Delta_h e_\phi)| \leq \lambda \|u_h\|_{L^2} \|\nabla (\phi - Q_h \phi)\|_{L^2} (\|e_\phi\|_{L^2} + \|\Delta_h e_\phi\|_{L^2}) \\
\leq \frac{1}{16} (\nu \|\nabla e_u\|_{L^2}^2 + \lambda \gamma \|e_\phi\|_{L^2}^2) \\
+ \frac{c\lambda^2}{\nu \gamma^2} \|\phi\|_{L^2}^2 \|\nabla \phi\|_{L^2}^2,\]

Combining these estimates with (3.39) and using (3.2)–(3.3) yield

\[
(3.40) \quad \frac{d}{dt} (\|e_u\|_{L^2}^2 + \lambda \|e_\phi\|_{H^1}^2) + \nu \|\nabla e_u\|_{L^2}^2 + \lambda \gamma \|\Delta_h e_\phi\|_{L^2}^2 \\
\leq c \nu^3 d(t) (\|e_u\|_{L^2}^2 + \lambda \|e_\phi\|_{H^1}^2) + c\lambda^2 + c(t) \varepsilon^4 h^2,
\]
where
\[
c(t) = c(\lambda \gamma + \nu \lambda + \lambda(1 + \lambda)(\nu^{-1} + \gamma^{-1})) (1 + \|u_h\|_{L^2}^2 + \|\Delta \phi\|_{L^2}^2),
\]
\[
+ c\nu\|\Delta u\|_{L^2}^2 + c\nu^{-1}\|\nabla p\|_{L^2}^2 + \frac{c\lambda}{\gamma} (\|\nabla \phi\|_{L^2}^2 + \|\Delta \phi\|_{L^2}^2) + c\lambda \gamma (1 + \|\phi\|_{H^1}^2 + \varepsilon \|\Delta \phi\|_{L^2}^2 + \|\nabla \phi\|_{L^2}^2) + c\lambda (F(\phi), 1)^{1/2} (\|\phi^2 - 1\|_{H^1} + \|\phi_h^2 - 1\|_{H^1}) (\|\Delta \phi\|_{L^2}^2 + \|\nabla \phi\|_{L^2}^2) + c\lambda^2 \mu (F(\phi_h), 1)^{1/2} (\|\phi_h^2 - 1\|_{H^1} - \|\Delta \phi_h\|_{L^2}^2) + \|\nabla \phi_h\|_{L^2}^2 + \|\phi_h^2 - 1\|_{H^1} - \|\Delta \phi_h\|_{L^2}^2 + \varepsilon \|\nabla \phi_h\|_{L^2}^2 + \|\Delta \phi_h\|_{L^2}^2). + \|\Delta \phi^2 - 1\|_{H^1}^2 + \|\Delta \phi_h\|_{L^2}^2 + \varepsilon \|\nabla \phi_h\|_{L^2}^2) (1 + \|\nabla \phi_h\|_{L^2}^2).
\]

Integrating (3.40) from 0 to \(t\) and noting \(e_u(0) = 0\), \(e_{\phi}(0) = 0\), we obtain
\[
(3.41) \quad \|e_u(t)\|_{L^2}^2 + \lambda \|e_{\phi}(t)\|_{H^1}^2 + \int_0^t (\nu \|\nabla e_u\|_{L^2}^2 + \lambda \|e_{\phi}\|_{H^1}^2) dt \leq e^{-3} \int_0^t d(s) (\|e_u\|_{L^2}^2 + \lambda \|e_{\phi}\|_{H^1}^2) ds + e^{-4} h^2 \int_0^T c(t) dt.
\]
By Gronwall's lemma we then get
\[
(3.42) \quad \|e_u(t)\|_{L^2}^2 + \lambda \|e_{\phi}(t)\|_{H^1}^2 + \int_0^t (\nu \|\nabla e_u\|_{L^2}^2 + \lambda \|e_{\phi}\|_{H^1}^2) dt \leq e^{-4} h^2 \exp \left( e^{-3} \int_0^t d(t) dt \right) \int_0^T c(t) dt.
\]
From (3.41) it follows that
\[
(3.43) \quad \|u(t) - P_h u(t)\|_{L^2}^2 + \lambda \|\phi(t) - Q_h \phi(t)\|_{H^1}^2 + \int_0^t (\nu \|\nabla (u - P_h u)\|_{L^2}^2 + \lambda \|\Delta \phi - \Delta_h \phi\|_{L^2}^2) dt \leq c(\lambda + \mu) \sup_{0 \leq t \leq T} \left\{ \|\nabla u(t)\|_{L^2}^2 + \lambda \|\nabla \phi(t)\|_{H^1}^2 + \|\Delta \phi(t)\|_{L^2}^2 \right\} + c h^2 \int_0^T (\nu \|\nabla \Delta u\|_{L^2}^2 + \lambda \|\Delta \phi^2\|_{L^2}^2) dt.
\]
Lemmas 2.1, 2.2, and 3.2 imply that there exist some positive constants $c_j = c_j(u_0, \phi_0, \nu, g, \lambda, \gamma, T)$ for $j = 1, 2, 3$ such that

\begin{align}
(3.44) \quad \int_0^T d(t)dt & \leq c_1, \\
(3.45) \quad c \sup_{0 \leq t \leq T} \{\|\nabla u(t)\|_{L^2}^2 + \lambda \|\nabla \phi(t)\|_{L^2}^2 + \|\Delta \phi(t)\|_{L^2}^2\} \\
& + \int_0^T (c(t) + c\nu\|\Delta u\|_{L^2}^2 + c\lambda\|\Delta \phi\|_{L^2}^2 + c\lambda\gamma\|\nabla \Delta \phi\|_{L^2}^2)dt \leq c_2 e^{c_3}.
\end{align}

Combining (3.42) with (3.43), and using (3.44)–(3.45) then yields (3.35).

Finally, integrating (3.37) with $q_h = 0$ we obtain

\begin{align}
(3.46) \quad \int_0^t (\rho_h \bar{p} - \bar{p}_h, v_h)ds = (u(t) - u_h(t), v_h) - (u_0^b - P_h u_0, v_h) \\
& + \nu \int_0^t (\nabla (u - u_h), \nabla v_h)ds - \int_0^t (\bar{p} - \rho_h \bar{p}, \text{div} v_h)ds \\
& + \lambda \int_0^t b(v_h, \phi - \phi_h, \Delta \phi)ds + \lambda \int_0^t b(v_h, \phi - \phi_h, \Delta \phi - \Delta \phi_h)ds \\
& - \frac{\lambda}{\varepsilon} \int_0^t \left( (f(\phi) - Q_h f(\phi_h)) \nabla \phi + Q_h f(\phi_h) \nabla (\phi - \phi_h), v_h \right)ds
\end{align}

for all $v_h \in X_h$. Hence, it follows from (3.31), (3.35), and Lemma 2.2 that

\begin{align}
(3.47) \quad \left\| \int_0^t (\bar{p} - \bar{p}_h)ds \right\|_{L^2}^2 & \leq 2 \left\| \int_0^t (\rho_h \bar{p} - \bar{p}_h)ds \right\|_{L^2}^2 + 2 \left\| \int_0^t (\bar{p} - \rho_h \bar{p})ds \right\|_{L^2}^2 \\
& + c\|u(t) - u_h(t)\|_{L^2}^2 \\
& + c\|u_0^b - P_h u_0\|_{L^2}^2 + cT \nu^2 \int_0^t \|\nabla (u - u_h)\|_{L^2}^2ds \\
& + c\lambda^2 \int_0^t \|\nabla (\phi - \phi_h)\|_{L^2}^2 \|\Delta \phi\|_{L^2}^2 \\
& + h^{-2} \|\nabla (\phi - \phi_h)\|_{L^2}^2 \|\Delta \phi - \Delta \phi_h\|_{L^2}^2ds \\
& + c\lambda^2 \int_0^t \|\nabla \phi\|_{L^2}^2 \|\Delta \phi - \Delta \phi_h\|_{L^2}^2ds \\
& + c\lambda^2 \varepsilon^{-4} \int_0^t \|f(\phi) - Q_h f(\phi_h)\|_{L^2}^2 \|\nabla \phi\|_{L^2}^2ds \\
& + c\lambda^2 \varepsilon^{-4} \int_0^t \|Q_h f(\phi_h)\|_{L^2}^2 \|\nabla (\phi - \phi_h)\|_{L^2}^2ds \\
& \leq cT h^2 \int_0^t \|\nabla \bar{p}\|_{L^2}^2ds + c h^2 \|\nabla u_0^b\|_{L^2}^2 + \varepsilon^{-4} \frac{c_0 e^{-3}}{h^2}
\end{align}
4. Fully discrete finite element approximation and convergence analysis

We shall first construct a fully discrete finite element method for approximating the problems \(1.1 - 1.5\) by discretizing the semi-discrete scheme \(3.18 - 3.20\) in time. The implicit Euler time-stepping will be used as a prototype scheme for time discretization and for presenting the idea of our convergence analysis. We establish the convergence of the fully discrete numerical solution to the solution of \(1.1 - 1.5\) as \(h, \tau, \varepsilon \to 0\), and to the solution of the sharp interface limiting model \(1.6 - 1.11\) as \(h, \tau, \varepsilon \to 0\).

4.1. Formulation of fully discrete finite element method. Let \(J = \{ t_m \}_{m=0}^M\) be a quasi-uniform partition of \([0,T]\) of mesh size \(\tau := \frac{T}{M}\), and \(d_t v_m := (v^m - v^{m-1})/\tau\). Our fully discrete finite element approximation of problems \(1.1 - 1.5\) is defined as: find \((u^m_h, \phi^m_h, \overline{P}^m_h)\) \(M_{m=1} \in X_h \times Y_h \times M_h\) such that for all \((v_h, \psi_h, q_h) \in X_h \times Y_h \times M_h\)

\[
\begin{align*}
(1.1) & \quad (d_t u^m_h, v_h) + \nu (\nabla u^m_h, \nabla v_h) - (\overline{P}^m_h, \text{div } v_h) - \frac{\lambda}{\varepsilon^2} (Q_h f^m_h \nabla \phi^m_h, v_h) \\
& \quad + \lambda (\Delta_h \phi^m_h \nabla \phi^m_h, v_h) = (g^m, v_h), \\
(1.2) & \quad (d_t \phi^m_h, \psi_h) + (u^m_h \cdot \nabla \phi^m_h, \psi_h) + \gamma (\nabla \phi^m_h, \nabla \psi_h) + \frac{\gamma}{\varepsilon} (f^m_h, \psi_h) = 0, \\
(1.3) & \quad \text{div } u_h^m, q_h = 0,
\end{align*}
\]

with the initial conditions \(u_h^0 = u_{0h} := P_h u_0^0\) and \(\phi_h^0 = \phi_{0h} := Q_h \phi_0^0\). Here

\[
g^m = \frac{1}{\tau} \int_{t_{m-1}}^{t_m} g(t) \, dt, \quad f^m_h = \frac{1}{4} \{ |\phi^m_h|^2 + |\phi^{m-1}_h|^2 - 2 \} \{ \phi^m_h + \phi^{m-1}_h \}.
\]

Remark 4.1. (a). The \(f^m_h\) factor in the above scheme can be replaced by \(\overline{f}^m_h := (\phi^m_h)^3 - \phi^{m-1}_h\). It is not hard to check that the resulted scheme will still satisfy an almost same discrete energy law as that (to be given in the next subsection) satisfied by the above scheme, provided that a mesh constraint on \(\tau\) is met (cf. Section 3 of [12]).

(b). Again, the solvability of \((1.1 - 1.3)\) can be verified by using a fixed point argument in finite-dimensional spaces (cf. [27]) and the discrete energy law to be presented in the next subsection.

4.2. Convergence analysis. As demonstrated in the previous section, the standard error estimate technique certainly seems that it will lead to error bounds that depend on \(\frac{1}{\tau}\) exponentially! Such an error estimate is not useful as \(\varepsilon\) tends to zero. In this subsection, we take a slightly different approach to address the convergence. Instead of proving the convergence by first establishing a rate of convergence (i.e., an error estimate), we shall prove the convergence directly. As expected, the crux for carrying out such a proof is to establish a discrete energy law, which must mimic the basic energy law \((2.18)\), for the proposed numerical method. It should be noted that not every numerical method will meet such a criterion. The goal of this subsection is to prove that the fully discrete finite element method proposed in Section 4.1 indeed is one exception.
The next lemma is a fully discrete counterpart of Lemma 3.2 which states a discrete energy law for the scheme (4.1)–(4.3).

**Lemma 4.1.** Let \((u_h^m, \phi_h^m, p_h^m)\) solve (4.1)–(4.3). Then there holds that
\[
\mathcal{E}_{e, \lambda}(u_h^m, \phi_h^m) + \gamma \sum_{m=1}^{\ell} \left[ \frac{\tau}{2} \|d_t u_h^m\|_{L^2}^2 + \frac{\tau \lambda}{2} \|d_t \nabla \phi_h^m\|_{L^2}^2 + \nu \|\nabla u_h^m\|_{L^2}^2 \right]
+ \lambda \gamma \left\| Q_h \left[ \Delta_h \phi_h^m - \varepsilon^{-2} f_h^m \right] \right\|_{L^2}^2
= \tau \sum_{m=1}^{\ell} \left\{ (g^m, u_h^m) + \mathcal{E}_{e, \lambda}(u_h^0, \phi_h^0) \right\}
\]
for all \(0 \leq \ell \leq M\). Here \(\mathcal{E}_{e, \lambda}(\cdot, \cdot)\) is defined by (2.19).

**Proof.** Set
\[
w_h^m := Q_h \left[ \Delta_h \phi_h^m - \varepsilon^{-2} f_h^m \right]
\]
and rewrite (4.1)–(4.2) as
\[
\begin{align*}
(d_t u_h^m, v_h) + \nu \left( \nabla u_h^m, \nabla v_h \right) - \left( p_h^m, \text{div} \, v_h \right) + \lambda \left( w_h^m \nabla \phi_h^m, v_h \right) &= (g^m, v_h), \\
(d_t \phi_h^m, \psi_h) + (w_h^m \cdot \nabla \phi_h^m, \psi_h) - \gamma (w_h^m, \psi_h) &= 0.
\end{align*}
\]

The desired estimate (4.5) then follows from setting \(v_h = u_h^m\) in (4.7), \(\psi_h = -\lambda w_h^m\) in (4.8), \(q_h = p_h^m\) in (4.3), testing (4.6) with \(d_t \phi_h^m\), adding the resulting equations, using the identities
\[
\begin{align*}
(d_t u_h^m, u_h^m) &= \frac{1}{2} \left\{ d_t \| u_h^m \|_{L^2}^2 + \tau \| d_t u_h^m \|_{L^2}^2 \right\}, \\
(d_t \nabla u_h^m, \nabla u_h^m) &= \frac{1}{2} \left\{ d_t \| \nabla u_h^m \|_{L^2}^2 + \tau \| d_t \nabla u_h^m \|_{L^2}^2 \right\}, \\
(d_t \phi_h^m, f_h^m) &= \frac{1}{4} d_t \| (\phi_h^m)^2 - 1 \|_{L^2}^2,
\end{align*}
\]
and applying the operator \(\tau \sum_{m=1}^{\ell} \) to the combined equation. \(\square\)

**Remark 4.2.** The above proof actually suggests how to implement the scheme (4.1)–(4.3) in practice. That is, \(w_h^m\) should be formed in each time step by solving the following equation:
\[
(w_h^m, \chi_h) = - \left( \nabla \phi_h^m, \nabla \chi_h \right) - \frac{1}{\varepsilon^2} \left( f(\phi_h^m), \chi_h \right) \quad \forall \chi_h \in Y_h.
\]

In order to take advantage of the wealth of existing Stokes and Allen-Cahn codes, it is necessary to decouple (4.1) and (4.3) from (4.2) by some iterative procedure. For example, one such iterative procedure is the following three-step fixed point iteration: first, replace \(w_h^m\) by \(\tilde{w}_h^{m-1}\) in (4.2) and solve the resulting equation to get \(\tilde{\phi}_h^{m}\), second, solve equation (4.9) with \(\tilde{\phi}_h^{m}\) in place of \(\phi_h^m\) to get \(\tilde{w}_h^{m}\), third, solve (4.7) and (4.3) with \(\tilde{\phi}_h^{m}\) and \(\tilde{w}_h^{m}\) in place of \(\phi_h^m\) and \(w_h^m\) to get \((\tilde{p}_h^{m}, \tilde{p}_h^{m})\). The iteration is repeated until a stopping criterion is met. Our numerical experiments in Section 5 show that at each time step one or two such iterations are usually sufficient in practice.

The discrete energy law immediately implies the following uniform (in \(h\) and \(\tau\)) a priori estimates for \((u_h^m, \phi_h^m, p_h^m)\).
Corollary 4.1. Let \( \tau h^{-2} \leq c \) and \((u_h^n, \phi_h^n, \tilde{p}_h^n)\) solve (4.1)–(4.3), and suppose that \( g \in L^2(0, T; L^2(\Omega)^d) \) and that there exists a positive constant \( C_0 \) such that \( \mathcal{E}_{\varepsilon, \lambda}(\tilde{u}_0, \tilde{\phi}_0) \leq C_0 \). Then there hold the following estimates:

\[
\begin{align*}
(4.10) & \quad \max_{0 \leq t \leq M} \left\{ \|u_t^n\|_{L^2}^2 + \lambda \|
abla \phi_h^n\|_{L^2}^2 + \lambda \varepsilon^{-2} (F(\phi_h^n), 1) \right\} \leq C, \\
(4.11) & \quad \sum_{m=1}^{M} \left[ \|u_h^n - u_h^{m-1}\|_{L^2}^2 + \lambda \|
abla \phi_h^m - \nabla \phi_h^{m-1}\|_{L^2}^2 \right] \leq C, \\
(4.12) & \quad \sum_{m=1}^{M} \tau \left( \nu \|
abla u_h^n\|_{L^2}^2 + \lambda \gamma \|Q_h[\Delta_h \phi_h^m - \varepsilon^{-2} f_h^m]\|_{L^2}^2 \right) \leq C, \\
(4.13) & \quad \sum_{m=1}^{M} \tau \|d_t u_h^n\|_{(V \cap L^\infty)^*}^2 \leq C, \\
(4.14) & \quad \sum_{m=1}^{M} \tau \|d_t \phi_h^n\|_{L^\infty}^\alpha \leq C, \\
(4.15) & \quad \varepsilon^{-4} \lambda \gamma \sum_{m=1}^{M} \tau \|\Delta_h \phi_h^m\|_{L^2}^2 \leq C, \\
(4.16) & \quad \varepsilon^4 \max_{0 \leq t \leq M} \left\| \sum_{m=1}^{t} \tau \tilde{p}_h^m \right\|_{L^2} \leq C,
\end{align*}
\]
for any \( 1 \leq \alpha < \frac{d}{d-1} \).

Proof. \((4.10)\)–\((4.12)\) are the immediate consequences of the discrete energy law \((3.5)\), and the following inequality:

\[
\begin{align*}
(3.2) & \quad \text{we get}
\end{align*}
\]

\[
(4.13)
\]

\[
(4.14)
\]

\[
(4.15)
\]

\[
(4.16)
\]

It follows from the above estimate and \((4.10)\)–\((4.12)\) that

\[
\tau \sum_{m=1}^{M} \|d_t u_h^n\|_{(V \cap L^\infty)^*}^2 \leq C,
\]

hence, \((4.13)\) holds.

Noting that \((4.8)\) is equivalent to

\[
\gamma w_h^m = d_t \phi_h^m + Q_h(u_h^m \cdot \nabla \phi_h^m),
\]

\((4.14)\) then follows from the stability property \((\text{ii})\) of the \(L^2\)-projection, \((4.10)\), \((4.12)\), \((4.3)\), and the following inequality:

\[
\|u_h^n \cdot \nabla \phi_h^m\|_{L^\infty} \leq \|u_h^n\|_{L^\alpha} \|
abla \phi_h^m\|_{L^{2\alpha/s}}^{\alpha/s} \quad \forall 1 \leq \alpha < \frac{d}{d-1}, \quad \alpha < s < \frac{2d}{d-2}.
\]
Applying the operator $\tau$ to (4.18) and using (4.12) we get

$$\lambda \gamma \sum_{m=1}^{l} \tau \| \Delta_h \phi_h \|^2_{L^2} \leq C \varepsilon^{-4},$$

which gives (4.15).

Finally, applying the operator $\tau$ to (4.17) yields

$$\left( \sum_{m=1}^{l} \tau \right) \sum_{m=1}^{l} \| p_h^m \|_{L^2} \leq c \| u_h^0 \|_{L^2} + c \| u_h^0 \|_{L^2} + c \varepsilon T^\frac{1}{2} \left( \sum_{m=1}^{l} \| \nabla u_h^m \|_{L^2} \right)^\frac{1}{2} + c \lambda \left( \sum_{m=1}^{l} \| w_h^m \|_{L^2} \right)^\frac{1}{2} \left( \sum_{m=1}^{l} \| \nabla \phi_h^m \|_{L^2} \right)^\frac{1}{2} + c \varepsilon T^\frac{1}{2} \left( \int_0^{l_1} \| g(t) \|_{L^2} dt \right)^\frac{1}{2} \leq C + C \lambda \left( \sum_{m=1}^{l} \| \nabla \phi_h^m \|_{L^2} \right)^\frac{6-\delta}{6} \left( \sum_{m=1}^{l} \| \Delta_h \phi_h^m \|_{L^2} \right)^\frac{4}{6} \leq C \varepsilon^{-\frac{\delta}{2}}$$

for $1 \leq l \leq M$. Hence, (4.16) holds. The proof is complete. \hfill \Box

Let $(U_{\epsilon,h}, \tau(x,t)), \Phi_{\epsilon,h,\tau}(x,t))$ denote the piecewise linear interpolation (in $t$) of the fully discrete solution $\{(u_h^m, \phi_h^m)\}$, that is,

$$U_{\epsilon,h,\tau}(t) := \frac{t - t_{m-1}}{\tau} u_h^m(\cdot) + \frac{t_{m} - t}{\tau} u_h^{m-1}(\cdot) \quad \forall t \in [t_{m-1}, t_{m}],$$

$$\Phi_{\epsilon,h,\tau}(t) := \frac{t - t_{m-1}}{\tau} \phi_h^m(\cdot) + \frac{t_{m} - t}{\tau} \phi_h^{m-1}(\cdot) \quad \forall t \in [t_{m-1}, t_{m}]$$
for $1 \leq m \leq M$, and let $\bar{P}_{\varepsilon,h,\tau}(x,t)$, $\bar{U}_{\varepsilon,h,\tau}(x,t)$ and $\bar{\Phi}_{\varepsilon,h,\tau}(x,t)$ denote the piecewise constant extensions of $\{\bar{p}_h^m\}$, $\{u_h^m\}$, and $\{\phi_h^m\}$, respectively. Namely,

\begin{align}
(4.24) & \quad \bar{P}_{\varepsilon,h,\tau}(t) := \bar{p}_h^m \quad \forall t \in [t_{m-1}, t_m], \quad 1 \leq m \leq M, \\
(4.25) & \quad \bar{U}_{\varepsilon,h,\tau}(t) := u_h^m \quad \forall t \in [t_{m-1}, t_m], \quad 1 \leq m \leq M, \\
(4.26) & \quad \bar{\Phi}_{\varepsilon,h,\tau}(t) := \phi_h^m \quad \forall t \in [t_{m-1}, t_m], \quad 1 \leq m \leq M.
\end{align}

Note that $U_{\varepsilon,h,\tau}(x,t)$ and $\Phi_{\varepsilon,h,\tau}(x,t)$ are continuous piecewise polynomial functions in space and time, and $\bar{P}_{\varepsilon,h,\tau}(x,t)$, $\bar{U}_{\varepsilon,h,\tau}(x,t)$, and $\bar{\Phi}_{\varepsilon,h,\tau}(x,t)$ are right continuous at the nodes $\{t_m\}$.

We are now ready to state our main result of this section.

**Theorem 4.1.** Suppose the assumptions of Corollary 4.1 hold. For each fixed $\varepsilon > 0$, let $(u_{\varepsilon}^*, \phi_{\varepsilon}^*, \bar{p}_h^m)$ denote the unique weak solution of problems (1.1)–(1.5), and $\{(U_{\varepsilon,h,\tau}, \Phi_{\varepsilon,h,\tau}, \bar{P}_{\varepsilon,h,\tau})\}$ be defined as above. Then there hold that

\begin{align}
(4.27) & \quad \lim_{h \to 0} \left( \|U_{\varepsilon,h,\tau} - u_{\varepsilon}^*\|_{L^2(L^2)} + \|\nabla \Phi_{\varepsilon,h,\tau} - \nabla \phi_{\varepsilon}^*\|_{L^2(L^2)} \right) = 0, \\
(4.28) & \quad \int_0^t \bar{P}_{\varepsilon,h,\tau} \, ds \to \int_0^t \bar{p}_h^m \, ds \quad \text{weakly * in } L^\infty((0, T); L^2(\Omega)).
\end{align}

**Proof.** Since the proof is long, we divide it into four steps.

**Step 1:** Extracting convergent subsequences. We first note that the results of Corollary 4.1 imply the following (uniform in $h$ and $\tau$) estimates:

\begin{align}
(4.29) & \quad \|U_{\varepsilon,h,\tau}\|_{L^\infty(L^2)} + \sqrt{\lambda} \|\nabla \Phi_{\varepsilon,h,\tau}\|_{L^\infty(L^2)} + \varepsilon^{-1} \sqrt{\lambda} \|\Phi_{\varepsilon,h,\tau} - 1\|_{L^\infty(L^2)} \leq C, \\
(4.30) & \quad \sqrt{\nu} \|\nabla U_{\varepsilon,h,\tau}\|_{L^2(L^2)} + \sqrt{\lambda} \|Qh[\Delta_h \Phi_{\varepsilon,h,\tau} - \varepsilon^{-2} \bar{\Phi}_{\varepsilon,h,\tau}]\|_{L^2(L^2)} \leq C, \\
(4.31) & \quad \left\| \frac{\partial}{\partial t} U_{\varepsilon,h,\tau} \right\|_{L^2(V \cap L^\infty,\tau)} \leq C, \\
(4.32) & \quad \left\| \frac{\partial}{\partial t} \Phi_{\varepsilon,h,\tau} \right\|_{L^\infty(V^*, L^\alpha)} \leq C, \\
(4.33) & \quad \varepsilon^{\frac{3}{2}} \|\Delta_h \Phi_{\varepsilon,h,\tau}\|_{L^2(L^2)} \leq C, \\
(4.34) & \quad \varepsilon^{\frac{4}{2}} \sup_{t \in [0, T]} \left\| \int_0^t \bar{P}_{\varepsilon,h,\tau} \, ds \right\|_{L^2} \leq C,
\end{align}

where $\bar{\Phi}_{\varepsilon,h,\tau}$ stands for the constant extension (in $t$) of $\{f_h^m\}$.

Then there exists a convergent subsequence of $\{(U_{\varepsilon,h,\tau}, \Phi_{\varepsilon,h,\tau}, \bar{P}_{\varepsilon,h,\tau})\}$ (still denote by the same notation) and a triple $(u^\varepsilon, \phi^\varepsilon, \bar{p})$ and another function $w^\varepsilon$ such that

\begin{align*}
u u^\varepsilon & \in L^\infty((0, T); [L^2(\Omega)]^d) \cap L^2((0, T); X) \cap H^1((0, T); (V \cap [L^\infty(\Omega)]^d)^*), \\
\phi^\varepsilon & \in L^\infty((0, T); H^1(\Omega)) \cap L^2((0, T); H^2(\Omega)) \cap W^{1,\alpha}(0, T; L^\alpha(\Omega)), \\
\int_0^t \bar{p} \, ds & \in L^\infty((0, T); L^2(\Omega)), \quad w^\varepsilon \in L^2((0, T); L^2(\Omega)),
\end{align*}
and

\begin{align*}
\Phi_{\varepsilon,h,\tau} & \to_{\varepsilon,h,\tau} u^\varepsilon & \text{weakly }^* \text{ in } L^\infty((0,T);[L^2(\Omega)]^d), \\
\Phi_{\varepsilon,h,\tau} & \to_{\varepsilon,h,\tau} \phi^\varepsilon & \text{weakly }^* \text{ in } L^\infty((0,T);H^1(\Omega)), \\
\Phi_{\varepsilon,h,\tau} & \to_{\varepsilon,h,\tau} \Phi^\varepsilon & \text{weakly }^* \text{ in } H^1((0,T);[H^1(\Omega)]^d)
\end{align*}

where \(\overline{U}_{\varepsilon,h,\tau} := Q_h[\Delta_h \Phi_{\varepsilon,h,\tau} - \varepsilon^{-2} \Phi_{\varepsilon,h,\tau}]\).

From (4.11) we also have

\begin{align*}
\|U_{\varepsilon,h,\tau} - \overline{U}_{\varepsilon,h,\tau}\|_{L^2(L^2)}^2 &= \sum_{m=1}^{M} \left\| u_h^m - u_h^{m-1} \right\|_{L^2}^2 \int_{t_{m-1}}^{t_m} \left( \frac{t - t_{m-1}}{\tau} \right)^2 dt \\
&= \frac{\tau}{3} \sum_{m=1}^{M} \left\| u_h^m - u_h^{m-1} \right\|_{L^2}^2 \to 0,
\end{align*}

\begin{align*}
\left\| \nabla(\Phi_{\varepsilon,h,\tau} - \overline{\Phi}_{\varepsilon,h,\tau}) \right\|_{L^2(L^2)}^2 &= \frac{\tau}{3} \sum_{m=1}^{M} \left\| \nabla(\phi_h^m - \phi_h^{m-1}) \right\|_{L^2}^2 \to 0.
\end{align*}

Hence, the sequences \(\{U_{\varepsilon,h,\tau}\}\) and \(\{\overline{U}_{\varepsilon,h,\tau}\}\) converge to the same limit as \(h, \tau \to 0\); so do the sequences \(\{\Phi_{\varepsilon,h,\tau}\}\) and \(\{\overline{\Phi}_{\varepsilon,h,\tau}\}\).

**Step 2:** Passing to the limit. We now want to pass to the limit in (4.31)–(4.33) and show that \((u^\varepsilon, \phi^\varepsilon, \overline{p}^\varepsilon)\) is a weak solution of problems (1.1)–(1.5) with the initial values \(u^\varepsilon(0) = u_0^\varepsilon\) and \(\phi^\varepsilon(0) = \phi_0^\varepsilon\). To the end, we rewrite (4.31)–(4.33) as

\begin{align*}
(4.39) \quad (U_{\varepsilon,h,\tau}(t), v_h) + \nu(\nabla U_{\varepsilon,h,\tau} \cdot \nabla v_h) - (\overline{P}_{\varepsilon,h,\tau}, \div v_h) \\
+ \lambda(\overline{W}_{\varepsilon,h,\tau} \cdot \overline{\Phi}_{\varepsilon,h,\tau}, v_h) = (f, v_h), \\
(4.40) \quad (\Phi_{\varepsilon,h,\tau}(t), \beta_h) + (U_{\varepsilon,h,\tau} \cdot \nabla \Phi_{\varepsilon,h,\tau}, \beta_h) - \gamma(\overline{W}_{\varepsilon,h,\tau}, \beta_h) = 0, \\
(4.41) \quad (\div \overline{U}_{\varepsilon,h,\tau}, q_h) = 0.
\end{align*}

Here \(f(t) = f^m, \ t \in [t_{m-1}, t_m]\).

For any \((v, q, \beta) \in [H^2(\Omega) \cap H_0^1(\Omega)]^d \times H^1(\Omega) \cap L^2_0(\Omega) \times H^2(\Omega),\) let \((v_h, q_h, \beta_h) = \left( P_h v, \rho_h q, Q_h \beta \right) \in X_h \times M_h \times Y_h,\)
Multiplying \((4.39)-(4.41)\), respectively, by \(\eta(t) \in C^0[0,T]\) and integrating in \(t\) from 0 to \(T\) we get

\[
\int_0^T ((U_{\epsilon,h,T})_{t}, v_h) \eta(t) dt + \int_0^T \left[ \nu (\nabla U_{\epsilon,h,T}, \nabla v_h) - (\overline{P}_{\epsilon,h,T}, \text{div} \, v_h) \right] \eta(t) dt \\
+ \lambda \int_0^T (W_{\epsilon,h,T} \nabla \overline{\psi}_{\epsilon,h,T}, v_h) \eta(t) dt = \int_0^T (g_T, v_h) \eta(t) dt,
\]

\[
\int_0^T (\phi_{\epsilon,h,T})_t, \psi_h) \eta(t) dt + \int_0^T \left[ (U_{\epsilon,h,T} \cdot \nabla \overline{\psi}_{\epsilon,h,T}, \psi_h) \\
- \gamma (W_{\epsilon,h,T}, \psi_h) \right] \eta(t) dt = 0,
\]

\[
\int_0^T \left( \text{div} \, U_{\epsilon,h,T}, q_h \right) \eta(t) dt = 0.
\]

Setting \(h, \tau \to 0\) in \((4.42)-(4.44)\) and using \((4.35)-(4.38)\) we get

\[
\int_0^T \langle u^\varepsilon_t, v \rangle \eta(t) dt + \nu \int_0^T \langle \nabla u^\varepsilon, \nabla v \rangle \eta(t) dt - \int_0^T \langle \overline{P}, \text{div} \, v \rangle \eta(t) dt \\
+ \lambda \int_0^T \langle u^\varepsilon \nabla \phi^\varepsilon, v \rangle \eta(t) dt = \int_0^T \langle g, v \rangle \eta(t) dt,
\]

\[
\int_0^T \langle \phi^\varepsilon, \psi \rangle \eta(t) dt + \int_0^T \langle u^\varepsilon \cdot \nabla \phi^\varepsilon, \psi \rangle \eta(t) dt - \gamma \int_0^T \langle u^\varepsilon, \psi \rangle \eta(t) dt = 0,
\]

\[
\int_0^T \langle \text{div} \, u^\varepsilon, q \rangle \eta(t) dt = 0,
\]

for all \(\eta(t) \in C^0[0,T]\) and \((v,q,\psi) \in [H^2(\Omega) \cap H_0^1(\Omega)]^d \times H^1(\Omega) \cap L^2_0(\Omega) \times H^2(\Omega)\).

Since \(C^0[0,T]\) is dense in \(L^2[0,T]\) and \([H^2(\Omega) \cap H_0^1(\Omega)]^d\) is dense in \([H_0^1(\Omega)]^d\), \(H^1(\Omega) \cap L^2_0(\Omega)\) is dense in \(L^2_0(\Omega)\) and \(H^2(\Omega)\) is dense in \(H^1(\Omega)\), we deduce from \((4.45)-(4.47)\) that

\[
\int_0^T \langle u^\varepsilon_t, v \rangle + \nu \langle \nabla u^\varepsilon, \nabla v \rangle - \langle \overline{P}, \text{div} \, v \rangle + \lambda \langle u^\varepsilon \nabla \phi^\varepsilon, v \rangle = \langle g, v \rangle,
\]

\[
\int_0^T \langle \phi^\varepsilon, \psi \rangle + \langle u^\varepsilon \cdot \nabla \phi^\varepsilon, \psi \rangle - \gamma \langle u^\varepsilon, \psi \rangle = 0,
\]

\[
\langle \text{div} \, u^\varepsilon, q \rangle = 0,
\]

for all \((v,q,\psi) \in [H_0^1(\Omega)]^d \times L^2_0(\Omega) \times H^1(\Omega)\).

It remains to prove \(u^\varepsilon(0) = u^0_0\) and \(\phi^\varepsilon(0) = \phi^0_0\). To the end, replacing \(\eta(t)\) in \((4.45)\) and \((4.46)\) by \(\eta_T(t) = -t^2 + 1\) and integrating in parts with respect to \(t\) in the first terms of \((4.45)\) and \((4.46)\) we get

\[
\int_0^T \frac{1}{T} (u^\varepsilon, v) dt + \nu \int_0^T \langle \nabla u^\varepsilon, \nabla v \rangle \eta_T(t) dt - \int_0^T \langle \overline{P}, \text{div} \, v \rangle \eta_T(t) dt \\
+ \lambda \int_0^T \langle u^\varepsilon \nabla \phi^\varepsilon, v \rangle \eta(t) dt = \langle u^\varepsilon(0), v \rangle + \int_0^T \langle g, v \rangle \eta_T(t) dt,
\]

\[
\int_0^T \frac{1}{T} (\phi^\varepsilon, \psi) dt + \int_0^T \left[ \langle u^\varepsilon \cdot \nabla \phi^\varepsilon, \psi \rangle - \gamma \langle u^\varepsilon, \psi \rangle \right] \eta_T(t) dt = \langle \phi^\varepsilon(0), \psi \rangle.
\]
Repeating the same argument in (4.42)–(4.43) yields

\begin{align}
\int_0^T \frac{1}{T} (U_{\varepsilon,h,T}, v_h) dt + \int_0^T \left[ \nu (\nabla U_{\varepsilon,h,T}, \nabla v_h) - (\bar{p}_{\varepsilon,h,T}, \text{div} \ v_h) \right] \eta_T(t) dt \\
+ \lambda \int_0^T \left( \nabla \bar{w}_{\varepsilon,h,T}, v_h \right) \eta_T(t) dt = (P_h u^*_0, v_h) + \int_0^T (\bar{p}_\varepsilon, v_h) \eta_T(t) dt,
\end{align}

(4.54)

\begin{align}
\int_0^T \frac{1}{T} (\Phi_{\varepsilon,h,T}, \psi_h) dt + \int_0^T \left( \psi_h \nabla \bar{w}_{\varepsilon,h,T} \right) \eta_T(t) dt
\end{align}

Thus, taking the limit \((h, \tau) \to (0, 0)\) in (4.50–4.51) we obtain

\begin{align}
\int_0^T \frac{1}{T} (u^\varepsilon, v) dt \quad + \nu \int_0^T (\nabla u^\varepsilon, \nabla \psi) \eta_T(t) dt - \int_0^T (\bar{p}^\varepsilon, \text{div} \ v) \eta_T(t) dt
\end{align}

(4.55)

\begin{align}
+ \lambda \int_0^T (w^\varepsilon \nabla \phi^\varepsilon, v) \eta_T(t) dt = (u^*_0, v) + \int_0^T (g, v) \eta_T(t) dt,
\end{align}

(4.56)

Comparing (4.51)–(4.52) with (4.53)–(4.54) yields \(u^\varepsilon(0) = u^*_0\) and \(\phi^\varepsilon(0) = \phi^*_0\).

Step 3: Identifying \(u^\varepsilon\). It follows from the definition of \(\bar{w}_{\varepsilon,h,T}\) in (4.38) that

\begin{align}
\int_0^T \left( \nabla \bar{w}_{\varepsilon,h,T}, \psi_h \right) \eta(t) dt = \int_0^T \left( \Delta_h \bar{w}_{\varepsilon,h,T} - \varepsilon^{-2} \bar{f}_{\varepsilon,h,T}, \psi_h \right) \eta(t) dt
\end{align}

(4.31)

\begin{align}
- \int_0^T \left( \nabla \bar{w}_{\varepsilon,h,T}, \nabla \psi_h \right) - \varepsilon^{-2} \left( \bar{f}_{\varepsilon,h,T}, \psi_h \right) \right] \eta(t) dt
\end{align}

(4.32)

for all \(\psi_h \in Y_h\) and \(\eta(t) \in C[0,T]\).

Letting \(h, \tau \to 0\) and using (4.36), (4.38), the definition of \(f^m_h\), and the above density argument we have

\begin{align}
\int_0^T (w^\varepsilon, \psi) \eta(t) dt = - \int_0^T (\nabla \phi^\varepsilon, \nabla \psi) \eta(t) dt - \frac{1}{\varepsilon^2} \int_0^T (f(\phi^\varepsilon), \psi) \eta(t) dt,
\end{align}

for all \(\psi \in H^1(\Omega), \eta(t) \in C[0,T]\), which implies that

\begin{align}
(u^\varepsilon, \phi^\varepsilon, \bar{p}^\varepsilon) \quad \text{is a weak solution of} \quad (1.1)\,–\,(1.5).
\end{align}

Hence, \((u^\varepsilon, \phi^\varepsilon, \bar{p}^\varepsilon)\) is a weak solution of (1.1)–(1.5).

Step 4: Finishing up. We have shown above that \(\{(U_{\varepsilon,h,T}, \Phi_{\varepsilon,h,T}, \bar{P}_{\varepsilon,h,T})\}\) has a convergent subsequence and its limit \((u^\varepsilon, \phi^\varepsilon, \bar{p}^\varepsilon)\) is a weak solution of (1.1)–(1.5). By the uniqueness, we have \(u^\varepsilon = u^*_0, \phi^\varepsilon = \phi^*_0\) and \(\bar{p}^\varepsilon = \bar{p}^*_0\). Moreover, the proof also implies that the limit of every convergent subsequence of \(\{(U_{\varepsilon,h,T}, \Phi_{\varepsilon,h,T}, \bar{P}_{\varepsilon,h,T})\}\) must be a weak solution of (1.1)–(1.5). Hence, the whole
sequence \( \{(U_{\varepsilon,h,\tau}, \Phi_{\varepsilon,h,\tau}, \tilde{P}_{\varepsilon,h,\tau})\} \) must converge to the unique weak solution \( (u_\varepsilon^*, \phi_\varepsilon^*, \tilde{p}_\varepsilon^*) \). The proof is complete. □

An immediate consequence of Theorem 4.1 and the convergence result of [24] (see also Theorem 3.3 of [25]) is the following convergence theorem.

**Theorem 4.2.** Assume that the sharp interface problems (1.6)–(1.11) have a unique regular solution \( (u^*, p^*) \). Under the assumptions of Theorem 4.1 there hold

\[
\lim_{\varepsilon \to 0} \lim_{h, \tau \to 0} \|U_{\varepsilon,h,\tau} - u^*\|_{L^2(L^2)} = 0,
\]

\[
\Phi_{\varepsilon,h,\tau}^{\varepsilon,h,\tau} \to 1 \text{ a.e. in } \Omega_t^+ \times (0,T).
\]

Here \( \Omega_t^+ \) and \( \Omega_t^- \) denote the outside and the inside of \( \Gamma_t \) in \( \Omega \) at time \( t \), respectively.

**Remark 4.3.**

(a). There is no information above the convergence of \( \tilde{p}_{\varepsilon,h,\tau} \) to \( p^* \) due to the fact that the estimate (4.16) depends on \( \varepsilon \), hence, the convergence of (4.28) is not uniform in \( \varepsilon \).

(b). Essentially, the convergence result of Theorem 4.1 guarantees that the numerical solution \( (U_{\varepsilon,h,\tau}, \Phi_{\varepsilon,h,\tau}, \tilde{P}_{\varepsilon,h,\tau}) \) enjoys the same kind convergence to the solution \( (u^*, \phi^*, \tilde{p}^*) \) of (1.1)–(1.5) as the phase field solution \( (u_\varepsilon^*, \phi_\varepsilon^*, \tilde{p}_\varepsilon^*) \) of (1.1)–(1.5) does.

5. Numerical experiments

In this section we provide some 2-D numerical experiments to gauge the fully discrete finite element method developed in the previous sections. In addition, our numerical results reveal some interesting features such as shrinking, splitting, and tangential vibration of fluid interfaces governed by the phase field model (1.1)–(1.5). In all numerical experiments to be given in the following, we choose \( \Omega = [-0.5, 0.5]^2 \), \( \varepsilon = 10^{-2} \), \( \nu = \lambda = \gamma = 0.1 \), and \( u_0^\varepsilon \equiv 0 \), while the initial condition for \( \phi \) is specified in each test. Also, in order to resolve the diffuse interface, we use \( \tau = 10^{-5} \) and unstructured spatial meshes in all experiments.

**Test 1.** In this test, we take the following initial condition for \( \phi \):

\[
\phi_0^\varepsilon(x) = \tanh \left( \frac{x_1^2}{0.01} + \frac{x_2^2}{0.0225} - 1 \right).
\]

Note that the zero level set of \( \phi_0^\varepsilon \), which gives the initial fluid interface, is the ellipse \( \frac{x_1^2}{0.01} + \frac{x_2^2}{0.0225} = 1 \). Hence, we have the situation of one elliptical fluid bubble inside another fluid.

Figure 11 shows snapshots of color and zero-level set plots of the computed phase function \( \phi_m^\varepsilon \) at six time steps. In the figure, the interior of the ellipse is where \( \phi_m^\varepsilon = 1 \), the exterior of the ellipse is where \( \phi_m^\varepsilon = -1 \), and the black curve represents the zero-level set of the computed phase function. We note that the elliptical bubble quickly deforms into a circular bubble, while the size of the bubble shrinks. The bubble eventually shrinks to zero (i.e., it eventually disappears), due to the dissipative mechanism of the phase field model (1.1)–(1.5) (cf. Lemma 2.1). In this test, the fluid bubble disappears at \( t = 7.5 \times 10^{-4} \). We also note that the surface of the bubble shows a tangential vibration before it becomes a circular bubble. This tangential vibration is due to the so-called T-modes of the spheric normal modes.
(cf. [25] and the references therein). Hence, this shows that our model captures this important special effect of the surface tension. We also remark that the interface (zero-level set) movement is very similar to that of the zero-level set of the solution to the Allen-Cahn equation (the equation obtained by setting $u \equiv 0$ in (1.2)) (cf. [14]). As expected, here the zero-level set is pushed slightly off the center by the fluid flow (through the convective term $u \cdot \nabla \phi$) while it is shrinking.

Figure 2 displays snapshots of the arrow and streamline plots of the computed velocity field $u^m_h$ at six time steps. The ellipse in the center of each snapshot stands for the initial fluid interface (i.e., the zero-level set of $\phi^0$). We note that fluid vertices are formed shortly after the initial time step, and more vertices are produced as time goes on.

![Figure 1. Color and zero-level set plots of computed phase function $\phi^m_h$ at $t_m = 10^{-5}, 10^{-4}, 5 \times 10^{-4}, 10^{-3}, 3 \times 10^{-3}, 5 \times 10^{-3}, 6 \times 10^{-3}, 6.5 \times 10^{-3}, 6.9 \times 10^{-3}$. The graphs are arranged row-wise.](image-url)
Figure 2. Arrow and streamline plots of computed velocity field $u^m_h$ at $t_m = 10^{-5}, 10^{-4}, 5 \times 10^{-4}, 10^{-3}, 10^{-3}, 3 \times 10^{-3}, 5 \times 10^{-3}, 3 \times 10^{-3}, 3 \times 10^{-3}, 6 \times 10^{-3}, 6.5 \times 10^{-3}, 6.9 \times 10^{-3}$. The graphs are arranged row-wise.

Test 2. In this test, the initial profile of the phase function is taken as

$$\phi_0(x) = \tanh\left( \frac{1}{\varepsilon} \left( \frac{x_1^2}{0.01} + \frac{x_2^2}{0.04} - 1 \right) \left( \frac{x_1^2}{0.04} + \frac{x_2^2}{0.01} - 1 \right) \right).$$

Note that the zero level set of $\phi_0$, which gives the initial fluid interface, is the union of the following two intersecting ellipses: $\frac{x_1^2}{0.01} + \frac{x_2^2}{0.04} = 1$ and $\frac{x_1^2}{0.04} + \frac{x_2^2}{0.01} = 1$, which enclose four bullet-head-like bubbles inside a fluid.

Figure 3 shows snapshots of color and zero-level set plots of the computed phase function $\phi^m_h$ at six time steps. Again, the interior of the bullet-head bubbles is where $\phi^m_h = 1$, the exterior of the bullet-head bubbles is where $\phi^m_h = -1$, and the black curve represents the zero-level set of the computed phase function. In this test, the fluid bubble disappears at $t = 1.89 \times 10^{-3}$. We also remark that the interface (zero-level set) movement is very similar to that of the zero-level set of the solution to the Allen-Cahn equation (the equation obtained by setting $u \equiv 0$.
in \( \text{(1.2)} \) (cf. \( \text{[14]} \)). As expected, here the zero-level set is pushed slightly off the center by the fluid flow (through the convective term \( u \cdot \nabla \phi \)) while it is shrinking. Another noticeable difference is that, unlike the dynamics of the zero-level set of the solution to the Allen-Cahn equation, here the four bullet-head-like bubbles seems to shrink at slightly different speed and the bottom bubble disappears a couple of time steps earlier than the middle two, which in turn vanishes a couple of time steps earlier than the top bubble. We think that this behavior is caused by the fluid flow through the convective term \( u \cdot \nabla \phi \).

Figure 4 displays snapshots of the arrow and streamline plots of the computed velocity field \( u^m_h \) at six time steps. The ellipses in the center of each snapshot stand for the initial fluid interface (i.e., the zero-level set of \( \phi_0^\varepsilon \)). Again, we note that fluid vertices are formed shortly after the initial time step, and more vertices are produced as time goes on.

![Snapshots](image)

**Figure 3.** Color and zero-level set plots of computed phase function \( \phi_h^m \) at \( t_m = 10^{-5}, 10^{-4}, 3 \times 10^{-4}, 7 \times 10^{-4}, 10 \times 10^{-4}, 13 \times 10^{-4}, 15 \times 10^{-4}, 17 \times 10^{-4}, 1.88 \times 10^{-3} \). The graphs are arranged row-wise.
Figure 4. Arrow and streamline plots of computed velocity field $u_m$ at $t_m = 10^{-5}, 10^{-4}, 4 \times 10^{-4}, 7 \times 10^{-4}, 10^{-3}, 1.3 \times 10^{-3}, 1.6 \times 10^{-3}, 1.8 \times 10^{-3}, 1.88 \times 10^{-3}$. The graphs are arranged row-wise.
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