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Abstract. A continuous interior penalty $hp$-finite element method that penalizes the jump of the gradient of the discrete solution across mesh interfaces is introduced. Error estimates are obtained for advection and advection-diffusion equations. The analysis relies on three technical results that are of independent interest: an $hp$-inverse trace inequality, a local discontinuous to continuous $hp$-interpolation result, and $hp$-error estimates for continuous $L^2$-orthogonal projections.

1. Introduction

Interior penalty procedures for finite element methods utilizing continuous functions have been introduced in the pioneering works of Babuška and Zlámal [3] for the biharmonic operator and of Douglas and Dupont [12] for second-order elliptic and parabolic problems. The common feature of these methods consists of penalizing the jump of the gradient of the discrete solution at mesh interfaces, but the motivations behind [3] and [12] are different. The goal pursued in [3] was to weakly enforce $C^1$-continuity. Because of a non-consistency in the formulation, a superpenalty procedure had to be applied, leading to suboptimal convergence rates. The subsequent work of Baker [4], valid for general $2m$th order coercive operators, designed a consistent interior penalty method, utilizing discontinuous functions, that was shown to be optimally convergent.

The motivation behind the work of Douglas and Dupont was different, namely to keep continuous finite element methods because they were standard for elliptic problems and, at the same time, to cope with the difficulties encountered by such methods in problems where the first-order (advection) terms dominate the second-order (diffusion) terms. However, one of the main issues at stake, namely the robustness of the error estimates with respect to the cell Péclet numbers, was not addressed in [12]. This issue has only been addressed quite recently for linear finite elements, namely in the work of Burman and Hansbo in 2004 [9]. A unified framework for the convergence analysis of both continuous and nonconforming (Crouzeix–Raviart) finite elements with interior penalty, still in the linear case, has been proposed in [5], and a nonlinear shock-capturing term based on gradient jumps that rigorously
guarantees a discrete maximum principle for advection-diffusion-reaction problems has been investigated in [6].

The goal of this paper is to present, for the first time, an \(hp\)-convergence analysis for a high-order Continuous Interior Penalty (CIP) finite element method applied to advection and (advection-dominated) advection-diffusion equations. The \(hp\)-version of the finite element method was introduced in the 1980s following the analysis presented by Babuška and Dorr [1] and by Babuška and Suri [2] for second-order elliptic problems. See also [25] for a review of theoretical background and applications of \(p\)- and \(hp\)-finite element methods. For advection and (advection-dominated) advection-diffusion equations, \(hp\)-finite element approximations have been investigated by Houston, Schwab, and Süli for continuous finite elements with streamline diffusion stabilization and for interior penalty discontinuous finite elements [18, 20, 19], leading, respectively, to the so-called \(hp\)-Streamline Diffusion (SD) method and the \(hp\)-Discontinuous Galerkin (DG) method. These are, to date, the two established methods for the \(hp\)-finite element approximation of advection and (advection-dominated) advection-diffusion equations.

The \(hp\)-CIP finite element method investigated in this paper penalizes the jump of the gradient of the discrete solution at mesh interfaces. One advantage with respect to both the \(hp\)-SD method and the \(hp\)-DG method is that the stabilization parameter is independent of the diffusion coefficient. This can be important in nonlinear problems where this coefficient depends on the discrete solution. The other advantage with respect to the \(hp\)-DG method is that the \(hp\)-CIP method requires less degrees of freedom (though only marginally less for high-order polynomials). The other advantage with respect to the \(hp\)-SD method is that the \(hp\)-CIP method leads to a single, symmetric stabilization term. In the \(hp\)-SD method, the stabilization terms involve couplings with the second-order term, the source term, and the time-derivative. This can pose problems when approximating stiff problems. The price to be paid for these advantages in the \(hp\)-CIP method is a slight sub-optimality (proportional to \(p^{\frac{1}{4}}\)) in the error estimate and, compared with the \(hp\)-SD method, a less compact discretization stencil. However, the \(hp\)-CIP method has optimal convergence properties in the diffusion-dominated regime, as opposed to the \(hp\)-DG method where a factor of \(p^{\frac{1}{2}}\) is lost.

This paper is organized as follows. Section 2 introduces the discrete setting and the \(hp\)-CIP finite element method to approximate a first-order reaction-advection equation. Section 3 contains three technical results, that are of independent interest, for tensor-product finite elements. We prove an \(hp\)-inverse trace inequality, a local discontinuous to continuous \(hp\)-interpolation result, and \(hp\)-error estimates for continuous \(L^2\)-orthogonal projections. Section 4 presents the convergence analysis of the method in the spirit of Strang’s Second Lemma. Section 5 discusses the extension of the results derived in Sections 3 and 4 to simplicial finite elements. Section 6 investigates the extension of the results derived for tensor-product finite elements to advection-diffusion equations. Section 7 draws some conclusions.

2. CONTINUOUS INTERIOR PENALTY FINITE ELEMENT METHODS

Let \(\Omega\) be an open bounded and connected set in \(\mathbb{R}^d\), \(d \leq 3\), with Lipschitz boundary \(\partial\Omega\) and outer normal \(n\), let \(\beta \in [W^{1,\infty}(\Omega)]^d\) be a vector field, and let \(\sigma \in L^\infty(\Omega)\). Let \(f \in L^2(\Omega)\), let \(\partial\Omega^\pm = \{x \in \partial\Omega; \pm \beta(x) \cdot n(x) > 0\}\), and consider
the problem
\[
\begin{aligned}
\sigma u + \beta \nabla u &= f, \\
\eta u|_{\partial \Omega^-} &= 0.
\end{aligned}
\]
Define \( W = \{ w \in L^2(\Omega); \beta \nabla w \in L^2(\Omega) \} \). Provided \( \partial \Omega^+ \) and \( \partial \Omega^- \) are well-separated \([14]\) (see also \([22]\)), functions in \( W \) have traces in \( L^2(\partial \Omega; |\beta n|) \), that is, in the space of square integrable functions on \( \partial \Omega \) for the surface measure \( |\beta n| d\lambda \) where \( d\lambda \) is the surface Lebesgue measure. Consider the operator \( A : W \ni w \mapsto \sigma w + \beta \nabla w \in L^2(\Omega) \).
Henceforth, it is assumed that there is \( \sigma_0 > 0 \) such that
\[
\sigma - \frac{1}{2}\nabla \cdot \beta \geq \sigma_0, \quad \text{a.e. in } \Omega.
\]
Then, letting \( V = \{ w \in W; w|_{\partial \Omega^-} = 0 \} \), \( A : V \to L^2(\Omega) \) is an isomorphism, i.e., \([11]\) is well-posed; see, e.g., \([15]\) \([14]\).

Let \( K \) be a subdivision of \( \Omega \) into non-overlapping cells \( \{ \kappa \} \). For \( \kappa \in K \), \( h_\kappa \) denotes its diameter. Set \( h = \max_{\kappa \in K} h_\kappa \). Assume that (i) \( K \) covers \( \Omega \) exactly, (ii) \( K \) does not contain any hanging nodes, and (iii) \( K \) is quasi-uniform in the sense that there exists a constant \( \rho > 0 \), independent of \( h \), such that \( \rho h \leq \min_{\kappa \in K} h_\kappa \).
Each \( \kappa \in K \) is assumed to be an affine image of the unit hypercube \( \bar{\kappa} = [-1, 1]^d \), i.e., \( \kappa = T_\kappa(\bar{\kappa}) \). Let \( F \) denote the set of interior faces \((d-1)\)-manifolds of the mesh. For \( F \in F \), \( h_F \) denotes its diameter.

Let \( p \geq 1 \) and let \( \mathbb{Q}_{p,d}(\bar{\kappa}) \) be the space of polynomials of degree at most \( p \) in each variable. Introduce the finite element spaces
\[
\begin{align}
V^p_h &= \{ v_h \in C^0(\Omega); \forall \kappa \in K, v_h|_{\kappa} \circ T_\kappa \in \mathbb{Q}_{p,d}(\bar{\kappa}) \}, \\
W^p_h &= \{ w_h \in L^2(\Omega); \forall \kappa \in K, w_h|_{\kappa} \circ T_\kappa \in \mathbb{Q}_{p,d}(\bar{\kappa}) \}.
\end{align}
\]

For a subset \( R \subset \Omega \), \( \langle \cdot, \cdot \rangle_R \) denotes the \( L^2(R) \)-scalar product, \( \| \cdot \|_R = (\langle \cdot, \cdot \rangle_R)^{1/2} \) the corresponding norm, and \( \| \cdot \|_{s,R} \) the \( H^s(R) \)-norm. For \( s \geq 1 \), let \( H^s(K) \) be the space of piecewise \( H^s \) functions. For \( v \in H^2(K) \) and an interior face \( F = \kappa_1 \cap \kappa_2 \), where \( \kappa_1 \) and \( \kappa_2 \) are two distinct elements of \( K \) with respective outer normals \( n_1 \) and \( n_2 \), introduce the (scalar-valued) jump \( \langle \nabla v \cdot n \rangle_F = \nabla v|_{\kappa_1} n_1 + \nabla v|_{\kappa_2} n_2 \) (the subscript \( F \) is dropped when there is no ambiguity). Similarly, for \( v \in H^1(K) \), define the (scalar-valued) jump \( [v]_F = v|_{\kappa_1} - v|_{\kappa_2} \) (the arbitrariness in the sign of \([v]_F\) can be avoided by considering the vector-valued jump \([v]_F = [v|_{\kappa_1} + v|_{\kappa_2}]_n \); nothing that is stated hereafter depends on this arbitrariness). On \( H^1(\Omega) \times H^1(\Omega) \) define the standard Galerkin bilinear form
\[
a(v, w) = \langle (\sigma - \beta \nabla) v, w \rangle_\Omega - \langle \beta \nabla w, \sigma \rangle_{\Omega^-} = \langle (\beta \nabla w, \sigma) \rangle_{\partial \Omega^-}, \quad \text{on } H^q(K) \times H^q(K), \quad q > \frac{d}{2},
\]
and on \( H^q(K) \times H^q(K) \), \( q > \frac{d}{2} \), define the \( hp \)-CIP bilinear form
\[
j(v, w) = \sum_{F \in \mathcal{F}} \frac{h_F^2}{p^\alpha} \beta_{\infty,F} \langle [\nabla v \cdot n], [\nabla w \cdot n] \rangle_F,
\]
where \( \beta_{\infty,F} := \| \beta n_F \|_{L^\infty(F)} \) and \( n_F \) is a unit normal vector to \( F \) (its orientation is irrelevant). Since \( W^{1,\infty}(\Omega) \subset C^0(\bar{\Omega}) \), the field \( \beta \) is continuous by assumption and, therefore, the quantity \( \beta n_F \) is single-valued on all interior faces. The exponent \( \alpha \) will be determined by the \( hp \)-convergence analysis in \([4]\) see \([11]\).

The \( hp \)-CIP finite element approximation to \([11]\) consists of finding \( u_h \in V^p_h \) such that
\[
a(u_h, v_h) + j(u_h, v_h) = (f, v_h)_\Omega, \quad \forall v_h \in V^p_h.
\]
For \( v \in H^q(\Omega) \), \( q > \frac{3}{2} \), consider the norm
\[
\|v\|_{a,j}^2 = \|\sigma_\partial v\|^2_{\Omega} + \frac{1}{2} \|\beta n \cdot \frac{\partial}{\partial n} v\|^2_{\partial \Omega} + j(v,v).
\]
The well-posedness of the approximate problem (7) results from the following.

**Lemma 2.1** (Coerciveness). For all \( v \in H^q(\Omega) \), \( q > \frac{3}{2} \), \( a(v,v) + j(v,v) \geq \|v\|_{a,j}^2 \).

**Proof.** Straightforward verification using the divergence formula. \qed

### 3. Technical results

Henceforth, \( c \) denotes a generic constant, independent of \( p \) and \( h \); its actual value can change at each occurrence.

#### 3.1. \( hp \)-trace inequalities.
Let \( \{g_j\}_{0 \leq j \leq p} \) be the Gauß–Lobatto nodes in the unit interval \([-1,1]\). Set \( I_{p,d} = \{0,\ldots,p\}^d \) and \( I_{p,d}^0 = \{1,\ldots,p-1\}^d \). For a multi-index \( i = (i_1,\ldots,i_d) \in I_{p,d} \), the tensor-product Gauß–Lobatto node \( a_{\kappa,(i)} \) in the unit hypercube \( \kappa \) is the point with coordinates equal to \( (g_{i_1},\ldots,g_{i_d}) \).

Let \( \kappa \in K \). Introduce the tensor-product Gauß–Lobatto nodes in \( K \) such that \( a_{\kappa,(i)} = T_\kappa(a_{\kappa,(i)}) \) for all \( i \in I_{p,d} \) and define the space
\[
Q^0_{p,d}(\kappa) = \{ v \in Q_{p,d}(\kappa); \forall (i) \in I_{p,d}^0, v(a_{\kappa,(i)}) = 0 \}.
\]
In other words, \( Q^0_{p,d}(\kappa) \) is the subspace of \( Q_{p,d}(\kappa) \) spanned by those polynomials that vanish at all the interior tensor-product Gauß–Lobatto nodes in \( \kappa \). The following result is stated in arbitrary space dimension since it can be of independent interest.

**Lemma 3.1.** The following trace and inverse trace inequalities hold:
\[
\begin{align*}
\forall v \in Q_{p,d}(\kappa), \quad &\|v\|_{\partial \kappa} \leq \left( \frac{p(p+1)}{2} \left( 2 + \frac{1}{p} \right) \frac{\text{meas}(\partial \kappa)}{\text{meas}(\kappa)} \right)^{\frac{1}{2}} \|v\|_{\kappa}, \\
\forall v \in Q^0_{p,d}(\kappa), \quad &\|v\|_{\kappa} \leq \left( \frac{2d}{p(p+1)} \left( 2 + \frac{1}{p} \right)^{d-1} \frac{\text{meas}(\kappa)}{\text{meas}(\partial \kappa)} \right)^{\frac{1}{2}} \|v\|_{\partial \kappa},
\end{align*}
\]
with the convention that \( \text{meas}(\partial \kappa) = 2 \) if \( d = 1 \).

**Proof.** Let \( \{\varpi_j\}_{0 \leq j \leq p} \) be the weights associated with the one-dimensional Gauß–Lobatto nodes. Recall that \( \|v\|_{\kappa} \)
\[
\varpi_j = \frac{2}{p(p+1)} \frac{1}{L^2_p(g_j)}, \quad j \in \{0,\ldots,p\},
\]
where \( L_p \) is the Legendre polynomial of degree \( p \). For a multi-index \( i = (i_1,\ldots,i_d) \) in \( I_{p,d} \), set \( \varpi(i) = \prod_{l=1}^d \varpi_{i_l} \). Recall that (see, e.g., \( \|v\|_{\kappa} \)
\[
\begin{align*}
\forall v \in Q_{p,d}(\kappa), \quad &\|v\|_{\kappa} \leq \left( \sum_{(i) \in I_{p,d}} \varpi(i)v(a_{\kappa,(i)})^2 \right)^{\frac{1}{2}} \leq (2 + \frac{1}{p})^{\frac{1}{2}} \|v\|_{\kappa}.
\end{align*}
\]
(A) Proof of (10). Let \( \widehat{v} \in Q_{p,d}(\kappa) \). Set \( \widehat{F}_\pm = \{x_1 = \pm 1\} \). Using the first inequality in (13) in dimension \( (d-1) \) on \( \widehat{F}_\pm \) yields
\[
\|\widehat{v}\|^2_{F_+ \cup F_-} \leq \sum_{(i') \in I_{p,d-1}} \varpi(i')\widehat{v}(a_{\widehat{F}_+,(i')})^2 + \sum_{(i') \in I_{p,d-1}} \varpi(i')\widehat{v}(a_{\widehat{F}_-,(i')})^2.
\]
where \(a_{F_\pm}(\cdot')\) are the tensor-product Gauß–Lobatto nodes on \(\hat{F}_\pm\). Using the fact that \(\varpi_p = \frac{2}{p(p+1)}\) leads to

\[
\|\hat{v}\|^2_{F_+ \cup \hat{F}_-} \leq \frac{p(p+1)}{2} \sum_{(i) \in I_{p,d}} \varpi_{p,d}(a_{\hat{\nu},(i)})^2.
\]

Hence, owing to the second inequality in (13) in dimension \(d\), it is inferred that

\[
\|\hat{v}\|^2_{F_+ \cup \hat{F}_-} \leq \frac{p(p+1)}{2} \sum_{(i) \in I_{p,d}} \varpi_{p,d}(a_{\hat{\nu},(i)})^2 \leq \frac{p(p+1)}{2}(2 + \frac{1}{p})d\|v\|^2_{\hat{\nu},p,d}.
\]

Summing over all pairs of opposite faces yields

\[
(14) \quad \|v\|^2_{\hat{\nu},p,d} \leq d(2 + \frac{1}{p})^d\|v\|^2_{\hat{\nu},p,d}.
\]

Let \(v \in Q_{p,d}(\kappa)\). Then, \(v \circ T_\kappa \in Q_{p,d}(\hat{\kappa})\). Use (14), the fact that \(\text{meas}(\hat{\kappa}) = \frac{1}{p}\text{meas}(\partial \hat{\kappa})\), and a scaling argument to infer (10).

(B) Proof of (11). Let \(\hat{v} \in Q_{p,d}^0(\hat{\kappa})\). Using the first inequality in (13) in dimension \(d\) and the second inequality in (13) in dimension \((d-1)\) yields

\[
\|\hat{v}\|^2_{\hat{\nu},p,d} \leq \sum_{(i) \in I_{p,d}} \varpi_{p,d}(a_{\hat{\nu},(i)})^2 = \sum_{l=1}^d \sum_{(i) \in I_{p,d}} \varpi_{p,d}(a_{\hat{\nu},(i)})^2 \\
= \sum_{l=1}^d \frac{2}{p(p+1)} \sum_{(i) \in I_{p,d}} \varpi_{p,d}(a_{\hat{\nu},(i)})^2 \\
\leq \sum_{l=1}^d \frac{2}{p(p+1)} \sum_{(i) \in I_{p,d}} \varpi_{p,d}(a_{\hat{\nu},(i)})^2 \\
= \frac{2}{p(p+1)}(2 + \frac{1}{p})^{d-1}\|\hat{v}\|^2_{\hat{\nu},p,d}.
\]

Let \(v \in Q_{p,d}^0(\kappa)\). Then, \(v \circ T_\kappa \in Q_{p,d}^0(\hat{\kappa})\). Conclude by proceeding as above. \(\square\)

While the trace inequalities in Lemma 3.1 are valid in arbitrary space dimension, the focus in this paper is set on the case where \(d\) is fixed, e.g., \(d \leq 3\). This allows us to simplify the constants in the trace inequalities as follows:

\[
\forall v \in Q_{p,d}(\kappa), \quad \|v\|_{\partial \kappa} \leq c \left(\frac{p^2}{h_\kappa}\right)^{\frac{1}{2}} \|v\|_{\kappa},
\]

(15)

\[
\forall v \in Q_{p,d}^0(\kappa), \quad \|v\|_{\kappa} \leq c \left(\frac{h_\kappa}{p^2}\right)^{\frac{1}{2}} \|v\|_{\partial \kappa}.
\]

(16)

Inequality (15) is derived in [25] for triangular and quadrangular reference elements; inequality (16) is, to the authors’ knowledge, new. An important observation is that the inverse trace inequality (16) is optimal (asymptotically in \(p\)) with respect to the trace inequality (15).

3.2. Continuous \(hp\)-interpolation. The goal is to construct an operator \(I_{O_s} : W_h \rightarrow V_h^p\) endowed with a local \(hp\)-interpolation property.
Let $\kappa \in \mathcal{K}$. For a node $\nu$ in $\kappa$, set $\mathcal{K}_\nu = \{ \kappa' \in \mathcal{K}; \nu \in \kappa' \}$; then, for $w_h \in W_h$, define $\mathcal{I}_{Oa} w_h$ locally in $\kappa$ by the value it takes at all the tensor-product Gauß–Lobatto nodes by setting
\begin{equation}
\mathcal{I}_{Oa} w_h(\nu) = \frac{1}{\text{card}(\mathcal{K}_\nu)} \sum_{\kappa \in \mathcal{K}_\nu} w_h|_\kappa(\nu).
\end{equation}
Clearly, $\mathcal{I}_{Oa} w_h \in V^p_h$. The operator $\mathcal{I}_{Oa}$ is sometimes referred to as the Oswald interpolation operator; it has been considered in [5, 13, 16, 22]. Another $hp$-interpolation operator for non-smooth functions generalizing that of Clément and Scott–Zhang is analyzed in [23].

Lemma 3.2. There exists $c$, independent of $p$ and $h$, such that, for all $\kappa \in \mathcal{K}$, the following estimate holds:
\begin{equation}
\forall w_h \in W^p_h, \quad \|w_h - \mathcal{I}_{Oa} w_h\|_\kappa \leq c \left( \frac{h_\kappa}{p^2} \right)^\frac{1}{2} \sum_{F \in \mathcal{F}(\kappa)} \|w_h\|_{p,F},
\end{equation}
where $\mathcal{F}(\kappa) = \{ F \in \mathcal{F}; F \cap \kappa \neq \emptyset \}$.

Proof. Let $w_h \in W^p_h$ and let $\kappa \in \mathcal{K}$. Set $\delta_h = (w_h - \mathcal{I}_{Oa} w_h)|_\kappa$. For each tensor-product Gauß–Lobatto node $\nu \in \kappa$, let $\varphi_\nu$ denote the associated nodal basis function. By construction, $\delta_h$ vanishes at all the nodes located in the interior of $\kappa$. Hence,
\begin{equation}
\delta_h = \sum_{\nu \in \partial \kappa} \delta_h(\nu) \varphi_\nu.
\end{equation}

(A) Define $\partial \kappa_{d-1}$ to be the set of $(d-1)$-manifolds in $\partial \kappa$ and for $m \in \{d-2, \ldots, 0\}$, define $\partial \kappa_m$ to be the set obtained by taking the intersection of any two distinct elements in $\partial \kappa_{m+1}$. For instance, for $d = 3$, $\partial \kappa_2$, $\partial \kappa_1$, and $\partial \kappa_0$ are, respectively, the set of faces, edges, and vertices of $\partial \kappa$. Partition the boundary nodes of $\kappa$ as follows. For $m \in \{0, \ldots, d-1\}$, denote by $\mathcal{V}_m$ the set of nodes in the interior of $\partial \kappa_m$; then, $\bigcup_{m=0}^{d-1} \mathcal{V}_m$ forms a partition of the boundary nodes of $\kappa$. Hence,
\begin{equation}
\delta_h = \sum_{\nu \in \mathcal{V}_{d-1}} \delta_h(\nu) \varphi_\nu + \sum_{m=0}^{d-2} r_m,
\end{equation}
with
\begin{equation}
r_m = \sum_{\nu \in \mathcal{V}_m} \delta_h(\nu) \varphi_\nu.
\end{equation}
Observe that for all $m \in \{0, \ldots, d-2\}$, $r_m \in Q^0_{p,d}(\kappa)$ and
\begin{equation}
r_m \in Q^0_{p,1}(\partial \kappa_l), \quad \forall l \in \{m + 1, \ldots, d - 1\}.
\end{equation}

(B) On each face $F \subset \partial \kappa$ and for each node $\nu$ located in the interior of $F$, equation (17) implies that $\delta_h(\nu) = \epsilon_F[w_h]|_F(\nu)$ with $\epsilon_F = \pm \frac{1}{2}$. Hence,
\begin{equation}
\sum_{\nu \in \mathcal{V}_{d-1}} \delta_h(\nu) \varphi_\nu = \sum_{F \subset \partial \kappa} \psi_F,
\end{equation}
with
\begin{equation}
\psi_F = \epsilon_F \sum_{\nu \in F} [w_h]|_F(\nu) \varphi_\nu,
\end{equation}
where $\tilde{F}$ denotes the interior of $F$. Since $\psi_F \in Q_{p,d}^0(\kappa)$ and $\psi_F$ vanishes on $\partial \kappa \setminus F$, the inverse trace inequality (19) yields
\[
\|\psi_F\|_\kappa \leq c \left( \frac{h_\kappa}{p^2} \right)^{\frac{1}{2}} \|\psi_F\|_{\partial \kappa} = c \left( \frac{h_\kappa}{p^2} \right)^{\frac{1}{2}} \|\psi_F\|_F.
\]
Hence,
\[
\|\delta_h\|_\kappa \leq c \sum_{F \subset \partial \kappa} \left( \frac{h_\kappa}{p^2} \right)^{\frac{1}{2}} \|\psi_F\|_F + \sum_{m=0}^{d-2} \|r_m\|_\kappa := (I) + (II).
\]
The rest of the proof consists of estimating both terms in the right-hand side of (19). If $d = 1$, term (II) vanishes and $\psi_F|_F = \epsilon_F[w_h]|_F$; hence, (19) readily yields (18).

(C) Assume $d = 2$. Let us first consider term (I). Let $F \subset \partial \kappa$. Since $\psi_F - \epsilon_F[w_h]|_F$ is in $Q_{p,1}^0(F)$, the inverse trace inequality (16) yields
\[
\|\psi_F - \epsilon_F[w_h]|_F\|_F \leq c \left( \frac{h_F}{p^2} \right)^{\frac{1}{2}} \|[w_h]|_F\|_{\partial F},
\]
since $\psi_F$ vanishes on $\partial F$. Owing to the trace inequality (15),
\[
\|[w_h]|_F\|_{\partial F} \leq c \left( \frac{p^2}{h_F} \right)^{\frac{1}{2}} \|[w_h]|_F\|_F.
\]
Inequalities (20) and (21) imply
\[
\|\psi_F - \epsilon_F[w_h]|_F\|_F \leq c \|[w_h]|_F\|_F.
\]
Using the triangle inequality yields $\|\psi_F\|_F \leq c \|[w_h]|_F\|_F$; hence,
\[
(I) \leq c \left( \frac{h_\kappa}{p^2} \right)^{\frac{1}{2}} \sum_{F \subset \partial \kappa} \|[w_h]|_F\|_F.
\]
Let us now consider term (II). Since $r_0 \in Q_{p,2}^0(\kappa)$ and $r_0 \in Q_{p,1}^0(F)$ for all $F \subset \partial \kappa$, using the inverse trace inequality (16) twice, yields
\[
\|r_0\|_\kappa \leq c \left( \frac{h_\kappa}{p^2} \right)^{\frac{1}{2}} \sum_{F \subset \partial \kappa} \|r_0\|_F \leq c \left( \frac{h_\kappa}{p^2} \right)^{\frac{1}{2}} \sum_{F \subset \partial \kappa} \left( \frac{h_F}{p^2} \right)^{\frac{1}{2}} \|r_0\|_{\partial F}.
\]
Observe that $\partial F$ consists of two nodes and that for $\nu \in \partial F$,
\[
r_0(\nu) = \sum_{F' \in \mathcal{F}_\nu} \eta_{F,F'}[w_h]|_{F'}(\nu),
\]
where $\mathcal{F}_\nu$ denotes the set of faces in the mesh containing the node $\nu$ and where $\eta_{F,F'} = \pm \frac{1}{2}$ if $F' \subset \partial \kappa$ and $\eta_{F,F'} = \pm 1$ otherwise. Then, for all $F \subset \partial \kappa$, the following holds:
\[
\|r_0\|_{\partial F} \leq c \sum_{\nu \in \partial F} \sum_{F' \in \mathcal{F}_\nu} \|[w_h]|_{F'}(\nu)|
\]
\[
\leq c \sum_{\nu \in \partial F} \sum_{F' \in \mathcal{F}_\nu} \left( \frac{p^2}{h_{F'}} \right)^{\frac{1}{2}} \|[w_h]|_{F'}\|_{F'}
\]
\[
\leq c \sum_{F',F \cap F' \neq \emptyset} \left( \frac{p^2}{h_{F'}} \right)^{\frac{1}{2}} \|[w_h]|_{F'}\|_{F'},
\]
owing to the trace inequality \((15)\). Hence,

\[
(II) \leq c \left( \frac{h^2}{p^2} \right)^\frac{1}{2} \sum_{F \in \partial \kappa} \left( \frac{h_F}{p^2} \right)^\frac{1}{2} \sum_{F' : \partial F' \cap \partial \kappa \neq \emptyset} \left( \frac{p^2}{h_{F'}} \right)^\frac{1}{2} \| [w_h]_{F'} \|_{F'}
\]

\[
\leq c \left( \frac{h^2}{p^2} \right)^\frac{1}{2} \sum_{F \in F(\kappa)} \| [w_h]_F \|_F.
\]

The proof is complete.

(D) For \(d = 3\), the proof proceeds similarly. Term (I) is estimated as for \(d = 2\). Term (II) is equal to \(\| r_0 \|_\kappa + \| r_1 \|_\kappa\). The quantity \(\| r_0 \|_\kappa\) is estimated as for \(d = 2\) by using the inverse trace inequality \((16)\) three times and the trace inequality \((15)\) twice. To estimate \(\| r_1 \|_\kappa\), use twice the inverse trace inequality \((16)\) to infer

\[
\| r_1 \|_\kappa \leq c \left( \frac{h^2}{p^2} \right)^\frac{1}{2} \sum_{F \in \partial \kappa} \left( \frac{h_F}{p^2} \right)^\frac{1}{2} \sum_{E \subset \partial F} \| r_1 \|_E,
\]

where \(E \subset \partial F\) means for all edges in \(\partial F\). Straightforward algebra shows that

\[
r_1|_E = \sum_{\nu \in E} \delta_h(\nu) \varphi_\nu = \sum_{\nu \in E} \sum_{F' \in F_\nu} \eta_{F,F'} [w_h]_{F'}(\nu) \varphi_\nu,
\]

where \(E\) denotes the interior of \(E\). Observe that the coefficient \(\eta_{F,F'}\) is independent of \(\nu\). Let \(F_E\) be the set of faces in the mesh that contain \(E\). Then,

\[
r_1|_E = \sum_{F' \in F_E} \eta_{F,F'} \sum_{\nu \in \hat{E}} [w_h]_{F'}(\nu) \varphi_\nu.
\]

Hence,

\[
\| r_1 \|_E \leq c \sum_{F' \in F_E} \left( \sum_{\nu \in \hat{E}} [w_h]_{F'}(\nu) \varphi_\nu \right)_E \leq c \sum_{F' \in F_E} (\| [w_h]_{F'} \|_E + \| \zeta_{h,F'} \|_E),
\]

with \(\zeta_{h,F'} = \sum_{\nu \in \hat{E}} [w_h]_{F'}(\nu) \varphi_\nu - [w_h]_{F'}\). Since \(\zeta_{h,F'} \in Q_{0,1}^0(E)\), the inverse trace inequality \((16)\) yields

\[
\| \zeta_{h,F'} \|_E \leq c \left( \frac{h^2}{p^2} \right)^\frac{1}{2} \sum_{\nu \in \hat{E}} \| [w_h]_\nu \|.
\]

The conclusion is now straightforward. \(\Box\)

**Remark 3.1.** The conclusion of Lemma \((3.2)\) holds in arbitrary space dimension. This can be proven by proceeding as above for \(d = 3\); the inverse trace inequality \((16)\) is used \(d\) times and the trace inequality \((15)\) is used \((d - 1)\) times.

**Remark 3.2.** \(hp\)-interpolation of discontinuous functions by continuous functions has been analyzed recently in the \(H^1\)-seminorm in two space dimensions on triangular and quadrangular meshes \((17)\). The \(H^1\)-seminorm estimate on quadrangles derived in \((17)\), namely

\[
\forall w_h \in W^p_h, \quad \| \nabla (w_h - I_{0h} w_h) \|_\kappa \leq c \left( \frac{p^2}{h^2} \right)^\frac{1}{2} \sum_{F \in F(\kappa)} \| [w_h]_F \|_F,
\]
can be inferred from Lemma 3.2 above and the well-known inverse inequality

\[ \| \nabla v_h \|_\kappa \leq c \frac{p^2}{h^\kappa} \| v_h \|_\kappa, \]  

valid for all \( v_h \in W^p_h \) (see, e.g., [10] for the proof of the \( p \) version of this inequality).

3.3. \( hp \)-error estimate for continuous \( L^2(\Omega) \)-orthogonal projection. The purpose of this section is to investigate the approximation properties in the \( L^2 \)- and the \( H^1 \)-norms of the operator \( \Pi_h : L^2(\Omega) \to V^p_h \) defined as the \( L^2(\Omega) \)-orthogonal projector onto \( V^p_h \).

First, we recall the following local \( hp \)-approximation property [10] [19]. Let \( \Pi_h^* : L^2(\Omega) \to W^p_h \) be the \( L^2(\Omega) \)-orthogonal projector onto \( W^p_h \). There is \( c \), independent of \( p \) and \( h \), such that for all \( \kappa \in \mathcal{K} \) and all \( w \in H^q(\Omega), q \geq 1, \)

\[ \| w - \Pi_h^* w \|_\kappa \leq c \left( \frac{h}{p} \right)^s \| w \|_{s,\kappa}, \]  

(24)

\[ \| \nabla (w - \Pi_h^* w) \|_\kappa \leq c p^{\frac{s}{2}} \left( \frac{h}{p} \right)^{s-1} \| w \|_{s,\kappa}, \]  

(25)

with \( s = \min(p + 1, q) \). We now establish the global counterpart of (24)–(25) for the continuous \( L^2(\Omega) \)-orthogonal projector \( \Pi_h \).

**Lemma 3.3.** There exists \( c \), independent of \( p \) and \( h \), such that for all \( w \in H^q(\Omega), q \geq 1, \)

\[ \| w - \Pi_h w \|_{\Omega} \leq c \left( \frac{h}{p} \right)^s \| w \|_{s,\Omega}, \]  

(26)

\[ \| \nabla (w - \Pi_h w) \|_{\Omega} \leq c p^{\frac{s}{2}} \left( \frac{h}{p} \right)^{s-1} \| w \|_{s,\Omega}, \]  

(27)

with \( s = \min(p + 1, q) \).

**Proof.** Let \( w \in H^q(\Omega), q \geq 1. \)

(A) Proof of (26). Since \( V^p_h \subset W^p_h \), the definition of \( \Pi_h \) and \( \Pi_h^* \) leads to

(\( \Pi_h w - \Pi_h^* w, v_h \)) = 0, \quad \forall v_h \in V^p_h. \]

Hence, \( \Pi_h \Pi_h^* w = \Pi_h w \). Using the fact that \( I_{Os}(\Pi_h^* w) \in V^p_h \) yields

\[ \| \Pi_h w - \Pi_h^* w \|_{\Omega} = \| \Pi_h(\Pi_h^* w) - \Pi_h^* w \|_{\Omega} \leq \| I_{Os}(\Pi_h^* w) - \Pi_h^* w \|_{\Omega}. \]

Using Lemma 3.2, it is inferred that for all \( \kappa \in \mathcal{K}, \)

\[ \| I_{Os}(\Pi_h^* w) - \Pi_h^* w \|_{\kappa} \leq c \left( \frac{h_\kappa}{p^2} \right)^{\frac{1}{2}} \sum_{F \in \mathcal{F}(\kappa)} \| [\Pi_h^* w]_F \|_F \]

\[ \leq c \left( \frac{h_\kappa}{p^2} \right)^{\frac{1}{2}} \sum_{F \in \mathcal{F}(\kappa)} \| [\Pi_h^* w - w]_F \|_F, \]

since \( [w]_F = 0 \) by assumption. Recalling the fact [19] that there is \( c \), independent of \( p \) and \( h \), such that for all \( \kappa \in \mathcal{K}, \)

\[ \| w - \Pi_h^* w \|_{\partial \kappa} \leq c \left( \frac{h_\kappa}{p} \right)^{s-\frac{1}{2}} \| w \|_{s,\kappa}, \]  

(28)
it is readily deduced that

\[(29) \quad \|\Pi_h w - \Pi_{h}^s w\|_{\Omega} \leq \text{cp}^{-\frac{1}{2}} \left(\frac{h}{p}\right)^s \|w\|_{s,\Omega}.
\]

Conclude using the triangle inequality

\[\|w - \Pi_h w\|_{\Omega} \leq \|w - \Pi_{h}^s w\|_{\Omega} + \|\Pi_{h}^s w - \Pi_h w\|_{\Omega},\]

and Equation (24).

(B) Proof of (27). Let \(\kappa \in \mathcal{K}\). Using the inverse inequality (23) together with (29), it is inferred that

\[(30) \quad \left(\sum_{\kappa \in \mathcal{K}} \|\nabla (\Pi_{h}^s w - \Pi_{h}^* w)\|_{\kappa}^2\right)^{\frac{1}{2}} \leq \text{cp}^{\frac{1}{2}} \left(\frac{h}{p}\right)^{s-1} \|w\|_{s,\Omega}.
\]

Conclude using the triangle inequality and Equation (25).

\[\square\]

Remark 3.3. Equation (29) shows that \(\Pi_h w\) superconverges to \(\Pi_{h}^s w\) by a factor of \(p^{-\frac{1}{2}}\). This remarkable property allows us to compensate for the loss of one power of \(p\) in the inverse inequality (23) and thus to recover a sub-optimality factor of \(p^{\frac{3}{2}}\) in (27), which is exactly the same as in (25).

4. Convergence Analysis

The purpose of this section is to show how the results established in §3, namely the \(hp\)-inverse trace inequality, the local \(hp\)-interpolation result, and the \(hp\)-error estimate for the continuous \(L^2(\Omega)\)-orthogonal projection, can be used to analyze the convergence of the \(hp\)-CIP finite element method introduced in §2.

Let \(u\) solve (11) and let \(u_h\) solve (7). Henceforth, it is assumed that the exact solution \(u\) is smooth enough, i.e., \(u \in H^q(\Omega)\), \(q > \frac{3}{2}\). Bounds on the approximation error \(u - u_h\) are obtained in the spirit of Strang’s Second Lemma by establishing consistency and boundedness properties for the discrete setting. Recall that the discrete setting satisfies the stability property stated in Lemma 2.1.

**Lemma 4.1 (Consistency).** Let \(u \in H^q(\Omega)\), \(q > \frac{3}{2}\), solve (11) and let \(u_h\) solve (7). Then, for all \(v_h \in V_h^p\),

\[(31) \quad a(u - u_h, v_h) + j(u - u_h, v_h) = 0.
\]

**Proof.** Since \(u \in H^q(\Omega)\), \(q > \frac{3}{2}\), it is inferred that \(|\nabla u - n|_{F} = 0\) for all \(F \in \mathcal{F}\). Hence, \(j(u, v_h) = 0\) for all \(v_h \in V_h^p\), whence (31) is readily deduced. \(\square\)

For all \(\kappa \in \mathcal{K}\), set \(\beta_{\kappa,\infty} := \|\beta\|_{L^\infty(\Delta_\kappa)}\) where \(\Delta_\kappa = \{\kappa' \in \mathcal{K}; \ \kappa \cap \kappa' \neq \emptyset\}\).

Introduce the (semi-)norm

\[(32) \quad \|v\|_{h,\perp} = \left(\sum_{\kappa \in \mathcal{K}} h_{\kappa}^{-1} \beta_{\kappa,\infty} \|v\|_{\kappa}^2\right)^{\frac{1}{2}}.
\]

Let \((V_h^p)^\perp = \{z \in L^2(\Omega); (z, v_h)_{\Omega} = 0, \ \forall v_h \in V_h^p\}.

**Lemma 4.2 (Boundedness).** There is \(c\), independent of \(p\) and \(h\), such that for all \(z \in H^q(\mathcal{K}) \cap (V_h^p)^\perp\), \(q > \frac{3}{2}\),

\[(33) \quad \sup_{v_h \in V_h^p} \frac{a(z, v_h) + j(z, v_h)}{\|v_h\|_{a,j}} \leq \|z\|_{a,j} + c(p^2 h^{\frac{s}{2}} + p^{\frac{s}{2}-1}) \|z\|_{h,\perp}.
\]
Proof. The only term to estimate is \((z, \beta \cdot \nabla v_h)_\Omega\). Let \(\beta_h\) be the \(L^2(\Omega)\)-orthogonal projection of \(\beta\) onto \(W_h^0\). Set \(w_h = \beta_h \cdot \nabla v_h\). Observe that

\[(34) \quad (z, \beta \cdot \nabla v_h)_\Omega = (z, (\beta - \beta_h) \cdot \nabla v_h)_\Omega + (z, w_h)_\Omega. \]

(A) Since \(\beta \in [W^{1,\infty}(\Omega)]^d\), the first term in the right-hand side of \((34)\) is estimated as follows:

\[
(z, (\beta - \beta_h) \cdot \nabla v_h)_\Omega \leq \left( \sum_{\kappa \in K} h^{-1}_\kappa \beta_{\kappa,\infty} \|z\|_{\kappa}^2 \middle/ \right)^{\frac{1}{2}} \left( \sum_{\kappa \in K} h^{-1}_\kappa \beta_{\kappa,\infty} \|\beta\|_{W^{1,\infty}(\kappa)}^2 \|\nabla v_h\|_{\kappa}^2 \middle/ \right)^{\frac{1}{2}}
\]

\[
\leq c_p^2 h^\frac{3}{2} \|z\|_{h,\frac{1}{2}} \|v_h\|_\Omega,
\]

owing to the inverse inequality \((23)\).

(B) Let us estimate the second term in the right-hand side of \((34)\). Using the fact that \(z \in (V_h^P)^2\), yields

\[
(z, w_h)_\Omega = (z, w_h - I_{Oh} w_h)_\Omega
\]

\[
\leq \left( \sum_{\kappa \in K} h^{-1}_\kappa \beta_{\kappa,\infty} \|z\|_{\kappa}^2 \middle/ \right)^{\frac{1}{2}} \left( \sum_{\kappa \in K} h^{-1}_\kappa \beta_{\kappa,\infty} \|w_h - I_{Oh} w_h\|_{\kappa}^2 \middle/ \right)^{\frac{1}{2}}
\]

\[
\leq c \|z\|_{h,\frac{1}{2}} \left( \sum_{\kappa \in K} \sum_{F \in F(\kappa)} \beta_{\kappa,\infty}^{-1} \left( \frac{h_\kappa}{p} \right)^2 \|\beta\|_{W^{1,\infty}(\kappa)}^2 \|v_h\|_F^2 \right)^{\frac{1}{2}},
\]

owing to Lemma 3.2 Observe that

\[(35) \quad \|w_h\|_F = \|\beta_h \cdot \nabla v_h\|_F \leq \|[(\beta - \beta_h) \cdot \nabla v_h]\|_F + \|\beta \cdot \nabla v_h\|_F.\]

Using the fact that \(\beta \in [W^{1,\infty}(\Omega)]^d\), together with inequalities \((15)\) and \((23)\), the first term in the right-hand side of \((35)\) is estimated as follows:

\[
\|[(\beta - \beta_h) \cdot \nabla v_h]\|_F \leq c \sum_{\kappa \supset F} h_\kappa \|\beta\|_{W^{1,\infty}(\kappa)} \|\nabla v_h\|_{\kappa} \|F
\]

\[
\leq c \sum_{\kappa \supset F} h_\kappa \|\beta\|_{W^{1,\infty}(\kappa)} \left( \frac{p^2}{h_\kappa} \right)^{\frac{1}{2}} \|\nabla v_h\|_{\kappa}
\]

\[
\leq c \sum_{\kappa \supset F} h_\kappa \|\beta\|_{W^{1,\infty}(\kappa)} \left( \frac{p^2}{h_\kappa} \right)^{\frac{1}{2}} \frac{p^2}{h_\kappa} \|v_h\|_{\kappa}
\]

\[
\leq c \sum_{\kappa \supset F} \|\beta\|_{W^{1,\infty}(\kappa)} \frac{p^3}{h_\kappa^2} \|v_h\|_{\kappa},
\]

where the notation \(\kappa \supset F\) means for the two elements sharing \(F\). Hence,

\[
\sum_{\kappa \in K} \sum_{F \in F(\kappa)} \beta_{\kappa,\infty}^{-1} \left( \frac{h_\kappa}{p} \right)^2 \|[(\beta - \beta_h) \cdot \nabla v_h]\|_F^2 \leq c_p^4 h \|v_h\|_{\Omega}^2.
\]
Furthermore, notice that $|[\beta \nabla v_h]|_F = |\beta \cdot n_F||\nabla v_h \cdot n|_F$ owing to the continuity of $\beta$ and $v_h$. Hence,

$$\sum_{\kappa \in \mathcal{K}} \sum_{F \in \mathcal{F}(\kappa)} \beta_{\kappa, \infty}^{-1} \left( \frac{h_\kappa}{p} \right)^2 \|\beta \nabla v_h\|_F^2 F \leq c \sum_{F \in \mathcal{F}} \left( \frac{h_F}{p} \right)^2 \beta_{\kappa, F} \|\nabla v_h \cdot n\|_F^2 F \leq cp^{\alpha - 2} j(v_h, v_h).$$

Collecting the above estimates yields

$$(z, w_h)_\Omega \leq c \|z\|_{h, \frac{1}{2}} (p^2 h^\frac{3}{2} + p^{\frac{3}{2}} - 1)\|v_h\|_{a, j}.$$

The proof is complete. \qed

**Lemma 4.3.** There is $c$, independent of $p$ and $h$, such that

$$\|u - u_h\|_{a, j} \leq c \|u - \Pi_h u\|_{a, j} + c (p^{2} h^\frac{3}{2} + p^{\frac{3}{2}} - 1)\|u - \Pi_h u\|_{h, \frac{1}{2}}.$$  \(\text{Proof.}\) Owing to Lemmata 2.1 and 4.1,

$$\|\Pi_h u - u_h\|_{a, j} \leq \alpha(\Pi_h u - u_h, \Pi_h u - u_h) + j(\Pi_h u - u_h, \Pi_h u - u_h)$$

$$= \alpha(\Pi_h u - u, \Pi_h u - u_h) + j(\Pi_h u - u, \Pi_h u - u_h).$$

Since $\Pi_h u - u \in (V_h^p)^\perp$, Lemma 4.2 leads to

$$\|\Pi_h u - u_h\|_{a, j} \leq \|\Pi_h u - u\|_{a, j} + c (p^{2} h^\frac{3}{2} + p^{\frac{3}{2}} - 1)\|\Pi_h u - u\|_{h, \frac{1}{2}}.$$  \(\text{Conclude using the triangle inequality.}\) \qed

**Lemma 4.4.** There is $c$, independent of $p$ and $h$, such that for all $w \in H^q(\Omega)$, $q > \frac{3}{2}$,

$$\|w - \Pi_h w\|_{h, \frac{1}{2}} \leq cp^{-\frac{1}{2}} \left( \frac{h}{p} \right)^{s-\frac{1}{2}} \|w\|_{s, \Omega},$$

$$\|w - \Pi_h w\|_{a, j} \leq c (p^{\frac{1}{2}} + p^{\frac{3}{2} - 2}) \left( \frac{h}{p} \right)^{s-\frac{1}{2}} \|w\|_{s, \Omega},$$

with $s = \min(p + 1, q)$.

**Proof.** Estimate (37) directly results from (26). To prove (38), first notice that owing to the standard trace inequality

$$\|v\|_{\partial \Omega} \leq c \|v\|_{1, \Omega} \|\nabla v\|_{1, \Omega}^\frac{1}{2},$$

valid for all $v \in H^1(\Omega)$, it is inferred from Lemma 3.3 that

$$\|w - \Pi_h w\|_{\partial \Omega} \leq cp^{\frac{1}{2}} \left( \frac{h}{p} \right)^{s-\frac{1}{2}} \|w\|_{s, \Omega}.$$  

To control $j(w - \Pi_h w, w - \Pi_h w)$, observe that for all $\kappa \in \mathcal{K}$,

$$\|\nabla (w - \Pi_h w)\|_{\partial \kappa} \leq \|\nabla (w - \Pi_h w)\|_{\partial \kappa} + \|\nabla (\Pi_h w - \Pi_h w)\|_{\partial \kappa}$$

$$\leq \|\nabla (w - \Pi_h w)\|_{\partial \kappa} + ph_{\kappa}^{-\frac{1}{2}} \|\nabla (\Pi_h w - \Pi_h w)\|_{\kappa},$$

owing to the trace inequality (15). Recall the fact (19) that there is $c$, independent of $p$ and $h$, such that for all $\kappa \in \mathcal{K}$,

$$\|\nabla (w - \Pi_h w)\|_{\partial \kappa} \leq cp \left( \frac{h_\kappa}{p} \right)^{s-\frac{1}{2}} \|w\|_{s, \kappa}.$$
As a result,
\[
j(w - \Pi_h w, w - \Pi_h w) \leq \sum_{F \in \mathcal{F}} h_F^2 p^{-\alpha} \beta_{\infty, F} \|\nabla (w - \Pi_h w)\|^2_F
\]
\[
\leq c \sum_{k \in K} \left( h_k^2 p^{-\alpha} \|\nabla (w - \Pi_h w)\|^2_{\partial k} + h_k p^{2-\alpha} \|\nabla (\Pi_h w - \Pi_k w)\|^2_{\partial k} \right)
\]
\[
\leq c \left( \frac{p^{4-\alpha} h^2}{p^*} 2s - 1 \|w\|^2_{s, \Omega} + h p^{2-\alpha} \sum_{k \in K} \|\nabla (\Pi_h w - \Pi_k w)\|^2_{\partial k} \right)
\]
\[
\leq c p^{4-\alpha} \left( \frac{h^2}{p^*} \right)^{2s - 1} \|w\|^2_{s, \Omega},
\]
owing to (30). The conclusion is straightforward. \hfill \square

We are now in a position to state the main result of this section.

**Theorem 4.1.** Let \( u \in H^q(\Omega), q > \frac{3}{2} \), solve (11) and let \( u_h \) solve (7). Take
\[
\alpha = \frac{7}{2}.
\]
Then, there is \( c \), independent of \( p \) and \( h \), such that
\[
\|u - u_h\|_{s, \Omega} \leq c \left( \frac{\gamma}{p} + \frac{3}{2} h^\gamma \right) \left( \frac{h}{p} \right)^{s - \frac{1}{2}} \|u\|_{s, \Omega},
\]
with \( s = \min(p + 1, q) \). Hence, if \( h \leq \frac{p^*}{2} \), the following holds:
\[
\|u - u_h\|_{s, \Omega} \leq c p^\gamma \left( \frac{h}{p} \right)^{s - \frac{1}{2}} \|u\|_{s, \Omega}.
\]

**Proof.** Since \( \frac{3}{2} - 1 = \frac{3}{4} \), Lemma 4.3 yields
\[
\|u - u_h\|_{a, j} \leq c \|u - \Pi_h u\|_{a, j} + c (p^{2h} + p^{2\gamma}) \|u - \Pi_h u\|_{h, \frac{1}{2}}
\]
\[
\leq c \|u - \Pi_h u\|_{a, j} + c (p^{\gamma} h + p^{2\gamma}) \left( \frac{h}{p} \right)^{s - \frac{1}{2}} \|u\|_{s, \Omega},
\]
owing to (37). Since \( 2 - \frac{3}{2} = \frac{1}{2} \), (38) leads to
\[
\|u - \Pi_h u\|_{a, j} \leq c p^{\gamma} \left( \frac{h}{p} \right)^{s - \frac{1}{2}} \|u\|_{s, \Omega},
\]
whence (42) is readily deduced. Finally, under the assumption that \( h \leq \frac{p^*}{2} \), (43) directly results from (42). \hfill \square

5. **Extension to simplices**

The goal of this section is to discuss the extension of the analysis presented in \S 2 to simplicial finite elements. Several points differ with respect to the case of tensor-product finite elements. First, we prove that the inverse trace inequality cannot be optimal on simplices and that, at best, a factor \( p^{\gamma} \) is lost (see Lemma 5.2). This leaves open the question of an optimal \( h p \)-interpolation operator from discontinuous to continuous simplicial finite element spaces. Restricting ourselves to two space dimensions, we will assume that only the factor \( p^{\gamma} \) is lost in the inverse trace inequality; see Hypothesis 5.1. Furthermore, the convergence analysis relies on the
assumption that the local $hp$-approximation properties \cite{24, 25}, and \cite{10} hold also on simplices; see Hypothesis \cite{5.2} However, we will not assume that \cite{28} holds.

Let $\mathcal{K}$ be a subdivision of $\Omega$ into simplices $\{\kappa\}$. Assume that (i) $\mathcal{K}$ covers $\Omega$ exactly, (ii) $\mathcal{K}$ does not contain any hanging nodes, and (iii) $\mathcal{K}$ is locally quasi-uniform in the sense that there exists a constant $\rho > 0$, independent of $h$, such that $\rho \max_{E \subset \Delta_\kappa} h_E \leq \min_{E \subset \Delta_\kappa} h_E$ where $E \subset \Delta_\kappa$ means for all edges in the patch $\Delta_\kappa$ and $h_E$ denotes the diameter of $E$. It is assumed that each $\kappa \in \mathcal{K}$ is an affine image of the canonical $d$-dimensional simplex in $\mathbb{R}^d$ defined by $\hat{\kappa} = \{(x_1, \ldots, x_d) \in \mathbb{R}^d; |x_i| \leq 1; \sum_{i=1}^d x_i \leq 2 - d\}$.

Let $p \geq 1$ and let $\mathbb{P}_{p,d}(\hat{\kappa})$ be the space of polynomials of total degree at most $p$. Introduce the finite element spaces

\begin{align}
X^p_h & = \{ v_h \in C^0(\Omega); \forall \kappa \in \mathcal{K}, v_h|_\kappa \in \mathbb{P}_{p,d}(\kappa) \}, \\
Y^p_h & = \{ w_h \in L^2(\Omega); \forall \kappa \in \mathcal{K}, w_h|_\kappa \in \mathbb{P}_{p,d}(\kappa) \}.
\end{align}

5.1. **Trace and inverse trace inequalities on simplices.** The results presented in this section are stated in arbitrary space dimension since they can be of independent interest. First, recall the following trace inequality due to Warburton and Hesthaven \cite{26}.

**Lemma 5.1.** Let $\kappa \in \mathcal{K}$. The following holds:

\begin{equation}
\forall v \in \mathbb{P}_{p,d}(\kappa), \quad \|v\|_{\partial \kappa} \leq \left( \frac{(p+1)(p+d)}{d} \frac{\text{meas}(\partial \kappa)}{\text{meas}(\kappa)} \right) \frac{1}{2} \|v\|_\kappa.
\end{equation}

To investigate inverse trace inequalities in $\mathbb{P}_{p,d}(\kappa)$, set $n_{p,d} = \dim(\mathbb{P}_{p,d})$ and let $\{\phi_i\}_{1 \leq i \leq n_{p,d}}$ be the canonical basis of $\mathbb{P}_{p,d}(\kappa)$. Let $\mathcal{A} = \{a_i\}_{1 \leq i \leq n_{p,d}}$ be a set of nodes in $\kappa$. The set $\mathcal{A}$ is said to be **unisolvent** in $\mathbb{P}_{p,d}(\kappa)$ if the matrix with coefficients $(\phi_i(a_j))_{1 \leq i,j \leq n_{p,d}}$ is invertible. It is said to be **admissible** if it is unisolvent in $\mathbb{P}_{p,d}(\kappa)$ and if for all dimension $d' < d$ and for any simplex $\kappa' \subset \partial \kappa$ of dimension $d'$, the set of nodes in $\kappa'$ is unisolvent in $\mathbb{P}_{p,d'}(\kappa')$. Given a unisolvent set of nodes $\mathcal{A}$, define

\begin{equation}
\mathbb{P}^A_{p,d}(\kappa) = \{ v \in \mathbb{P}_{p,d}(\kappa); \forall a_i \in \mathcal{A}, v(a_i) = 0 \text{ if } a_i \notin \partial \kappa \}.
\end{equation}

**Lemma 5.2.** For all unisolvent set of nodes $\mathcal{A}$ in $\mathbb{P}_{p,d}(\kappa)$, the following holds:

\begin{equation}
\inf_{v \in \mathbb{P}^A_{p,d}(\kappa) \setminus \{0\}} \frac{\|v\|_{\partial \kappa}}{\|v\|_\kappa} \leq \left( \frac{2p + d}{d} \frac{\text{meas}(\partial \kappa)}{\text{meas}(\kappa)} \right)^\frac{1}{2}.
\end{equation}

**Proof.** Estimate \cite{41} is established on the reference simplex and then mapped to an arbitrary element in $\mathcal{K}$.

(A) Choose the $L^2(\hat{\kappa})$-orthonormal basis of $\mathbb{P}_{p,d}(\hat{\kappa})$ considered in \cite{26}. Define the matrix $\tilde{F}$ of order $n_{p,d}$ such that $(\tilde{V}, \tilde{F}\tilde{V})_{\mathbb{P}_{p,d}} = \|\tilde{v}\|_{\partial \kappa}^2$ for all $\tilde{v} \in \mathbb{P}_{p,d}(\hat{\kappa})$, where $\tilde{V}$ is the coordinate vector of $\tilde{v}$ in the selected basis and where $(\cdot, \cdot)_{\mathbb{P}_{p,d}}$ denotes the Euclidean scalar product in $\mathbb{R}^{n_{p,d}}$. Clearly, $\tilde{F}$ is symmetric positive semidefinite. The advantage of the basis selected in \cite{24} is that $\tilde{F}$ admits a block-structure with blocks having rank 1.

(B) To specify this structure, define $J_{p,d} = \{(i) \in I_{p,d}; \sum_{i=1}^d i_i \leq p\}$. The matrix $\tilde{F}$ is then conveniently indexed by multi-indices $(i)$ and $(j)$ in $J_{p,d}$, and its entries
are given by

\[ \tilde{F}_{i,j} = \prod_{l=1}^{d-1} \delta_{i_l,j_l} (-1)^{j_d} \left( \frac{2N_d(i) + d}{2} \right)^{\frac{1}{2}} \left( \frac{2N_d(j) + d}{2} \right)^{\frac{1}{2}}, \]

where \( N_d(i) = \sum_{l=1}^{d} i_l \). Let \( r \in \{0, \ldots, p\} \). With any \((i') \in I_{p,d-1}\) such that \(\sum_{l=1}^{d-1} i'_l = r\), we can associate a block \(\tilde{F}_{r,(i')}\) in \(\tilde{F}\) corresponding to the multi-indices \((i) = (i_1', \ldots, i_{d-1}', i_d)\). In [26], it is proven that the block \(\tilde{F}_{r,(i')}\) is of size \((p-r+1)\), of rank 1, and its trace is equal to

\[ \text{tr}(\tilde{F}_{r,(i')}) = \sum_{i_d=0}^{p-r} \frac{1}{2}(2r + 2i_d + d) = \frac{1}{2}(p-r+1)(p+r+d). \]

(C) In [26], the largest eigenvalue of \(\tilde{F}\) is estimated whereas here we are interested in the lowest non-zero eigenvalue. Since the blocks \(\tilde{F}_{r,(i')}\) are of rank 1, the spectrum of \(\tilde{F}\) is equal to

\[ \sigma(\tilde{F}) = \left\{ \frac{1}{2}(p-r+1)(p+r+d) \right\}_{0 \leq r \leq p} \cup \{0\}. \]

Since the product \((p-r+1)(p+r+d)\) is monotonically decreasing in \(r\), it is inferred that the smallest non-zero eigenvalue of \(\tilde{F}\) is \(\frac{2p+d}{2}\). The conclusion is straightforward.

The result of Lemma 5.2, which is to the authors’ knowledge new, has important consequences for the \(hp\)-convergence analysis on simplices since it implies that in space dimension \(d \geq 2\), the inverse trace inequality on simplices cannot be optimal with respect to the trace inequality and that, at best, a factor \(p^\frac{1}{2}\) is lost. In other words, for the inverse trace inequality to be optimal, one should prove that

\[ \inf_{v \in \mathbb{P}_{p,d}(\kappa) \setminus \{0\}} \frac{\|v\|_{\partial \kappa}}{\|v\|_{\kappa}} \geq c \left( \frac{p^2 \text{meas} (\partial \kappa)}{\text{meas} (\kappa)} \right)^{\frac{1}{2}}, \]

for a constant \(c\) independent of \(p\). Hence, the upper bound in [18] is too small by a factor proportional to \(p^\frac{1}{2}\), and in the best situation where [18] is sharp, the inverse trace inequality is suboptimal by a factor of \(p^\frac{1}{2}\) only.

The rest of the analysis presented in this section is restricted to triangles \((d=2)\) and relies on the following hypothesis, which means that [18] is sharp.

**Hypothesis 5.1.** There exists an admissible set of nodes \(A^*_\kappa\) in \(\mathbb{P}_{p,2}(\tilde{\kappa})\) such that

\[ \forall v \in \mathbb{P}_{p,2}(\tilde{\kappa}), \quad \|v\|_{\tilde{\kappa}} \leq c p^\frac{1}{2} \|v\|_{\partial \kappa}. \]

Henceforth, for all \(\kappa \in \mathcal{K}\), \(\mathbb{P}_{p,d}(\kappa)\) denotes the polynomial set \(\mathbb{P}_{p,2}(\kappa)\) where \(A^*_\kappa\) is the image of the set \(A^*_\tilde{\kappa}\) by the transformation mapping \(\tilde{\kappa}\) onto \(\kappa\). If \(d\) is not large with respect to \(p\), estimate [16] and Hypothesis 5.1 lead to the following trace and inverse trace inequalities on triangles:

\[ \forall v \in \mathbb{P}_{p,d}(\kappa), \quad \|v\|_{\partial \kappa} \leq c \left( \frac{p^2}{h_{\kappa}} \right)^{\frac{1}{2}} \|v\|_{\kappa}, \]

\[ \forall v \in \mathbb{P}_{0,d}(\kappa), \quad \|v\|_{\kappa} \leq c \left( \frac{h_{\kappa}}{p} \right)^{\frac{1}{2}} \|v\|_{\partial \kappa}. \]
Inequality (51) is derived in [25]. Inequality (52) is suboptimal by a factor $p^{\frac{1}{2}}$ with respect to (51). Inequality (52) should be compared with inequality (16) derived on tensor-product elements, the latter inequality being optimal with respect to the corresponding trace inequality (15).

5.2. $hp$-interpolation and projection on triangles. Let $\kappa \in \mathcal{K}$. For a node $\nu$ in $\mathcal{A}_h^\kappa$, set $\mathcal{K}_\nu = \{ \kappa' \in \mathcal{K} ; \nu \in \kappa' \}$; then, for $w_h \in Y_h^p$, define $I_{Oh} w_h$ locally in $\kappa$ by the value it takes at all the nodes in $\mathcal{A}_h^\kappa$ by setting

$$I_{Oh} w_h(\nu) = \frac{1}{\text{card}(\mathcal{K}_\nu)} \sum_{\kappa \in \mathcal{K}_\nu} w_h|_\kappa(\nu).$$

Clearly, $I_{Oh} w_h \in X_h^p$.

Lemma 5.3. There exists $c$, independent of $p$ and $h$, such that, for all $\kappa \in \mathcal{K}$, the following estimate holds:

$$\forall w_h \in Y_h^p, \quad \|w_h - I_{Oh} w_h\|_\kappa \leq c \left( \frac{h_\kappa}{p} \right)^{\frac{1}{2}} \sum_{F \in \mathcal{F}(\kappa)} \|w_h\|_F.$$

Proof. The proof is the same as that of Lemma 3.2 except that the trace and inverse trace inequalities (51) and (52) are used instead of (15) and (16). In dimension 2, the inverse trace inequality (52) is used once so that a factor of $p^{\frac{1}{2}}$ is lost in (54) with respect to (18).

□

Remark 5.1. In dimension 3, the inverse trace inequality (52) has to be used twice so that a factor of $p$ is lost.

To derive $hp$-approximation results for the $L^2(\Omega)$-orthogonal projector onto $X_h^p$, we make henceforth the following assumption.

Hypothesis 5.2. The $L^2(\Omega)$-orthogonal projector onto $X_h^p$ satisfies the $hp$-approximation results (24), (25), and (40).

Lemma 5.4. Let $\Pi_h : L^2(\Omega) \rightarrow X_h^p$ be the $L^2(\Omega)$-orthogonal projector onto $X_h^p$. There exists $c$, independent of $p$ and $h$, such that for all $w \in H^q(\Omega)$, $q \geq 1$,

$$\|w - \Pi_h w\|_\Omega \leq c p^{\frac{1}{2}} \left( \frac{h}{p} \right)^s \|w\|_{s,\Omega},$$

$$\|\nabla (w - \Pi_h w)\|_\Omega \leq c p^{\frac{1}{2}} \left( \frac{h}{p} \right)^{s-1} \|w\|_{s,\Omega},$$

with $s = \min(p+1, q)$.

Proof. The proof proceeds as that of Lemma 3.3 except that the bound (54) is used instead of (18) and that instead of (28), we use the inequality

$$\|w - \Pi_h^* w\|_{\partial \kappa} \leq c p^{\frac{1}{2}} \left( \frac{h_\kappa}{p} \right)^{s-\frac{1}{2}} \|w\|_{s,\kappa},$$

resulting from Hypothesis 5.2 and the standard trace inequality (39).

□
5.3. Convergence analysis on triangles. Let \( u \in H^q(\Omega), \ q > \frac{3}{2} \), solve (1) and let \( u_h \in X_h^p \) solve
\[
 a(u_h, v_h) + f(u_h, v_h) = (f, v_h)_\Omega, \quad \forall v_h \in X_h^p.
\]
The convergence analysis proceeds as in [1]. Let \( (X_h^p)^\perp = \{ z \in L^2(\Omega); (z, v_h)_\Omega = 0, \ \forall v_h \in X_h^p \} \).

**Lemma 5.5 (Boundedness).** There is \( c \), independent of \( p \) and \( h \), such that for all \( z \in H^q(\Omega) \cap (X_h^p)^\perp, \ q > \frac{3}{2} \),
\[
\sup_{v_h \in X_h^p} \frac{a(z, v_h) + j(z, v_h)}{\|v_h\|_{a,j}} \leq \|z\|_{a,j} + c(p^2h^{\frac{q}{2}} + p^\frac{q}{2} - \frac{1}{2})\|z\|_{h, \frac{1}{2}}.
\]

**Proof.** The proof is similar to that of Lemma 4.2. However, on simplices, \( \beta_h \) can be chosen to be in \( X_h^1 \). As a result, there is no need to invoke the triangle inequality (35), and it is directly inferred using (54) that
\[
\sum_{\kappa \in \mathcal{K}} \sum_{F \in \mathcal{F}(\kappa)} \beta_{\kappa, F}^{-1} h_{\kappa, F}^{p-1}\|\beta_h \cdot \nabla v_h\|_{F, 2}^2 \leq cp^{a-1} j(v_h, v_h).
\]
The conclusion is straightforward. \( \square \)

**Lemma 5.6.** There is \( c \), independent of \( p \) and \( h \), such that for all \( w \in H^q(\Omega), \ q > \frac{3}{2} \),
\[
\|w - \Pi_h w\|_{h, \frac{1}{2}} \leq \frac{1}{p^{\frac{1}{2}}} \left( \frac{h}{p} \right)^{\frac{q}{2} - \frac{1}{2}} \|w\|_{s, \Omega},
\]
\[
\|w - \Pi_h w\|_{a,j} \leq c(p^\frac{3}{2} + p^{\frac{q}{2}} - \frac{1}{2} + p^{\frac{q}{2}} - \frac{1}{2} h^{\frac{1}{2}}) \left( \frac{h}{p} \right)^{s - \frac{1}{2}} \|w\|_{s, \Omega},
\]
with \( s = \min(p + 1, q) \).

**Proof.** Similar to that of Lemma 4.4. \( \square \)

We are now in a position to state the main result of this section.

**Theorem 5.1.** Let \( u \in H^q(\Omega), \ q > \frac{3}{2} \), solve (1) and let \( u_h \) solve (57). Take \( \alpha = \frac{3}{2} \). Then, under Hypotheses [2.1] and [5.2] there is \( c \), independent of \( p \) and \( h \), such that
\[
\|u - u_h\|_{a,j} \leq c(p^{\frac{q}{2} + p^{\frac{q}{2}} - \frac{1}{2} + p^{\frac{q}{2}} - \frac{1}{2} h^{\frac{1}{2}}} \left( \frac{h}{p} \right)^{s - \frac{1}{2}} \|u\|_{s, \Omega},
\]
with \( s = \min(p + 1, q) \). Hence, if \( h \leq p^{-\frac{3}{2}} \), the following holds:
\[
\|u - u_h\|_{a,j} \leq cp^{\frac{s}{2}} \left( \frac{h}{p} \right)^{\frac{s}{2}} \|u\|_{s, \Omega}.
\]

**Proof.** Proceeding as in the proof of Theorem 4.1 it is inferred that
\[
\|u - u_h\|_{a,j} \leq c\left( p^{\frac{q}{2} + p^{\frac{q}{2}} - \frac{1}{2} + p^{\frac{q}{2}} - \frac{1}{2} h^{\frac{1}{2}}} \left( \frac{h}{p} \right)^{s - \frac{1}{2}} \|u\|_{s, \Omega},
\]
Since \( \alpha = \frac{3}{2} \), it is clear that \( \frac{3}{2} - \frac{3}{2} = \frac{3}{2} - \frac{3}{2} = 1 \geq \frac{3}{4} \). The conclusion is straightforward. \( \square \)
6. Advection-Diffusion Problems

The purpose of this section is to show that the \( hp \)-CIP bilinear form \( j \) defined by equation (44) is also suitable to approximate advection-diffusion problems in both the advection-dominated and the diffusion-dominated regimes. The discussion is restricted to finite element approximations on tensor-product meshes.

Consider the following PDE with mixed Neumann–Robin boundary conditions

\[
\begin{cases}
-\varepsilon \Delta u + \beta \nabla u + \sigma u = f, \\
(\beta u - \varepsilon \nabla u) \cdot n_{\partial \Omega^+} = 0, \\
\varepsilon \nabla u \cdot n_{\partial \Omega^\Omega} = 0,
\end{cases}
\]

(63)

where \( \varepsilon > 0 \) is a real parameter and where \( f, \beta, \) and \( \sigma \) satisfy the assumptions stated in \( \S 2. \) Without loss of generality, it is assumed that problem (63) is non-dimensionalized so that \( \beta \) is of order unity. Note that Neumann and Robin boundary conditions are natural outflow and inflow conditions, respectively, for advection-diffusion problems.

On \( H^1(\Omega) \times H^1(\Omega) \) define the standard Galerkin bilinear form

\[
a_q(u,v) = \varepsilon (\nabla u, \nabla v)_{\Omega} + ((\sigma - \varepsilon \nabla)u, v)_{\Omega} - (u, \beta \nabla v)_{\Omega} + (\beta n u, v)_{\partial \Omega^+}.
\]

(64)

The finite element approximation to (63) consists of finding \( u_h \in V_h^p \) such that

\[
a_q(u_h, v_h) + j(u_h, v_h) = (f, v_h)_{\Omega}, \quad \forall v_h \in V_h^p.
\]

(65)

For \( v \in H^q(\mathcal{K}), q > \frac{3}{2} \), consider the norm

\[
\|v\|_{\varepsilon,j}^2 = \|\varepsilon^\frac{1}{2} \nabla v\|^2_\Omega + \|\sigma_0^\frac{1}{2} v\|^2_\Omega + \frac{1}{2}\|\beta \cdot n^\frac{1}{2} v\|^2_{\partial \Omega^\Omega} + j(v, v).
\]

(66)

The discrete problem (65) is clearly endowed with stability and consistency properties.

**Lemma 6.1** (Coerciveness). For all \( v \in H^q(\mathcal{K}), q > \frac{3}{2}, \) \( a_q(v, v) + j(v, v) \geq \|v\|_{\varepsilon,j}^2. \)

**Lemma 6.2** (Consistency). Let \( u \in H^q(\Omega), q > \frac{3}{2}, \) solve (63) and let \( u_h \) solve (65). Then, for all \( v_h \in V_h^p, \)

\[
a_q(u - u_h, v_h) + j(u - u_h, v_h) = 0.
\]

(67)

**Proposition 6.1** (Dominant advection). Let \( u \in H^q(\Omega), q > \frac{3}{2}, \) solve (63) and let \( u_h \) solve (65). Take \( \alpha = \frac{1}{2} \). Assume \( h \leq p^{-\frac{1}{2}}. \) Then, there is \( c, \) independent of \( p, h, \) and \( \varepsilon, \) such that

\[
\|u - u_h\|_{\varepsilon,j} \leq c(\varepsilon^\frac{1}{2} p h^\frac{1}{2} + p^\frac{1}{2}) \left( \frac{h}{p} \right)^{\frac{1}{2}} \|u\|_{s,\Omega},
\]

(68)

with \( s = \min(p + 1, q). \) Hence, if \( \varepsilon \leq h p^{-\frac{1}{2}}, \) the following holds:

\[
\|u - u_h\|_{\varepsilon,j} \leq c p^\frac{1}{2} \left( \frac{h}{p} \right)^{\frac{1}{2}} \|u\|_{s,\Omega}.
\]

(69)

**Proof.** Proceed as in the proof of Theorem 4.1. The only additional term to estimate is \( \|\varepsilon^\frac{1}{2} \nabla (u - \Pi_h u)\|_{\Omega}. \) Use (27) to infer

\[
\|\varepsilon^\frac{1}{2} \nabla (u - \Pi_h u)\|_{\Omega} \leq c p^\frac{1}{2} \varepsilon^\frac{1}{2} \left( \frac{h}{p} \right)^{\frac{1}{2}} \|u\|_{s,\Omega}.
\]

The conclusion is straightforward. \( \square \)
**Proposition 6.2** (Dominant diffusion). Let \( u \in H^q(\Omega), \ q \geq 2 \), solve \((63)\) and let \( u_h \) solve \((65)\). Take \( \alpha = \frac{2}{p} \). Then, there is \( c \), independent of \( p, h, \) and \( \epsilon \), such that

\[
\| u - u_h \|_{\epsilon,j} \leq (1 + \epsilon^{-\frac{2}{p}})(\epsilon^{\frac{1}{2}} + 1 + h^{\frac{2}{p} - \frac{1}{2}} + h^{-\frac{1}{2}}) \left( \frac{h}{p} \right)^{s-1} \| u \|_{s,\Omega},
\]

with \( s = \min(p + 1, q) \). Hence, if \( \epsilon \geq \max(1, hp^{-\frac{1}{2}}) \), the following holds:

\[
\| u - u_h \|_{\epsilon,j} \leq c \epsilon^{\frac{1}{2}} \left( \frac{h}{p} \right)^{s-1} \| u \|_{s,\Omega}.
\]

**Proof.** Recall the following interpolation result [2]: there exists \( u_h^{*} \in V^p_h \) such that

\[
\| u - u_h^{*} \|_{1,\Omega} \leq c \left( \frac{h}{p} \right)^{s-1} \| u \|_{s,\Omega}.
\]

(A) Let us first prove that

\[
\| u - u_h^{*} \|_{1,\Omega} \leq c \left( \frac{h}{p} \right)^{s-1} \| u \|_{s,\Omega}.
\]

Let \( \Pi_{h,2} : H^2(\Omega) \to W^p_h \) be the \( H^2 \)-orthogonal projection onto \( W^p_h \). Recall that \( \Pi_{h,2} \) is endowed with optimal \( hp \)-approximation properties in the \( L^2, H^1 \) - and \( H^2 \)-norms; see [10]. Let \( \kappa \in K \) and let \( F \subset \partial \kappa \). Owing to the trace inequality \((15)\), it is inferred that

\[
\| \nabla (u - u_h^{*}) \|_{\kappa} \leq \| \nabla (u - \Pi_{h,2} u) \|_{F} + \| \nabla (\Pi_{h,2} u - u_h^{*}) \|_{\kappa}
\]

\[
\leq c \left( \frac{h}{p} \right)^{s-\frac{1}{2}} \| u \|_{s,\kappa} + c ph^{\frac{1}{2}} \| \nabla (\Pi_{h,2} u - u_h^{*}) \|_{\kappa}
\]

\[
\leq c \left( \frac{h}{p} \right)^{s-\frac{1}{2}} \| u \|_{s,\kappa} + c ph^{\frac{1}{2}} (\| \nabla (u - \Pi_{h,2} u) \|_{\kappa} + \| \nabla (u - u_h^{*}) \|_{\kappa})
\]

\[
\leq c h^{\frac{1}{2}} \left( \frac{h}{p} \right)^{s-\frac{1}{2}} \| u \|_{s,\kappa} + c ph^{\frac{1}{2}} \| \nabla (u - u_h^{*}) \|_{\kappa}.
\]

As a result,

\[
n(\epsilon - u_h^{*} + u - u_h^{*}) \leq \sum_{F \in \mathcal{F}} \frac{h^2}{p^2} \beta_{\infty, F} \| \nabla (u - u_h^{*}) \|_{\epsilon,n}^2
\]

\[
\leq c \sum_{\kappa \in K} \frac{h^2}{p^2} \left( p \left( \frac{h}{p} \right)^{2s-3} \| u \|_{s,\kappa}^2 + p^2 h^{-1} \| \nabla (u - u_h^{*}) \|_{\kappa}^2 \right),
\]

yielding \((64)\).

(B) Since \( \| v \|_{\epsilon,j} \leq c(\epsilon + 1) \| v \|_{1,\Omega} + n(v, v) \), it is inferred using \((73)\) that

\[
\| u - u_h^{*} \|_{\epsilon,j} \leq c(\epsilon^{\frac{1}{2}} + 1 + h^{\frac{2}{p} - \frac{1}{2}} + h^{-\frac{1}{2}}) \left( \frac{h}{p} \right)^{s-1} \| u \|_{s,\Omega}.
\]

Owing to Lemmata \([6.1]\) and \([6.2]\)

\[
\| u - u_h \|_{\epsilon,j} \leq c(\epsilon + 1 + h^{\frac{2}{p} - \frac{1}{2}} + h^{-\frac{1}{2}}) \left( \frac{h}{p} \right)^{s-1} \| u \|_{s,\Omega},
\]

\[
\| u - u_h \|_{\epsilon,j} \leq a(\epsilon - u_h, u - u_h) + n(u - u_h, u - u_h)
\]

\[
\leq (1 + \epsilon^{-\frac{2}{p}}) \| u - u_h \|_{\epsilon,j} \| u - u_h \|_{\epsilon,j}.
\]
Hence,
\[ \|u - u_h\|_{\varepsilon,j} \leq \left(1 + \varepsilon^{-\frac{1}{2}}\right)\|u - u^*_h\|_{\varepsilon,j} \]
\[ \leq (1 + \varepsilon^{-\frac{1}{2}})(\varepsilon^\frac{1}{2} + 1 + h^{\frac{1}{2}}p^{-\frac{1}{2}}) \left(\frac{h}{p}\right)^{s-1} \|u\|_{s,\Omega}, \]
yielding (70). The conclusion is straightforward. \[\square\]

Proposition 6.2 shows that in the diffusion-dominated regime, the \(hp\)-CIP bilinear form \(j\) need not be modified to guarantee optimal convergence in \(h\) and \(p\). Furthermore, the above results indicate that the Péclet number to detect the regime transition is \(\frac{hp}{\varepsilon} \leq \frac{1}{2}\).

Remark 6.1. Following the ideas developed in [12], it is interesting to show that under mild additional assumptions on the approximability properties of a smooth subspace of the finite element space \(V_h^p\), it is possible to derive in the diffusion-dominated regime, both energy-norm and \(L^2\)-norm error estimates that are independent of the \(hp\)-CIP bilinear form \(j\). Let \(Z_h^p = V_h^p \cap C^1(\Omega)\) and assume that \(Z_h^p\) is endowed with the following optimal \(hp\)-approximation property: There is \(c\), independent of \(p\) and \(h\), such that for all \(v \in H^s(\Omega)\), there is \(z_h(v) \in Z_h^p\) such that
\[ \|v - z_h(v)\|_{1,\Omega} \leq c \left(\frac{h}{p}\right)^{s-1} \|v\|_{s,\Omega}, \]
where \(s = \min(p + 1, q) \geq 2\) and \(q\) is defined in Proposition 6.2. Property (74) is expected to hold when the polynomial order \(p\) is large enough. In the diffusion-dominated regime (\(\varepsilon \sim 1\)), the bilinear form \(a_\varepsilon\) is \(H^1\)-coercive and bounded on \(H^1(\Omega) \times H^1(\Omega)\) with constants that are of order unity. Furthermore, since \(Z_h^p \subset C^1(\Omega)\), the following improved consistency property holds: For all \(z_h \in Z_h^p\),
\[ a_\varepsilon(u - u_h, z_h) = j(u_h, z_h) = 0, \]
whence it is readily inferred using (74) that
\[ \|u - u_h\|_{1,\Omega} \leq c \left(\frac{h}{p}\right)^{s-1} \|u\|_{s,\Omega}. \]
Moreover, assuming that problem (63) has elliptic regularity and using a standard Aubin–Nitsche duality argument yields
\[ \|u - u_h\|_{\Omega} \leq c \left(\frac{h}{p}\right)^s \|u\|_{s,\Omega}. \]
The \(h\)-version of the above error estimates can be found in [12].

7. Conclusions

The \(hp\)-CIP finite element method analyzed in this paper can be used to approximate efficiently advection and (advection-dominated) advection-diffusion equations on tensor-product meshes. The error estimates are suboptimal by a factor of \(p^{\frac{s}{2}}\) in the advection-dominated regime, while optimality is recovered in the diffusion-dominated regime. In contrast, several questions remain open for simplicial finite elements. In particular, the existence of an admissible set of nodes yielding the best possible inverse trace inequality (18) and the sharpness of the estimates derived in

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Lemmas [5.3] and [5.4] deserve further investigation. Finally, it is worthwhile to mention that the design of an \( hp \)-CIP finite element method for the Oseen equation is straightforward by combining the above results with those of [8] and that numerical experiments in one space dimension, including convergence rates and estimates of condition numbers, are reported in [7].
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