ON GENERALIZED AVERAGED GAUSSIAN FORMULAS

MIODRAG M. SPALEVIĆ

Abstract. We present a simple numerical method for constructing the optimal (generalized) averaged Gaussian quadrature formulas which are the optimal stratified extensions of Gauss quadrature formulas. These extensions exist in many cases in which real positive Kronrod formulas do not exist. For the Jacobi weight functions $w(x) \equiv w^{(\alpha,\beta)}(x) = (1-x)^\alpha(1+x)^\beta$ ($\alpha, \beta > -1$) we give a necessary and sufficient condition on the parameters $\alpha$ and $\beta$ such that the optimal averaged Gaussian quadrature formulas are internal.

1. Introduction

Let $w$ be a given nonnegative and integrable weight function on an interval $[a, b]$. We call an interpolatory quadrature formula (abbreviated q.f.) of the form

$$
\int_a^b f(x) \, w(x) \, dx = Q_n[f] + R_n[f], \quad Q_n[f] = \sum_{j=1}^n \omega_j f(x_j),
$$

where $x_1 < x_2 < \cdots < x_n$, $\omega_j \in \mathbb{R}$ ($j = 1, \ldots, n$) and $R_n[f] = 0$ for $f \in \mathbb{P}_{2n-m-1}$ ($\mathbb{P}_n$ denotes as usual the set of polynomials of degree at most $n$), $0 \leq m \leq n$, a $(2n-m-1,n,w)$ q.f. If in addition all quadrature weights $\omega_j$, $j = 1, \ldots, n$, are positive then it is called a positive $(2n-m-1,n,w)$ q.f. Furthermore we say that a polynomial $t_n \in \mathbb{P}_n$ generates a $(2n-m-1,n,w)$ q.f. if $t_n$ has $n$ simple zeros $x_1 < x_2 < \cdots < x_n$, $t_n(x) = \prod_{j=1}^n(x-x_j)$, and if the interpolatory q.f. based on the nodes $x_j$, $j = 1, \ldots, n$, is a $(2n-m-1,n,w)$ q.f. A $(2n-m-1,n,w)$ q.f. is internal if all its nodes belong to the closed interval $[a, b]$. A node not belonging to the interval $[a, b]$ is called an exterior node.

Next let us denote by $p_k$ the monic polynomial of degree $k$ which is orthogonal to $\mathbb{P}_{k-1}$ with respect to $w$, i.e.

$$
\int_a^b x^j p_k(x) \, w(x) \, dx = 0, \quad j = 0, 1, \ldots, k-1,
$$

and let us recall that $(p_k)$ satisfies a three-term recurrence relation of the form

$$
p_{k+1}(x) = (x-\alpha_k)p_k(x) - \beta_k p_{k-1}(x), \quad k = 0, 1, \ldots,
$$

where $p_{-1}(x) = 0$, $p_0(x) = 1$ and the $\beta_k$’s have the property to be positive.
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The unique q.f. with \( l \) nodes and highest possible degree of exactness \( 2l - 1 \) is the Gaussian formula with respect to the weight \( w \),

\[
Q^G_l[f] = \sum_{j=1}^{l} \omega^G_j f(x^G_j).
\]

As shown by Golub and Welch \[8\], the nodes of the q.f. \( Q^G_l \) are the eigenvalues, and the weights are proportional to the squares of the first components of the eigenvectors, of the symmetric Jacobi tridiagonal matrix

\[
J^G_l(w) = \begin{bmatrix}
\alpha_0 & \sqrt{\beta_1} & 0 \\
\sqrt{\beta_1} & \alpha_1 & \cdots \\
0 & \cdots & \sqrt{\beta_{l-1}} & \alpha_{l-1}
\end{bmatrix}.
\]

An important but difficult task in practical calculations is the estimation of the error of the Gaussian q.f. \( Q^G_l[f] \). A typical method, used in most of the standard software libraries, consists of computing a second q.f. with more nodes, typically \( 2l + 1 \), and to use its difference to the Gaussian formula as an error estimate for the Gaussian formula. For economical reasons most often the function values which were used to compute the Gauss q.f. are used again by the \( 2l + 1 \) point formula, such that only \( l + 1 \) new function values have to be considered. Note that for a nontrivial extension of Gaussian formulas, \( l + 1 \) is the minimum number of nodes. Conversely, \( l + 1 \) is a natural number of new nodes, in particular if these interlace with the \( l \) nodes of the Gaussian formula. One may consider the \( l + 1 \) new nodes as free parameters and choose them in such a way that the degree of exactness of the \( 2l + 1 \) point formula is as high as possible. This leads to the well-known Gauss-Kronrod q.f. with \( 2l + 1 \) points and degree of exactness at least \( 3l + 1 \). For the Legendre weight function \( w(x) \equiv 1 \) on \([-1, 1]\), and for many other ones on compact intervals, the Gauss-Kronrod q.f. with \( 2l + 1 \) points and degree of exactness at least \( 3l + 1 \), are known to exist, i.e., to have real zeros inside the integration interval that interface with the nodes of Gaussian formula, and to have positive weights. The polynomial of degree \( l + 1 \) which vanishes at the \( l + 1 \) additional nodes, the so-called Stieltjes polynomial, usually denoted by \( E_{l+1} \), is characterized by an orthogonality relation with respect to a sign changing weight. The efficient numerical methods for calculating the positive Gauss-Kronrod q.f. are proposed by Laurie \[12\], and Calvetti et al. \[2\] (see also Monegato \[13\], and Gautschi \[6\]). But often the weight function \( w \) is such that the Gauss q.f. does not possess a real Kronrod extension, e.g. the Gauss-Laguerre and Gauss-Hermite cases \[9\]. Recently, for the Gegenbauer weight \( w^{(\alpha,\alpha)}(x) = (1 - x^2)^\alpha \), Pekerstorfer and Petras \[18\] showed nonexistence of a Gauss-Kronrod formulae for \( l \) sufficiently large and \( \alpha > 5/2 \). Analogous results for the Jacobi weight function \( w^{(\alpha,\beta)}(x) = (1 - x)^\alpha(1 + x)^\beta \) can be found in their paper \[19\], in particular nonexistence for large \( l \) of Gauss-Kronrod formulae when \( \min(\alpha, \beta) \geq 0 \) and \( \max(\alpha, \beta) > 5/2 \).

An interesting approach, initiated by Laurie \[10 \[11\] and Patterson \[14\], is to construct, for given \( \theta \in \mathbb{R} \), a new quadrature formula \( Q_{l+1} \) for the functional

\[
I_\theta[f] := \int_a^b f(x)w(x) \, dx - \theta Q^G_l,
\]
and to use the so-called stratified quadrature formulas

\[ Q_{2l+1} = \theta Q^G_l + Q_{l+1} \]

for the estimation of the error of \( Q^G_l \). As a special case, the so-called anti-Gaussian formulas \( Q^A_{l+1} \) were introduced by Laurie [11],

\[ R^A_{l+1} \{ x^k \} = -(1 + \gamma) R^G_l \{ x^k \}, \quad k = 0, 1, \ldots, 2l + 1. \]

Laurie’s definition in [11] is for \( \gamma = 0 \). The more general definition in (1.3) has been used by Ehrich [4] to construct modified formulas. The averaged formula

\[ Q^{GA}_{2l+1} = \frac{1}{2 + \gamma} ((1 + \gamma) Q^G_l + Q^A_{l+1}), \quad \gamma > -1, \]

also introduced in [11] for \( \gamma = 0 \), is of stratified type and has at least the degree of exactness \( 2l + 1 \). In Ehrich [4] the construction of \( Q^{GA}_{2l+1} \) in (1.4), in the sense of a higher degree of exactness, for the Laguerre and Hermite weight functions, has been improved. By construction (he chooses \( \gamma \) such that the degree of the extension is increased), these modified averages are also stratified extensions, and among all stratified extensions they are the unique formulas with highest possible degree of exactness. We denote them by \( Q^{GF}_{2l+1} \).

This paper studies the q.f. which is the same as the just quoted optimal (generalized) averaged Gaussian q.f. \( Q^{GF}_{2l+1} \). In the following section we propose the construction of the formula via a \( (2l+1) \times (2l+1) \) matrix rather than in two stages by a \( (l+1) \times (l+1) \) and \( l \times l \) matrix. In Section 3 we investigate for which values of \( \alpha, \beta \) is the new formula internal in the case of the Jacobi weight function \( w^{(\alpha, \beta)}(x) \).

2. Numerical construction

We study the quadrature formula \( Q_{2l+1} \) obtained as the Gaussian formula arising from the \( (2l+1) \times (2l+1) \) tridiagonal matrix \( J^{GF}_{2l+1}(w) \) constructed as follows:

(C1) The upper \( (l+1) \times (l+1) \) submatrix is the same as the Jacobi matrix for the \( (l+1) \)-point Gaussian rule for a certain weight \( w \), i.e., \( J^G_{l+1}(w) \).

(C2) The lower \( l \times l \) submatrix is the same as the reverse Jacobi matrix for the \( l \)-point Gaussian rule for \( w \), \( J^*_l(w) \).

(C3) The remaining codiagonal element is the same as the corresponding element of the Jacobi matrix for the \( (l+2) \)-point Gaussian rule \( J^G_{l+2}(w) \).

Therefore,

\[ J^{GF}_{2l+1}(w) = \begin{bmatrix} J^G_{l+1}(w) & \sqrt{\beta_l} e_l & 0 \\ \sqrt{\beta_l} e_l^T & \alpha_l & \sqrt{\beta_{l+1}} e_{l+1}^T \\ 0 & \sqrt{\beta_{l+1}} e_1 & J^*_l(w) \end{bmatrix}, \]

where \( e_k \) denotes the \( k \)-th coordinate vector in \( \mathbb{R}^l \).

It is well-known (see e.g. [5]) that there is a one-to-one correspondence between Jacobi matrices and quadrature formulae with positive weights.
This construction causes the resulting \((2l+1)\)-point quadrature rule to have the following properties:

(P1) The degree of exactness is \(2l + 2\).
(P2) The nodes of the \(l\)-point Gaussian rule \(Q^G_l\) for \(w\) are a subset of the new formula.
(P3) The weights of these nodes are constant multiples of the original weights.

Therefore, the formula \(Q_{2l+1}^G\) is identical to the optimal (generalized) averaged Gaussian q.f. \(Q_{2l+1}^{GF}\) first considered by Ehrlich [4] (based on a suggestion of Patterson [14]), since:

- Any q.f. that satisfies (C1) and (C2) must necessarily have properties (P2) and (P3), since if \(y\) is an eigenvector of \(J_L^G(w)\), then \([y^T; 0; \text{rev}(y)^T]^T\) is an eigenvector of \(J_{2l+1}^{GF}(w)\), with the same eigenvalue.
- (P1) follows from (C1) and (C3) by the degree-revealing property of the Jacobi matrix.

**Remark 2.1.** The degree of exactness in (P1) is \(2l + 3\), if \(w\) is an even weight function, i.e., \(w(-x) = w(x)\).

The optimal (generalized) averaged Gaussian q.f. \(Q_{2l+1}^{GF}\), as well as the averaged Gaussian q.f. \(Q_{2l+1}^{GA}\) from (1.3) for \(\gamma = 0\), can also be derived with the aid of Peherstorfer’s characterization results in the theory of positive interpolatory q.f. (1.1) which are as follows (see [17, Theorem 3.2] and also [15, 16]):

A polynomial \(t_n\) generates a positive \((2n - 1 - m, n, w)\) q.f. \((0 \leq m \leq n)\) if and only if \(t_n\) can be generated by a three-term recurrence relation of the form

\[
\begin{align*}
t_{j+1}(x) &= (x - \alpha_j)t_j(x) - \beta_j t_{j-1}(x), \quad j = 0, 1, \ldots, n - 1, \\
t_{-1}(x) &= 0, \quad t_0(x) = 1, \quad \text{with } \alpha_j \in \mathbb{R} \text{ and } \beta_j > 0 \quad \text{for } j = 0, 1, \ldots, n - 1, \quad \text{and with} \\
\alpha_j &= \alpha_0 \quad \text{for } j = 0, 1, \ldots, n - 1 - \left\lceil \frac{m + 1}{2} \right\rceil \quad \text{and} \quad \beta_j = \beta_0 \quad \text{for } j = 0, 1, \ldots, n - 1 - \left\lceil \frac{m}{2} \right\rceil
\end{align*}
\]

and

\[
\text{sgn } t_j(a) = (-1)^j, \quad t_j(b) > 0, \quad j = 1, \ldots, n,
\]

which is again equivalent to the fact (see the proof of \(d \Rightarrow a\) in [17 Thm. 3.2]) that \(t_n\) can be represented in the form \((l := [(m + 1)/2], \quad n \geq 2l)\)

\[
t_n = g_{l-1}p_{n-l} - \beta_{n-l}g_{l-1}p_{n-l-1},
\]

where \(g_{l-1}\) and \(g_l\) are generated by a three-term recurrence relation of the form

\[
\begin{align*}
g_{j+1}(x) &= (x - \alpha_{n-j-1})g_j(x) - \beta_{n-j}g_{j-1}(x), \quad j = 0, 1, \ldots, l - 1, \\
g_{-1}(x) &= 0, \quad g_0(x) = 1, \quad \text{with } \alpha_{n-j-1} \in \mathbb{R} \text{ and } \beta_{n-j} > 0 \quad \text{for } j = 0, 1, \ldots, l - 1; \\
\beta_{n-l} > 0, \quad \beta_{n-l} = \beta_{n-l} \quad \text{if } m = 2l - 1; \quad \text{and}
\end{align*}
\]

\[
\text{sgn } g_j(a) = (-1)^j, \quad g_j(b) > 0, \quad j = 1, \ldots, l.
\]

Now let us derive the cases under consideration. Let \(n = 2l + 1\) and put

\[
\begin{align*}
\hat{\alpha}_{n-j} &= \alpha_j \quad \text{and} \quad \hat{\beta}_{n-j} = \beta_j \quad \text{for } j = 0, 1, \ldots, l - 1, \\
\beta_{n-l} &= \beta_{n-l} \quad \text{(} m = 2l - 1), \quad \text{i.e.,} \quad \beta_{n-l} = \beta_l \quad \text{(} m = 2l),
\end{align*}
\]

which immediately yields

\[
g_j \equiv p_j, \quad j = 1, \ldots, l.
\]
Conversely putting
\[ g_l \equiv p_l \quad \text{and} \quad g_{l-1} \equiv p_{l-1}, \]
the relations (2.3) follow. Hence if (2.4) or (2.3) holds, then (2.2) is reduced to
\[ t_n \equiv t_{2l+1} = p_l F_{l+1}, \]
where
\[ F_{l+1}(x) = p_{l+1}(x) - \hat{\beta}_{l+1} p_{l-1}(x) = (x - \alpha_l) p_l(x) - \hat{\beta}_l p_{l-1}(x), \]
where \( \hat{\beta}_l = \beta_l + \hat{\beta}_{l+1}. \)

Thus the optimal (generalized) averaged Gaussian q.f. \( Q_{2l+1}^{GF}, \) where \( \hat{\beta}_{l+1} = \beta_{l+1} \) \((m = 2l - 1),\)
\[ \int_a^b f(x) w(x) dx = Q_{2l+1}^{GF}[f] + R_{2l+1}^{GF}[f], \]
\[ Q_{2l+1}^{GF}[f] = \sum_{j=1}^{l} \omega_j^{GF} f(x_j) + \sum_{k=1}^{l+1} \omega_k^{GF} f(x_k^F), \]
which has at least degree of exactness \( 2l + 2, \) is based on the zeros of \( t_{2l+1} = p_l F_{l+1}. \)
\( x_j^G (j = 1, \ldots, l) \) denotes the zeros of \( p_l, \) i.e., the nodes in the corresponding Gauss q.f. \( Q^G, \) and \( x_k^F (k = 1, \ldots, l+1) \) denotes the zeros of \( F_{l+1}. \) Ehrich [4] showed that this formula is exactly the optimal stratified extension for the Gauss-Laguerre and Gauss-Hermite q.f., in the corresponding cases.

The interpolatory q.f. based on the zeros of \( F_{l+1} \) has the form
\[ \int_a^b f(x) w(x) dx = Q_{l+1}^{F}[f] + R_{l+1}^{F}[f], \]
and it has the degree of exactness \( 2l - 1 \) since \( F_{l+1} \) is orthogonal on \( P_{l-2} \) with respect to \( w. \)

Using the equalities (1.2) for \( k = 0, 1, \ldots, l-1, \) together with (2.5), because of the uniqueness of interpolatory q.f., the nodes \( x_k^F \) and the (positive) weight coefficients \( \omega_k^F \) of the q.f. (2.6), we obtain it very easily by the well-known method for the Gauss q.f. (cf. [3]) based on the QR algorithm, and for the following Jacobi matrix
\[ J_{l+1}^{F}(w) = \begin{bmatrix} J_l^{G}(w) & \sqrt{\beta_l} \mathbf{e}_l \\ \sqrt{\beta_l} \mathbf{e}_l^T & \alpha_l \end{bmatrix}. \]

Note, if \( \hat{\beta}_{l+1} = \beta_l \) \((m = 2l), \) i.e., \( \hat{\beta}_l = 2 \beta_l \) in (2.5), the corresponding positive q.f. has at least a degree of exactness \( 2l + 1, \) hence it is the averaged Gaussian q.f. \( Q_{2l+1}^{G4}, \) introduced by Laurie [11] \((\gamma = 0), \) who obtained it by halving the sum of the Gauss q.f., based on the nodes of \( p_l, \) and the anti-Gauss q.f. \( Q_{l+1}^{A}, \) based on the nodes of \( F_{l+1}. \) Recently, Calvetti and Reichel [3] proposed a modification of the anti-Gauss q.f., and showed that the symmetric Gauss-Lobatto q.f. are modified anti-Gauss q.f.

Since \( \beta_l > 0, \) it is not difficult to show that the zeros of \( p_l \) and \( F_{l+1} \) interlace. Therefore, the inner nodes \( x_k^F \) \((k = 2, \ldots, l) \) are in \([a, b].\)
Example 2.2. Consider the Jacobi weight function \( w^{(\alpha, \beta)}(x) \) with \( \alpha = 1/10, \beta = 13/5 \), on \([-1, 1]\). Respective Matlab routines `r_jacobi.m`, for the coefficients in the three-term recurrence relation of the corresponding Jacobi orthogonal polynomials, and `gauss.m`, for the nodes and weight coefficients in the corresponding Gauss q.f., are downloadable from the Web site

\[
\text{http://www.cs.purdue.edu/archives/2002/wxg/codes/}
\]

which contains a suite of many other useful routines, in part assembled as a companion piece to the book in [6].

The nodes in the increasing order (the first column) and corresponding weight coefficients (the second column) of the corresponding q.f. \( Q_{29}^{GF} \) are displayed in the previous table.

As we have seen, the q.f. \( Q_{2l+1}^{GF} \), which has the degree of exactness \( 2l + 2 \), is an extension of the Gauss formula. Nonexistence for large \( l \) of Gauss-Kronrod formulae, for the case of the Jacobi weight function considered in Example 2.2, has been recently proved by Peherstorfer and Petras [19]. Using the Matlab routine `kronrod.m`, which is downloadable from the above-mentioned Web site, we obtain in the considered case \( (w^{(1/10, 13/5)}(x), l = 14) \) that the Gauss-Kronrod q.f. does not exist. For \( 1 \leq l \leq 13 \) the Matlab routine `kronrod.m` generates the corresponding Gauss-Kronrod q.f.
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3. $Q_{2l+1}^{GF}$ FOR THE JACOBI WEIGHT FUNCTIONS

Since the q.f. $Q_{2l+1}^{GF}$ under consideration is of particular interest when all its nodes belong to $[a, b]$, we will consider this question in this section. For the classical weights, the three-term recurrence coefficients and the values of the orthogonal polynomials at the end points are explicitly known (see for instance [1]).

The Jacobi weight function $w^{(\alpha, \beta)}(x) = (1 - x)^{\alpha}(1 + x)^{\beta}$ over $[-1, 1]$ with $\alpha, \beta > -1$ will be considered. From (2.5) with $\beta_{l+1} = \beta_{l+1}$, we derive the following condition for $x_F^{l+1}$ to be in $[-1, 1]$:

$$L_{l+1}^{\alpha, \beta}(1) \geq 1,$$

where we put

$$L_{l}^{\alpha, \beta}(\cdot) = \frac{p_{l+1}(\cdot)}{\beta_{l+1} p_{l-1}(\cdot)}.$$

The derivation for $x_F^l$ is similar.

Using the tables from [1], we obtain

$$\beta_l = \frac{4l(\alpha + l)(\beta + l)(\alpha + \beta + l)}{(\alpha + \beta + 2l - 1)(\alpha + \beta + 2l)(\alpha + \beta + 2l + 1)},$$

$$p_l(1) = \frac{2l \left( \begin{array}{c} \alpha + l \\ l \end{array} \right)}{\left( \begin{array}{c} \alpha + \beta + 2l \\ l \end{array} \right)},$$

and hence, using (3.2),

$$L_{l}^{\alpha, \beta}(1) = \frac{(\alpha + l)(\alpha + \beta + l) \left( l + 1 + \frac{\alpha + \beta}{2} \right)}{(l + 1)(l + \beta + 1) \left( l + \frac{\alpha + \beta}{2} \right)} \frac{(\alpha + \beta + 2l + 3)}{(\alpha + \beta + 2l - 1)}.$$

If $l \geq 2$, we have that $\alpha + \beta + 2l - 1 \geq \alpha + \beta + 3 > 0$, and hence the denominator in the last fraction is positive, since $\alpha, \beta > -1$.

From (3.3), after some simple but tedious calculation, we obtain

$$L_{l}^{\alpha, \beta}(1) = 1 + \frac{A(l, \alpha, \beta)}{(l + 1)(l + \beta + 1) \left( l + \frac{\alpha + \beta}{2} \right)} \frac{\left( 2\alpha + 1 \right) l}{\left( \alpha + \beta + 2l - 1 \right)}.$$

where

$$A(l, \alpha, \beta) = (\alpha + \beta + 2l + 1) \left\{ (2\alpha + 1) l^2 + (2\alpha + 1)(\alpha + \beta + 1) l \right. \right.$$

$$+ \left. \frac{1}{2}(\alpha + \beta)((\alpha + 1)(\alpha + \beta + 1) + 2(\alpha - \beta)) \right\}.$$

Therefore, $L_{l}^{\alpha, \beta}(1) \geq 1$, if $A(l, \alpha, \beta) \geq 0$ is fulfilled, since $\alpha + \beta + 2l + 1 > 0$, if

$$\left( 2\alpha + 1 \right) l^2 + (2\alpha + 1)(\alpha + \beta + 1) l + \frac{1}{2}(\alpha + \beta)((\alpha + 1)(\alpha + \beta + 1) + 2(\alpha - \beta)) \geq 0.$$
By concluding in an analogous way the point $-1$, we obtain the following condition:

\[(3.6) \quad (2\beta + 1)l^2 + (2\beta + 1)(\alpha + \beta + 1)l + \frac{1}{2}(\alpha + \beta)[(\beta + 1)(\alpha + \beta + 1) + 2(\beta - \alpha)] \geq 0.\]

Therefore, we have proved the following theorem.

**Theorem 3.1.** The optimal averaged Gaussian q.f. $Q^{GF}_{2l+1}$, based on the zeros of the quasi-orthogonal polynomial $p_l F_{l+1}$, corresponding to Jacobi weight function $w^{(\alpha, \beta)}(x) = (1-x)^\alpha (1+x)^\beta$ with $\alpha, \beta > -1$, is internal if and only if the conditions (3.5) and (3.6) hold.

Let us point out that if (3.5) and (3.6) hold for $l = 2$, then they hold for all $l \geq 2$. Figure 1 shows the region in the $(\alpha, \beta)$ plane in which the conditions (3.5) and (3.6) are satisfied for $l = 2$. Outside that region, the corresponding optimal averaged Gaussian q.f. $Q^{GF}_{2l+1}$ for at least one value of $l \geq 2$ has an exterior node.

Some sufficient conditions for an optimal averaged Gaussian q.f. $Q^{GF}_{2l+1}$ for the Jacobi weight to require exterior nodes can be deduced from Theorem 3.1. We mention only cases with $\alpha < \beta$: other cases can be obtained by interchanging $\alpha$ and $\beta$. Denoting the left-hand side of (3.5) by $f(l, \alpha, \beta)$, we have:

1. For $\alpha < -1/2$, the formulas for sufficiently large $l$ require an exterior node, because the coefficient of $l^2$ is negative.

2. For $\alpha = -1/2$, $\beta > 1/2$ ($l \geq 2$), we have $f(l, -1/2, \beta) = -3(\beta^2 - 1/4) < 0$. 
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3. For $\beta > 1/2$ and $\alpha$ close enough to $-1/2$ ($\alpha = -1/2 + \varepsilon$, $\varepsilon > 0$), the formulas require an exterior node for $l$ small enough, because $f(l, -1/2 + \varepsilon, \beta)$ has zeros at

$$l = \frac{1}{2} \left( -\frac{1}{2} - \beta - \varepsilon \pm \sqrt{\Delta} \right),$$

where

$$\Delta = \frac{1}{2}(5 - 3\varepsilon + 3(\beta^2 - 1/4)/\varepsilon).$$

The positive zero is therefore $O(\varepsilon^{-1/2}).$

We omit the case when $l = 1$ ($\alpha, \beta > -1$), which can be done easily by the reader.

The cases with Laguerre and Hermite weights are studied by Ehrich [4].

We have used the traditional way of naming the Gauss-Kronrod q.f. although it would have been better to use the name Gauss-Kronrod-Skutsch q.f. (see [7] for details).
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