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ABSTRACT. We present a hyperbolic-elliptic model problem related to the equations of two-phase fluid flow. The model problem is solved numerically, and properties of its solution are presented. The model equation is well-posed when linearized around a constant state, but there is a strong focusing effect, and very large solutions exist at certain times. We prove that the model problem has a smooth solution for bounded times.

1. INTRODUCTION

Mathematical modeling and numerical approximation of industrial processes involving two-phase flow has become an important area of research. Much effort is currently devoted to develop physical and mathematical models for these kinds of flows.

Mathematical models of a fluid with dispersed particles can be formulated in different ways, depending, on e.g., the application and the number of particles in the suspension.

In this paper we are concerned with a two-phase flow model that treats the flow on a macroscopic level and phases are considered as interacting continua. The model consists of two coupled sets of conservation equations for mass and momentum for each phase and the final set of equations resembles a Navier-Stokes system. This is sometimes referred to as the Eulerian/Eulerian approach and is discussed, e.g., in [3, 5, 16].

This model of a two-phase flow have many interesting features. For example, it was shown in [6, 15] that the equations in the inviscid limit, are ill-posed when linearized around states belonging to a certain set in phase space. In [15] the viscous formulation is also studied and it is shown that for smooth initial data in this region of phase space, exponential increase of the solution does occur when the viscous term is small. A study of a model problem with similar behavior is considered in [11]. Nevertheless, the equations are solved by engineers [17], and used in prediction of flow behavior in machinery relevant to, e.g., process industry. A bounded solution can exist even if it develops non-smoothness. For example, it is known that shock waves can have a regularizing effect by absorbing small oscillations. Another possible mechanism is that instabilities quickly force the solution to leave the region of ill-posedness. In this context, one could also
imagine a situation where the solution oscillates periodically between ill-posed and well-posed states.

A model problem with an ill-posed region of phase space was presented in [18]. The computations in [8] and in [18] showed the appearance of highly oscillatory solutions for the one-dimensional two-phase equations. The frequency of the oscillations grew as a regularizing viscosity parameter was sent to zero. Questions regarding the regularity of the solution and the limit behavior of the solution of the regularized system are still open.

We present here a hyperbolic-elliptic model problem where only a few terms of the one-dimensional two-phase equations are retained. The model problem is well-posed for all states, but nevertheless shows strong growth and formation of small-scale features. Therefore, one should not claim that all interesting phenomena in the two-phase system stems from the ill-posed inviscid limit.

A closely related equation occurring in chemotaxis and chemosensitive movement was analyzed in [10].

In Section 2, we recall some results from [8] for the two-phase equations in one space dimension. In Section 3, we simplify the equations to obtain the model problem. The properties of the solution of the model problem are demonstrated by numerical experiments. Finally, analysis presented in Section 4 shows that the model problem with compact data on an infinite domain has a smooth solution for bounded times.

2. Formation of Peaks in the Two-Phase Equations

We consider a two phase flow consisting of a particle phase and a fluid phase. Both phases are assumed incompressible. The following model describes the evolution of the two phases,

\[
\begin{align*}
\phi_t + \nabla \cdot \phi \mathbf{u} &= 0, \\
\rho_p (\phi \mathbf{u})_t + \rho_p \nabla \cdot (\phi \mathbf{uu}^T) &= -\phi \nabla p - G(\phi) \nabla \phi - K(\phi)(\mathbf{u} - \mathbf{v}) + g \rho_p \phi + \nabla \cdot (\mu_p \phi D_p), \\
\rho_c ((1 - \phi) \mathbf{v})_t + \rho_c \nabla \cdot ((1 - \phi) \mathbf{vv}^T) &= -(1 - \phi) \nabla p + K(\phi)(\mathbf{u} - \mathbf{v}) + g \rho_c (1 - \phi) + \nabla \cdot (\mu_c (1 - \phi) D_c), \\
\nabla \cdot (\phi \mathbf{u} + (1 - \phi) \mathbf{v}) &= 0.
\end{align*}
\]

Here \( \phi \) denotes the particle volume fraction, \( \rho_p, \rho_c \) are the constant densities of the particle (p) and fluid (c) phases, respectively. \( \mathbf{u}, \mathbf{v} \) are the particle and fluid velocities, \( D_p, D_c \) are the symmetric part of the particle and fluid velocity gradients, e.g.,

\[
D_p = \frac{1}{2}(\nabla \mathbf{u} + (\nabla \mathbf{u})^T).
\]

The fluid pressure is denoted by \( p \) and \( G(\phi) \) is the modulus of elasticity for the particulate phase. \( K(\phi) \) is a particle-fluid friction term and \( g \) is gravity, \( \mu_p \) and \( \mu_c \) are viscosity coefficients of the particle and fluid phases. There exist many different models for the material functions \( G \) and \( K \). In the first part of this paper, when
we are solving (1), we use the simplified models

\[ G(\phi) = 0.02 \left( \frac{\phi}{\phi_{mp} - \phi} \right)^3, \]
\[ K(\phi) = \frac{17.3 \mu c}{d_p^2} \cdot \frac{\phi}{(\phi_{mp} - \phi)2.8}, \]

where the particle diameter \( d_p = 0.0005 \), and the maximum packing \( \phi_{mp} = 0.8 \); see [8].

We consider the one-dimensional version of (1) on the domain \(-1.5 \leq x < 1.5\). In [18] it is shown that this problem is locally in time well-posed for smooth data, but with exponential growth in time for data in a certain region in phase space. The boundary conditions are periodic and the initial data is chosen such that \( \phi \) is a positive and periodic function

\[ \phi(x, 0) = 0.2 \sin \frac{2\pi x}{3} + 0.25. \]

The initial velocities are assumed in equilibrium, i.e., such that the zero order terms in the equations are zero. This condition together with the incompressibility constraint give, in one space dimension,

\[ u = \phi (1 - \phi)^2 (\rho_p - \rho_c) g / K(\phi) \quad \phi u + (1 - \phi)v = 0. \]

This means that both the initial particle velocity, \( u \), and the initial fluid velocity \( v \), are determined from the initial data for \( \phi \). This set of initial data is in the above mentioned growth region in phase space. To investigate whether a constant state is in the growth region, one linearizes the equations around that state, and takes the Fourier transform. One linear ordinary differential equation is obtained for each Fourier mode. In the growth region, all Fourier modes increase exponentially, but with a rate which is bounded uniformly with respect to the wave number.

![Figure 1. Time evolution of \( \phi \). 4000 grid points.](image-url)
In [8], this problem was solved by a spectral approximation in space and a second order Adams predictor-corrector method in time. Here, we instead use a sixth order accurate centered difference approximation in space, all derivatives $\partial/\partial x$ are replaced by the divided difference operator (6). To make sure non-linear stability holds, a small eighth order dissipative term is added to each equation. This term does not affect the order of accuracy. A fourth order Runge-Kutta scheme is used for time integration. The problem parameters are set to the following values $\rho_p = 200$, $\rho_c = 1$, $\mu_p = 1$, $\mu_c = 1.8 \times 10^{-5}$.

In Figure 1 we present the volume fraction, $\phi$, at different times. The sine wave first breaks and forms a steep gradient. A sharp peak is formed at the gradient. Secondary peaks are formed, which at later times interact, and eventually fill up the entire axis with oscillations. Once oscillations are formed they will increase, due to the high wave number growth of the linearized problem. The oscillations can stabilize due to non-linear effects, or because they reach values that are outside the growth region in phase space. Closer investigation of the oscillations shows that the width of the peaks is never smaller than approximately 20 particle diameters. For a more complete study of this problem, see [7].

Note that this is a viscous problem, but it is not evident that a smallest scale exists. However, the grid convergence study shown in Figure 2 gives an indication that it is possible to resolve all scales, at least up to a bounded time. In Figure 2 we display a close-up of the oscillations in $\phi$ at time 1. The grids have size 2000, 4000, and 8000 grid points. The solution does not change visibly between the two finest grids; grid convergence seems to have been attained.

We will next present a linearly well-posed model problem which retains some features of the solution of (1). The purpose of this section was to show some properties of the solution of (1) and to motivate the need for models that give insight into oscillatory phenomena of these equations.
3. A model problem

The one-dimensional version of the two-phase equations, as formulated in (1), are often used as a model of gravity dominated sedimentation processes. When the flow is gravity dominated and slow, the transport terms in (1) can be neglected. Also, if the suspension is such that its mixture viscosity is orders of magnitude larger than the viscosity of the fluid, we can ignore the fluid stress tensor, $\mu_c(1 - \phi)D_c$. In this case we assume that the mixture viscosity equals the particle viscosity. Following these assumptions and using the fact that the fluid pressure can be eliminated by direct integration, we obtain

\[ \phi_t + (\phi u)_x = 0, \]

(2)

\[ (\mu_p \phi u)_x - \frac{K}{(1 - \phi)^2}u = G(\phi)\phi_x - \Delta \rho g \phi \]

to be solved for the particle phase velocity $u$ in the $x$-direction and the volume fraction $\phi$.

If $\mu_p = 0$, this is a scalar conservation law for the volume fraction, $\phi$. This is the classical, inviscid, 1D consolidation model and has been discussed in many important works; see e.g. [1, 2, 4].

In this study we work with a slightly different model, the viscous model, where $\mu_p \neq 0$. This term is small and usually ignored in the classical way of treating this problem. However, from a numerical point of view, the viscous model is more advantageous since a less restrictive condition on the time step (CFL condition) is obtained than with the classical model. This is indicated by a linear stability analysis and exemplified by numerical experiments presented in [9].

During a typical sedimentation process the solid phase will be separated from the fluid phase, and numerical experiments as well as experimental data show a steep gradient in the volume fraction at the clear fluid interface. In the clear fluid region the modulus of elasticity is equal to zero and the equation for the volume fraction in the classical approach is hyperbolic, and mathematically the regions are separated by a shock. However, the viscous model gives a volume fraction profile with a very steep gradient at the interface.

To investigate whether this is a shock or not we will study a model problem obtained by removing the the modulus of elasticity, $G(\phi)$, from (2). Also, we denote $\mu_p \phi = \eta$ and let $\eta$ be a constant, set $K/(1 - \phi)^2 = 1$ and $\Delta \rho g = 1$. This yields the following model problem:

\[ \phi_t + (u\phi)_x = 0, \quad 0 < x < L \quad t > 0, \]

(3)

\[ -\eta u_{xx} + u = \phi. \]

(4)

The model is considered together with periodic boundary conditions and periodic initial data, $\phi(x, t) = \phi_0(x)$. The particle phase velocity $u$ depends on $\phi$ through the elliptic equation (4). When the viscosity parameter $\eta$ is zero, this is exactly the inviscid Burgers’ equation for $\phi$. It is well known that this equation has a bounded, but discontinuous solution; see [13].

Surprisingly, the viscous term $\eta u_{xx}$ in (4) does not act as a smoothing. Linearization around the constant states $u = u_0$ and $\phi = \phi_0$ and Fourier transformation gives

\[ \hat{\phi}_t + i\xi \frac{\phi_0}{1 + \eta \xi^2} \hat{\phi} = 0, \]
where $\xi$ is the frequency. Here we see that the viscosity only introduces a frequency dependent change in the propagation speed. However, the behavior of the solution of the non-linear problem is different from what is indicated by the linear analysis. Writing the $\phi$-equation, (3), as

$$\phi_t + u \phi_x = -u_x \phi$$

does the growth term $u_x \phi$, which is zero when linearized. However, for $u_x < 0$, strong growth in $\phi$ takes place.

We first study equations (3) and (4) by some numerical experiments, which will give insight into the properties of the solution. We approximate the derivative in space in equation (3) by a sixth order accurate difference operator to get the semi-discrete approximation

$$\frac{d\phi_j(t)}{dt} + D_{06}(u_j \phi_j) = 0$$

with the operator $D_{06}$ defined as

$$D_{06} v_j = -v_{j-3} + 9v_{j-2} - 45v_{j-1} + 45v_{j+1} - 9v_{j+2} + v_{j+3}.$$  

The grid is uniform with grid spacing $\Delta x = x_{j+1} - x_j$. Periodic boundary conditions are imposed, so that boundary modifications of the difference operators are not necessary. The velocity $u_j$ in (3) is computed by solving equation (4) numerically as

$$-\eta D_{06} u_j + u_j = \phi_j,$$

which is an invertible linear system of equations under periodic boundary conditions. The sixth order accurate approximation of the second derivative is given by

$$D_6 v_j = \left( \frac{1}{90} v_{j-3} - \frac{3}{20} v_{j-2} + \frac{3}{2} v_{j-1} - \frac{49}{18} v_j + \frac{3}{2} v_{j+1} - \frac{3}{20} v_{j+2} + \frac{1}{90} v_{j+3} \right) / \Delta x^2.$$  

Since (5) is of the form $\phi'(t) = f(\phi)$, we solve this ODE in time by the standard fourth order accurate Runge-Kutta method.

For the numerical experiments, we use the initial data

$$\phi(x, 0) = 0.9 \sin \pi x + 1$$

and we set $\eta = 0.01$. The computational domain is $0 \leq x < 2$, with the periodic boundary conditions, $\phi(0, t) = \phi(2, t)$. Motivated by the physical interpretation, we will only consider non-negative $\phi$. It is not hard to see, by rewriting the equation as an ODE along a characteristic,

$$\frac{D\phi}{Dt} = -u_x \phi$$

(where $D/Dt = \partial/\partial t + u \partial/\partial x$), that if the initial data is non-negative, then the solution will stay non-negative for all times.

The time evolution of a typical solution obtained for $\eta = 0.01$ is shown in Figure 3. We see how the solution focuses to a spike-like feature at time 0.8, which is reduced but re-emerges at a later time. The velocity corresponding to the solution in Figure 3 is shown in Figure 4. The computations show a bounded velocity, but with a possible jump in the derivative $u_x$. 
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Figure 3. Time evolution of $\phi$, test problem.

Figure 4. Time evolution of $u$, test problem.
The question is whether the solution is singular at the spike. Integrating the \( \phi \)-equation over one period shows that
\[
\int \phi(x, t) \, dx = \int \phi(x, 0) \, dx
\]
which, since \( \phi \geq 0 \), means that \( \phi \) could possibly blow up at a point \( x_0 \), but with a rate less than \( \approx 1/(x - x_0) \).

Figure 5 shows a grid refinement study of the solution at \( t = 0.66 \), which is very close to the time at which the solution attains its maximum value. The solution is shown only in a region near the spike. When refining up to 16000 grid points, the solution keeps increasing, but when refining from 16000 to 32000 grid

Figure 6. \( \max_x \phi \) vs. time for \( \eta = 0.02 \) (solid), \( \eta = 0.01 \) (dot), \( \eta = 0.005 \) (dash-dot), and \( \eta = 0.0025 \) (dash).
points, the maximum value of the solution is unchanged and the solution curves are almost indistinguishable. We conjecture that the solution does converge to a smooth function as the grid is refined and that the spike-like phenomenon is not a singularity. Another illustration of the increase in $\phi$ is shown in Figure 6, where $\max_x \phi(x, t)$ is plotted versus time for the same computations as shown in Figure 4. In Figure 6, we also show the growth for computations with $\eta = 0.0025$, $\eta = 0.005$, and $\eta = 0.02$, but which are otherwise identical to the computation with $\eta = 0.01$.

The solution for $\eta = 0.001$ at the time 0.4 is displayed in Figure 7. The focusing is very strong, and the solution is not resolved on the grid used. The peak value is approximately 120, but from the experience with $\eta = 0.01$ we expect the grid converged peak value to be even higher.

We conclude that the solution becomes larger when $\eta$ becomes smaller. Convergence of $\phi$ to the solution of Burgers’ equation in the limit $\eta \to 0$ is questionable. The model problem given by equations (3) and (4) is a suitable test problem for grid adaptive methods.

3.1. Compactly supported data. In Section 4 we will discuss some mathematical properties of (3) and (4) when initial data have compact support. Here we display some computations on the domain $0 < x < 4$ with the compactly supported and infinitely differentiable initial data

$$
\phi(0, x) = \begin{cases} 
0 & 0 < x \leq 1, \\
2e^{(x-\eta)(x-\eta)} - 1 & 1 < x \leq 3, \\
0 & 3 < x < 4.
\end{cases}
$$
Boundary operators satisfying the summation by parts property (see [15]) was added to the sixth order first derivative approximation (6). Summation by parts boundary modification was also made for the second derivative operator (7); see [14]. The boundary modifications reduce the order of accuracy to third at the boundary. For the elliptic equation (4), fifth order accuracy was observed in the computations. This is because of the smoothing property of the elliptic PDE improves the order by two.

Zero velocity conditions, \( u(0,t) = u(4,t) = 0 \), were imposed at the boundaries of (4). No boundary condition was needed for (3), because the boundary is characteristic. In the computations below, \( \eta = 0.01 \). The initial data together with the computed velocity are displayed in Figure 8.

![Initial Data](image1)

**Figure 8.** Compactly supported initial data, \( \phi \) (upper) and \( u \) (lower).

As time evolves, all mass travel with the positive velocity to the right and piles up at the right boundary of the support. There is no break up of the peak. The peak becomes higher and narrower with time, and the numerical solution eventually breaks down due to insufficient resolution. The solution at time 1.2 is displayed in Figure 9. The grid convergence can be assessed from Figure 10, where solutions with four different resolutions are compared. Note that the maximum in \( \phi \) increases when refining from 4000 to 8000 points, and from 8000 to 16000 points, but is almost constant when refining from 16000 to 32000 points. As in the periodic case, it seems as if a smooth solution is captured if the resolution is fine enough. In the next section we will prove that this is true.
Solution at $t=1.2$. $\eta=0.01$. Compactly supported data

Figure 9. Solution at time 1.2.

Solution at $t=1.2$ for $\eta=0.01$. Compactly supported initial data

Figure 10. Grid convergence study at time 1.2. Close up of $\phi$ near $x=3.3$. 

4. Existence of a smooth solution

The numerical experiments presented in Section 3 (see Figure 5) indicate that the solution of the model problem, (3)-(4), is smooth and that the spike-like behavior is not a singularity. In this section we show mathematically that the solution is smooth for any bounded time.

Consider again the model problem

\[ \phi_t + (u\phi)_x = 0, \quad -\infty < x < \infty, \quad t \geq 0, \]
\[ -\eta u_{xx} + u = \phi, \]
\[ \phi(0, x) = f(x), \]

where \( f(x) > 0 \) and is a smooth and compactly supported function and \( \eta > 0 \) is a constant.

Formally, we can express the equation for \( \phi \) as an ODE along a characteristic, \( x(t) \) as

\[ \frac{d\phi(x(t), t)}{dt} = -u_x(x(t); t)\phi(x(t), t) \]

where

\[ \frac{d\phi}{dt} = \frac{\partial \phi}{\partial t} + \frac{dx}{dt} \frac{\partial \phi}{\partial x} \quad \text{and} \quad \frac{dx}{dt} = u(x(t); t). \]

We have formulated Gronwall’s lemma as follows.

**Lemma 4.1.** If

\[ \frac{d\phi(x(t), t)}{dt} = b(x(t), t)\phi + g(x(t), t) \]

and \( |b| \leq C_b \), then

\[ |\phi(\cdot, t)|_\infty \leq e^{C_b t} |\phi(\cdot, 0)|_\infty + e^{C_b t} \int_0^t |g(\cdot, s)|_\infty ds. \]

**Theorem 4.2.** For any bounded time, \( 0 \leq t \leq T \), the model problem given by equations (8) and (9) with \( f \) smooth and compactly supported, has smooth solutions \( \phi(x, t) \) and \( u(x; t) \) with any number of bounded derivatives. The bound of \( \phi(x, t) \) is given by

\[ |\phi(\cdot, t)|_\infty \leq e^{\frac{K_1}{\eta}} |f(\cdot)|_\infty, \]

while \( u(x; t) \) satisfies
Thus, as lower than φ

\[ u(x; t) \leq \frac{K}{\sqrt{\eta}} \]

Here \( K = \int_{-\infty}^{\infty} f(y)dy \).

\textbf{Comment:} From numerical experiments it seems like \( |\phi| \to \infty \) as \( \eta \to 0 \) but with a slower rate than \( e^{K/\eta} \); see Section 3.

\textbf{Proof.} To show that a smooth solution exists, we use the following fixed point iteration. \[ \phi \]

\[ \phi_{n+1} + u_n \phi_{x}^{n+1} = -u_n \phi_{n+1} \quad 0 \leq t \leq T, \quad n = 0, 1, 2, \ldots, \]

\[ \phi_{n+1}(x, 0) = f(x), \]

\[ -\eta u_{xx} + u_n = \phi_n, \]

where \( \phi_0(x, t) \equiv f(x) \).

Since \( u_n(x, t) \) is the solution to the elliptic equation, \( \phi \), it can be written as

\[ u_n(x, t) = (G \ast \phi^n)(x, t) \quad \text{with} \quad G(x) = \frac{1}{\sqrt{\eta}} e^{-\frac{|x|}{\sqrt{\eta}}}. \]

Thus

\[ |u_n(x; t)| = \left| \int_{-\infty}^{\infty} G(x - y) \phi^n(y, t)dy \right| \]

\[ = \int_{-\infty}^{\infty} \frac{1}{\sqrt{\eta}} e^{-\frac{|x - y|}{\sqrt{\eta}}} \phi^n(y, t)dy \leq \frac{1}{\sqrt{\eta}} \int_{-\infty}^{\infty} \phi^n(y, t)dy = \frac{K}{\sqrt{\eta}} \]

where we have used the fact that \( \int_{-\infty}^{\infty} \phi^n(y, t)dy = K \) and that \( \phi^n \geq 0 \) for all times.

Similarly, we obtain for \( |u^n_{x}(x; t)| \),

\[ |u^n_{x}(x; t)| = \left| \int_{-\infty}^{\infty} G'(x - y) \phi^n(y, t)dy \right| \]

\[ = \int_{-\infty}^{\infty} \frac{1}{\eta} e^{-\frac{|x - y|}{\sqrt{\eta}}} \phi^n(y, t)dy \leq \frac{1}{\eta} \int_{-\infty}^{\infty} \phi^n(y, t)dy = \frac{K}{\eta}. \]

If \( \phi^n \) exists and is smooth, then \( |u^n(x; t)| \) is bounded according to (20) and \( |u^n_{x}(x; t)| \) is bounded according to (21). Hence the characteristic, \( \frac{dx}{dt} = u(x(t); t) \), exists in the equation for \( \phi^{n+1} \), (16), and we can use the estimate in Lemma 4.1 to obtain a bound for \( \phi^{n+1} \) independent of \( n \),

\[ |\phi^{n+1}(\cdot, t)|_{\infty} \leq e^{K_2} |f|_{\infty} \quad \text{for} \quad 0 \leq t \leq T. \]

Thus, \( \phi^{n+1}(x, t) \) exists and is bounded for \( 0 \leq t \leq T \). Note that the bounds for \( u^n \) and \( \phi^n \) are independent of \( n \).

The bound on \( u^n \) also gives finite speed of propagation, so for bounded times, \( \phi^{n+1}(x, t) \) has compact support for all \( n \), and \( \int_{-\infty}^{\infty} \phi^{n+1}(y, t)dy = K \).

We proceed in the same manner as above to obtain estimates for the derivatives of \( \phi^{n+1} \). Denote the \( j \)-th derivative of \( \phi^{n+1} \) by

\[ \phi_{j}^{n+1} = \frac{\partial^j \phi^{n+1}}{\partial x^j}, \quad j = 1, 2, \ldots, M. \]
If we differentiate equation (16), we obtain
\[(\phi_j^{n+1})_t + u^n (\phi_j^{n+1})_x = -(j+1)u_x^n\phi_j^{n+1} + g_j^n.\]

Note that we cannot let \(M \to \infty\).

The function \(g_j^n\) contains only lower derivatives of \(\phi^{n+1}\) and \(u^n\). Any derivative, \(w^n_{xx}\), or higher can be replaced by lower derivatives of \(u^n\) by use of (29). This means that the bounds on \(u^n\) and \(w^n_{xx}\) are sufficient. Note also that \(\phi_j^{n+1}\) has compact support since it is the derivative of a compactly supported function.

From Lemma 4.1 we obtain by induction the estimate for the \(j\)-th derivative of \(\phi_j^{n+1}\),
\[|\phi_j^{n+1}(\cdot, t)|_\infty \leq e^{Kt} |\phi_j^{n+1}(\cdot, 0)|_\infty + e^{Kt} \int_0^t |g_j^n(\cdot, s)|_\infty ds \leq C_j(t)\]
for \(0 \leq t \leq T\) with \(C_j(t)\) a constant independent of \(n\).

Because of the bounds of \(\phi^{n+1}\) and its derivatives, we can extract convergent subsequences \(\{\phi^{n_k}\}\) such that for some smooth limit function \(\phi\), it holds that \(\lim_{n_k \to \infty} |\phi^{n_k} - \phi|_\infty \to 0\) and \(\lim_{n_k \to \infty} |\phi_j^{n_k} - \phi_j|_\infty \to 0\). Here and from now on \(|\cdot|_\infty\) denotes the maximum norm over space and time if nothing else is declared.

The next step is to show that the limit function, \(\phi\), solves equation (8). This cannot be done directly since we have terms \(w^n_{nk} \phi^{nk+1}\) where \(\phi^{nk+1}\) is not necessarily in the subsequence. So, we need to show that \(\lim_{n_k \to \infty} |u^n_{nk} \phi^{nk+1} - u_x \phi|_\infty \to 0\).

If \(\lim_{n_k \to \infty} (\phi^{nk+1} - \phi^n) \to 0\), then \(\lim_{n_k \to \infty} u^{nk-1} \phi_x^{nk} \to u \phi_x\) since
\[u^n_{nk} \phi^{nk+1} = u^n_{nk} \underbrace{(\phi^{nk+1} - \phi^{nk})}_{\to 0} + u^n_{nk} \phi^{nk}.\]

To show that \(\lim_{n_k \to \infty} (\phi^{nk+1} - \phi^n) \to 0\) let \(w^{n+1} = \phi^{n+1} - \phi^n\). By equation (16) we obtain an equation for \(w^{n+1}\) as
\[w^{n+1} + u^n w^{n+1} = -u_x^n w^{n+1} - \phi^n (u^n - u^{n-1}) - \phi^n (u^n - u^{n-1})_x,\]
\[w^{n+1}(x, 0) = 0.\]

The last two terms in equation (27) can be bounded as
\[-\phi^n_x (u^n - u^{n-1}) - \phi^n (u^n - u^{n-1})_x \leq C|u^n|_\infty.\]

Here \(C\) depends on \(K\), \(T\), \(\eta\) and \(|f_\infty|\) but is independent of \(n\) and we have used that \(u^n - u^{n-1} = G * (\phi^n - \phi^{n-1}) = G * w^n\) and that \(|u^n - u^{n-1}|_\infty + |u^n - u^{n-1}|_\infty \leq C|u^n|_\infty.\)

Using Lemma 4.1 yields, for equation (27),
\[|w^{n+1}(\cdot, t)|_\infty \leq C e^{Kt} \int_0^T |w^n(\cdot, s)|_\infty ds\]
since \( w^{n+1} \) is zero at \( t = 0 \). From equation (29) it follows that (see [12], Lemma 3.3.4)
\[
|w^n|_\infty \leq C_1 \frac{(\tilde{C}T)^n}{n!}
\]
where \( \tilde{C} = Ce^{K\tilde{K}} \) and \( C_1 \) depends only on \( \eta, |f|_\infty \), and on \( K \). Hence \( |w^n|_\infty = |\phi^{n+1} - \phi^n|_\infty \to 0 \) when \( n \to \infty \).

We must also show that
\[
\lim_{n \to \infty} |\phi^{n+1}_x - \phi^n_x|_\infty \to 0.
\]

To do this, differentiate equation (27) by
\[
(w_x^{n+1})_t + u^n(x) (w_x^{n+1})_x = -2u^n_x w_x^{n+1} - 2\phi^n_x (u^n - u^{n-1})_x
\]
\[
- \phi^n (u^n - u^{n-1})_{xx} - \phi^n_{xx} (u^n - u^{n-1})_x,
\]
(30)
\[
w_x^{n+1}(0, x) = 0,
\]
and similarly to the above we obtain \( |w^n_x|_\infty = |\phi^{n+1}_x - \phi^n_x|_\infty \to 0 \) when \( n \to \infty \). So, the limit function, \( \phi \) satisfies the model equation (5). This concludes the proof of Theorem 4.2.

\[\square\]
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