AN INTERPOLATION ERROR ESTIMATE
IN \( \mathbb{R}^2 \) BASED ON THE ANISOTROPIC MEASURES
OF HIGHER ORDER DERIVATIVES

WEIMING CAO

ABSTRACT. In this paper, we introduce the magnitude, orientation, and anisotropic ratio for the higher order derivative \( \nabla^{k+1}u \) (with \( k \geq 1 \)) of a function \( u \) to characterize its anisotropic behavior. The magnitude is equivalent to its usual Euclidean norm. The orientation is the direction along which the absolute value of the \( k+1 \)-th directional derivative is about the smallest, while along its perpendicular direction it is about the largest. The anisotropic ratio measures the strength of the anisotropic behavior of \( \nabla^{k+1}u \). These quantities are invariant under translation and rotation of the independent variables. They correspond to the area, orientation, and aspect ratio for triangular elements. Based on these measures, we derive an anisotropic error estimate for the piecewise polynomial interpolation over a family of triangulations that are quasi-uniform under a given Riemannian metric. Among the meshes of a fixed number of elements it is identified that the interpolation error is nearly the minimum on the one in which all the elements are aligned with the orientation of \( \nabla^{k+1}u \), their aspect ratios are about the anisotropic ratio of \( \nabla^{k+1}u \), and their areas make the error evenly distributed over every element.

1. INTRODUCTION

Numerous examples have shown that long and thin elements are useful in computation of problems with boundary or internal layers \([1, 2, 14, 15, 19, 22]\). A practical question is in what direction an element should be long and how long and thin it should be. More generally, given a fixed number of degree of freedom, what are the characteristics of the optimal or nearly optimal mesh that produces the smallest approximation error? Here we confine ourselves to the approximation problem of interpolation by piecewise polynomials. For linear interpolation, the answer to the above question has been made clear through a number of works over the past 20 years, \([18, 19, 13, 21, 8]\). The main conclusion is: given the area of a general triangular element \( \tau \), the error (in various norms) for the linear interpolation of a function \( u \) at the vertices of \( \tau \) is nearly the minimum when \( \tau \) is aligned with the eigenvector (associated with the smaller eigenvalue) of the Hessian \( \nabla^2u \), and the aspect ratio (or stretch ratio) of \( \tau \) is about the square root of the ratio of the larger eigenvalue of \( \nabla^2u \) to the smaller one. The globally optimal or nearly optimal mesh...
can be further characterized by the equidistribution of the interpolation error over each element \[12\] \[10\] \[11\].

In the case of piecewise interpolation by polynomials of degree \(k \geq 2\), the conclusion is far from clear. There are only a few papers considering the anisotropic error estimates and mesh refinement for higher order elements. For instance, denote by \(\Pi_k u\) the interpolation of \(u\) by polynomials of degree \(k\). Apel derived in [2] the following estimate for the interpolation error \(u - \Pi_k u\) over an anisotropic element \(\tau\):

\[
|u - \Pi_k u|_{W^{m,q}(\tau)} \leq c|\tau|^{1/q - 1/p} \sum_{i+j=k-m+1} h_1^i h_2^j |\partial^i u \partial^j v| \|u\|_{W^{m,p}(\tau)},
\]

where \(W^{m,p}\) is the usual Sobolev space of functions whose up to \(m\)-th order derivatives are \(L^p\)-integrable. \(h_1\) and \(h_2\) are the lengths of \(\tau\) along \(x\) and \(y\) directions, respectively. This estimate indicates qualitatively that when the partial derivatives of \(u\) are of different magnitudes in different directions, an element can be long and thin in the direction of smaller partial derivatives without compromising the overall accuracy of interpolation. The difficulty in using this estimate for adaptive mesh refinement is that it does not specify in what direction the partials are considered small and thus how the element should be aligned, nor does it specify how much the element aspect ratio should be. For example, if \(u\) is a function of \(x + y\) only, there is no hint in this error estimate indicating that the element should be long and thin along the constant \(u\) direction \((1, -1)^T\). Analogously to the analysis of linear interpolation errors, Huang [16] provided an estimate for the \(W^{m,p}\)-norm of \(u - \Pi_k u\) in terms of the eigenvalues and eigenvectors of the follow matrix:

\[
H(D^{k-1}u) = \sum_{i+j=k-1} \text{abs}(\nabla^2(\partial_i x \partial_j y u)),
\]

where \(\text{abs}(A) = \sqrt{A^T A}\) for a real matrix \(A\). It is seen from his estimate that the optimal triangle should be aligned with the eigenvector (associated with the smaller eigenvalue) of \(H\), and its aspect ratio should equal to the square root of the ratio of the larger eigenvalue of \(H\) to the smaller one. These conclusions can be readily applied to anisotropic mesh generation and refinement. However, since condensing \(\nabla^{k+1} u\) to \(H\) inevitably loses some information about its anisotropic behavior, this error estimate may not be accurate, and the direction and aspect ratio based on \(H\) may be far from optimal. For instance, let \(\epsilon\) be a small positive number. Consider the interpolation of \(u = (\epsilon x)^{k+1} + y^{k+1}\) on a triangle by polynomials of degree \(k\). The best aspect ratio for the \(L^p\)-error is about \(\epsilon^{-1}\), which transforms the problem into interpolating \(\hat{u} = \epsilon^{(k+1)/2}(\hat{x}^{k+1} + \hat{y}^{k+1})\) on a shape regular element of the same area. But the aspect ratio predicted by the eigenvalues of \(H\) would be \(\epsilon^{-(k+1)/2}\), with which the \(L^p\)-norm of the interpolation error would be about the same magnitude as that of interpolating \(\hat{u} = \epsilon^{(3-k)/4}\hat{x}^{k+1}\) on a shape regular element of the same area.

Needless to say the error for interpolation by polynomials of degree \(k\) depends on the \(k + 1\)-th derivatives of the interpolated function \(u\). Accurately understanding the anisotropic behavior of \(\nabla^{k+1} u\) is crucial for the anisotropic error estimates and mesh refinements. As pointed out in [2], page 7, a tight error estimate for \(k \geq 2\) relies on a “sufficiently fine description of the properties of the solution \(u\)”. A major motivation for our work in this paper is to find a way to measure quantitatively the anisotropic behavior of \(\nabla^{k+1} u\). More precisely, we introduce for any \(k \geq 1\)
the magnitude, orientation, and anisotropic ratio of $\nabla^{k+1} u$. The magnitude is equivalent to the usual Euclidean norm of $\nabla^{k+1} u$. The orientation of $\nabla^{k+1} u$ is the direction along which the absolute value of the $k+1$-th directional derivative is about the smallest, while along its perpendicular direction is about the largest. The anisotropic ratio measures the strength of the anisotropic behavior of $\nabla^{k+1} u$. A critical feature for these definitions is that they are invariant under translation and rotation of the $xy$-coordinates. These quantities correspond to the three geometric features of an anisotropic triangular element: the size, the orientation, and the aspect ratio. One may determine the size, orientation and aspect ratio of the triangular elements according to the magnitude, orientation, and anisotropic ratio of $\nabla^{k+1} u$ in mesh generation and refinement.

Another motivation of this work is to find the connection among the interpolation error, the geometric features of the triangular elements, and the anisotropic features of $\nabla^{k+1} u$. We derive an error estimate for interpolation over a family of triangulations that are quasi-uniform under a given Riemannian metric $M$. The estimate is formulated in terms of the magnitude, orientation, and anisotropic ratio of $\nabla^{k+1} u$ and the metric $M$. Based on this estimate we identify an optimal metric which leads to the smallest error bound for the $W^{m,p}$-seminorm of the interpolation error. When a triangulation is quasi-uniform under the optimal metric, all elements are aligned with the orientation of $\nabla^{k+1} u$, their aspect ratios approximately equal to the anisotropic ratio of $\nabla^{k+1} u$, and the error over each element is about evenly distributed. In this case, the total interpolation error can be bounded by

$$\left(\sum_{T \in \mathcal{T}} |u - \Pi_k u|^p_{m,p,r}\right)^{1/p} \leq cN^{-(k+1-m)/2} \|(S_{k+1})^{-(k+1-m)/2}D_{k+1}\|_{L^{2/(k+1-m+2/p)}(\Omega)},$$

where $N$ is the total number of elements, $D_{k+1}$ and $S_{k+1}$ are the magnitude and anisotropic ratio of $\nabla^{k+1} u$, respectively. This error bound extends the optimal interpolation error estimates for linear elements in [2, 10] and quadratic interpolation of a quadratic function ($k = 2$) presented in [8] and [9], respectively.

An outline of this paper is as follows: in Section 2 we introduce the magnitude, orientation, and anisotropic ratio for $\nabla^{k+1} u$. In Section 3 we derive the error estimate for interpolation by piecewise polynomials of degree $k$ over triangulations that are quasi-uniform under a given Riemannian metric $M$. Optimal metrics which lead to the smallest error bound are identified. We give in Section 4 an example to support the optimality of the metrics predicted by our error estimate. Section 5 contains some discussions.

Throughout the paper, we use $c$ as a generic constant which is independent of the mesh and the functions involved. It may take different values in different places.

2. Anisotropic measures of higher order derivatives

**Second order derivative** $\nabla^2 u$. It is well-known that the anisotropic features of the Hessian matrix $\nabla^2 u$ can be characterized by its eigenvalues and eigenvectors.

---

1 Throughout this paper, we use for $\alpha > 0$ the notation $\|v\|_{L^\alpha} = [\int |v|^\alpha]^1/\alpha$ to denote a non-negative functional on $L^\alpha$ of functions whose $\alpha$-th power is Lebesgue integrable. It is the usual $L^\alpha$ norm when $\alpha \geq 1$. 
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For fixed \( \mathbf{x} \), let

\[
\nabla^2 u(\mathbf{x}) = R_{\phi_2} \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix} R_{\phi_2}^T,
\]

where \(|\lambda_1| \leq |\lambda_2|\) are the eigenvalues of \( \nabla^2 u(\mathbf{x}) \), and \( R_{\phi_2} \) is the matrix of rotation by angle \( \phi_2 \) counter-clockwise. We define the orientation of \( \nabla^2 u(\mathbf{x}) \) to be the direction of the eigenvector associated with the smaller eigenvalue of \( \nabla^2 u \), i.e., the direction of angle \( \phi_2 \) from the \( x \)-axis. We also define the anisotropic ratio of \( \nabla^2 u \) to be

\[
S_2 = \sqrt{\frac{\lambda_2}{\lambda_1}},
\]

and the magnitude of \( \nabla^2 u \) as

\[
D_2 = \frac{1}{2}(|\lambda_1| + |\lambda_2|).
\]

Let \( \mathbf{\xi} = (\xi, \eta)^T \); we introduce a homogenous polynomial of \( \mathbf{\xi} \) as

\[
p_2(\mathbf{\xi}) = \frac{1}{2!}(\mathbf{\xi} \cdot \nabla)^2 u(\mathbf{x}).
\]

When \( ||\mathbf{\xi}|| = 1, p_2(\mathbf{\xi}) \) is the (scaled) second order directional derivative of \( u(\mathbf{x}) \) along \( \mathbf{\xi} \). The above defined anisotropic measures of \( \nabla^2 u(\mathbf{x}) \) can be determined equivalently in terms of the level curves of \( p_2 \). Indeed, when \( \lambda_1 \lambda_2 \leq 0, p_2 \) is the product of two linear functions of \( \mathbf{\xi} \). It is not difficult to verify that

\[
p_2(\mathbf{\xi}) = D_2 \ell_1(\mathbf{\xi}) \ell_2(\mathbf{\xi}),
\]

where

\[
\ell_i(\mathbf{\xi}) = \xi \sin \beta_i - \eta \cos \beta_i, \quad i = 1, 2,
\]

with \( \beta_1 \) and \( \beta_2 \) being the angles of the two level-0 lines of \( p_2 \) from the \( \xi \)-axis. Moreover, these two lines divide the \( \xi, \eta \)-plane into four sectors. The orientation \( \phi_2 \) of \( \nabla^2 u(\mathbf{x}) \) is the bisector of the two smaller sectors. Also, the anisotropic ratio \( S_2 = \tan(\alpha) \), where \( 2\alpha \) is just the opening the smaller sectors. See [9] for more details.

When \( \lambda_1 \lambda_2 > 0, p_2(\mathbf{\xi}) \) is always positive or negative, and the level curves of \( p_2 \) are concentric ellipses. In this case, we define an associated polynomial \( p_2^*(\mathbf{\xi}) = \frac{1}{2!}\mathbf{\xi} \cdot \hat{H} \mathbf{\xi} \) with

\[
\hat{H} = R_{\phi_2} \begin{bmatrix} \lambda_1 & 0 \\ 0 & -\lambda_2 \end{bmatrix} R_{\phi_2}^T.
\]

Then \( p_2^* \) can be factored into two linear functions as in (2), and the magnitude, orientation, and anisotropic ratio of \( \nabla^2 u \) can be determined equivalently in terms of the level-0 lines of \( p_2^*(\mathbf{\xi}) \).

**Higher order derivative** \( \nabla^m u \). For \( m \geq 3, \nabla^m u(\mathbf{x}) \) is no longer a matrix. To characterize its anisotropic behavior, we study the following homogeneous polynomial for the (scaled) \( m \)-th order directional derivatives at \( \mathbf{x} \):

\[
p_m(\mathbf{\xi}) = \frac{1}{m!}(\mathbf{\xi} \cdot \nabla)^m u(\mathbf{x}).
\]

By the fundamental theorem of algebra, \( p_m \) can be factored as

\[
p_m(\mathbf{\xi}) = D_m \ell_1 \ell_2 \cdots \ell_{m_1} q_1 q_2 \cdots q_{m_2},
\]
where \( D_m \) is a non-negative number depending on \( x \), and \( m_1 + 2m_2 = m \). Each \( \ell_i \) is a linear function in the form of (3), and each \( q_i \) is a quadratic function in the form \( q_i(x) = \xi \cdot H_i \xi \), where the matrix

\[
H_i = R_{\theta_i} \begin{bmatrix} \lambda_1^{(i)} & 0 \\ 0 & \lambda_2^{(i)} \end{bmatrix} R_{\theta_i}^T
\]

with \( \lambda_1^{(i)} \lambda_2^{(i)} > 0, |\lambda_1^{(i)}| \leq |\lambda_2^{(i)}|, \) and \( |\lambda_1^{(i)} + \lambda_2^{(i)}| = 1 \). This decomposition is unique up to the signs of \( \ell_i \) and \( q_i \). For \( i = 1, 2, \ldots, m_2 \), let \( H_i \) be defined by \( H_i \) in the same way as \( H \) is by \( \nabla^2 u \) in (1), and let \( q_i(\xi) = \xi \cdot H_i \xi \). Then we define a polynomial \( p_m^*(\xi) \) as follows:

\[
p_m^*(\xi) = D_m \ell_1 \ell_2 \cdots \ell_{m_1} \cdot q_1^* q_2^* \cdots q_{m_2}^*.
\]

Now each \( q_i^* \) can be factored as \( q_i^* = \ell_{i'}(\xi)q_{i''}(\xi) \) with \( \ell_{i'} \) and \( \ell_{i''} \) in the form of (3). Thus \( p_m^* \) can be expressed as

\[
p_m^*(\xi) = D_m \ell_1 \ell_2 \cdots \ell_{m_1}.
\]

We define the magnitude of \( \nabla^m u \) as the coefficient \( D_m \) in (6). It is an upper bound for all the \( m \)-th order directional derivatives of \( u \) at \( x \). It is also equivalent to \( \sum_{i+j=m} \| \partial_{x_{i+j}} u(x) \| \); see Lemma 2.2 below. We define the orientation and the anisotropic ratio of \( \nabla^m u \) in terms of the directions of the level-0 lines of \( p_m \). Specifically, assume without loss of generality that

\[-\frac{\pi}{2} < \beta_1 \leq \beta_2 \leq \cdots \leq \beta_m \leq \frac{\pi}{2}.
\]

Consider the ranges for the central angle of the \( m \) sectors:

\([\beta_1, \beta_m], \quad \text{and} \quad [\beta_j, \pi + \beta_{j-1}], \quad j = 2, 3, \ldots, m.\]

Let \( [\beta, \beta] \) be the shortest interval among all of them; see Figure 11. Clearly \( \beta - \beta \leq (1 - 1/m)\pi \). If \( \beta - \beta < 1 \), then the absolute value of the \( m \)-th directional derivative along the line of angle

\[\phi_m = \frac{1}{2}(\beta + \beta)\]

from the \( x \)-axis is about the smallest, while along its perpendicular direction it is about the largest. We define the direction of angle \( \phi_m \) from the \( x \)-axis as the orientation of \( \nabla^m u \). We may also use \( \cot(1/2(\beta - \beta)) \) to define the anisotropic ratio of \( \nabla^m u \). When \( \beta - \beta \geq \pi/2 \), the level-0 lines of \( p_m^*(\xi) \) cannot be wrapped in two opposite sectors of an acute angle. In this case, there is no obviously preferred direction for general \( \nabla^m u \), and we consider its anisotropic ratio equal to 1. Therefore, we define the anisotropic ratio of \( \nabla^m u \) as

\[S_m = \max(1, \cot(1/2(\beta - \beta))).\]

Clearly, the larger \( S_m \) is, the stronger the anisotropic behavior of \( \nabla^m u(x) \).

**Lemma 2.1.** Let \( p_m(\xi) \) be the polynomial defined in (5), and let \( D_m \) be the magnitude of \( \nabla^m u \). Then

\[(\sin \frac{\pi}{2m})^m D_m \leq \sup_{\|\xi\|=1} |p_m(\xi)| \leq D_m.\]
Figure 1. Contour plot of \( p_4(\xi) \) for some \( \nabla^4 u \) at a point. Here \( p_4(\xi) \) is the product of two linear factors \( \ell_1(\xi) \) and \( \ell_3(\xi) \), and a quadratic factor \( q_1(\xi) \), whose associated polynomial is \( q_1^*(\xi) = \ell_2(\xi)\ell_3(\xi) \). \( [\beta, \bar{\beta}] = [\beta_2, \beta_1 + \pi] \). The bold line with angle \( \phi_4 \) is the orientation of \( \nabla^4 u \), and the anisotropic ratio \( S_4 = \cot \alpha \).

Proof. Note that for \( \|\xi\| = 1 \), \( |\ell_i(\xi)| \leq 1 \), and \( |q_i(\xi)| \leq 1 \). We have from (6) that
\[
\sup_{\|\xi\|=1} |p_m(\xi)| \leq D_m.
\]
To show the left hand side inequality, we note that there always exists a direction \( \xi_0 = [\cos t_0, \sin t_0]^T \) which is at least a \( \pi/(2m) \) angle away from all the level-0 lines of \( p_m^*(\xi) \), i.e.,
\[
\frac{\pi}{2m} \leq |t_0 - \beta_i| \leq \pi - \frac{\pi}{2m}, \quad \forall i = 1, 2, \ldots, m.
\]
Hence we have for all \( 1 \leq i \leq m \),
\[
|\ell_i(\xi_0)| = \sin(|t_0 - \beta_i|) \geq \sin(\frac{\pi}{2m}).
\]
Recall that for each quadratic factor \( q_i \) of \( p_m \), there are two linear factors \( \ell_i(\xi) \) and \( \ell_{i'}(\xi) \) of \( p_m^*(\xi) \) such that \( q_i^*(\xi) = \ell_{i'}(\xi) \ell_i(\xi) \). Thus
\[
|q_i(\xi_0)| \geq |q_i^*(\xi_0)| = |\ell_{i'}(\xi_0)| \cdot |\ell_i(\xi_0)| \geq \sin^2(\frac{\pi}{2m}).
\]
Therefore we have
\[
\sup_{\|\xi\|=1} |p_m(\xi)| \geq (\sin \frac{\pi}{2m})^m D_m.
\]
Lemma 2.2. Let \( D_m \) be the magnitude of \( \nabla^m u \). Then there exist positive constants \( c_1 \) and \( c_2 \) depending on \( m \) only such that
\[
c_1 D_m \leq \sum_{i+j=m} |\partial_{x_i y_j} u| \leq c_2 D_m.
\]
Proof. By the previous lemma, we need only to show that \( \sum_{i+j=m} |\partial_{x^i y^j} u| \) is equivalent to \( \sup_{\|\xi\|=1} |p_m(\xi)| \). Note that

\[
p_m(\xi) = \frac{1}{m!} \sum_{i=0}^{m} \ell_i^{(m)} \frac{\partial^m u}{\partial x^i \partial y^{m-i}} \xi^i \eta^{m-i};
\]

we have

\[
\sup_{\|\xi\|=1} |p_m(\xi)| \leq \frac{2^m}{m!} \max_{0 \leq i \leq m} |\partial_{x^i y^{m-i}} u| \leq \frac{2^m}{m!} \sum_{i+j=m} |\partial_{x^i y^j} u|.
\]

On the other hand, we see from (10) that

\[
\partial_{x^i y^j} u = \partial_{i,j} q_m(\xi) = D_m \partial_{i,j} \Phi_m (\Pi_{k=1}^{m_1} \ell_k \Pi_{k=1}^{m_2} q_k).
\]

Note that \( \ell_k(\xi) \) and \( q_k(\xi) \) are linear and quadratic functions of \( \xi \), respectively. For any \( \|\xi\| = 1 \), we have that all \( |\ell_k(\xi)|, |q_k(\xi)| \), and the derivative of \( \ell_k \), are no more than 1, and that all the first and second order partial derivatives of \( q_k \) are no more than 2. Because \( \partial_{i,j} \Phi_m (\Pi_{k=1}^{m_1} \ell_k \Pi_{k=1}^{m_2} q_k) \) is the sum of at most \( m^2 \) terms of the products of them (with the derivatives of \( q_k \)’s counted twice), we have

\[
|\partial_{x^i y^j} u| \leq m^m D_m,
\]

which completes the proof of this lemma. \( \square \)

**Lemma 2.3.** Let \( D_m, \phi_m, \) and \( S_m \) be the magnitude, orientation angle, and anisotropic ratio of \( \nabla^m u \), respectively. Then there exists a constant \( c \) depending only on \( m \) such that

\[
|p_m(\xi)| \leq c D_m (\xi \cdot Q_m \xi)^{m/2}, \quad \forall \xi \in \mathbb{R}^2,
\]

where

\[
Q_m = R_{\phi_m} \left[ \begin{array}{cc} \frac{1}{S_m} & 0 \\ 0 & 1 \end{array} \right] R_{\phi_m}^\top,
\]

and \( R_{\phi_m} \) is the matrix of rotation by angle \( \phi_m \) counter-clockwise.

Proof. Because both sides of the above inequality are homogeneous polynomials of the same degree, we only have to prove the inequality for all \( \|\xi\| = 1 \). Also, since \( D_m \) and \( S_m \) are invariant under the rotation of \( xy \)-coordinates, we only have to prove this lemma for functions with \( \phi_m = 0 \). Namely, if the orientation of \( \nabla^m u \) is along the \( x \)-axis, then

\[
|p_m(\xi)| \leq c D_m (\xi^2 / S_m + \eta^2)^{m/2}.
\]

Recall the decomposition (10) of \( p_m(\xi) \). If \( S_m = 1 \), the above inequality is obviously true. When \( S_m > 1 \), all the level-0 lines of \( p_m(\xi) \) are within sector \([ -\alpha, \alpha ]\) with \( \alpha = \arctan(1/S_m) \in [0, \pi/2] \). This implies that for each linear factor \( \ell_i(\xi) = \xi \sin \beta_i - \eta \cos \beta_i \) of \( p_m(\xi) \) in (10) we have \( |\beta_i| \leq \alpha \). To bound the linear factor \( \ell_i \), we study for \( \xi = [\cos t, \sin t]^\top \) the ratio

\[
G_1(t) = \frac{[\ell_i(\xi)]^2}{\cos^2 t / S_m + \sin^2 t} = \cos^2 \beta_i \left( \frac{\tan \beta_i - \tan t}{1/S_m + \tan^2 t} \right)^2, \quad \forall t \in [0, 2\pi].
\]

The maximum value of \( G_1(t) \) is attained when \( \tan t = -1/(S_m \tan \beta_i) \) with

\[
\max_{t \in [0, 2\pi]} G_1(t) = \cos^2 \beta_i \cdot (S_m^2 \tan^2 \beta_i + 1) \leq 2,
\]
where we have used $|\tan \beta| \leq \tan \alpha = 1/\mathcal{S}_m$. Hence we conclude that
\[
|f_i(\xi)| \leq 2 (\xi^2/\mathcal{S}_m^2 + \eta^2)^{1/2}, \quad \forall i = 1, 2, \ldots, m_1.
\]

For the quadratic factors $q_i(\xi)$, $i = 1, \ldots, m_2$, in (6), we have from (7) that
\[
q_i(\xi) = \sin^2 \delta_i \cos^2(t - \theta_i) + \cos^2 \delta_i \sin^2(t - \theta_i),
\]
where $\delta_i = \arctan(\sqrt{\lambda_i^{(2)}/\lambda_i^{(1)}})$. Its associated polynomial is
\[
q_i^*(\xi) = \sin^2 \delta_i \cos^2(t - \theta_i) - \cos^2 \delta_i \sin^2(t - \theta_i) = -\sin(t - \theta_i - \delta_i) \sin(t - \theta_i + \delta_i).
\]
By the definition of the anisotropic ratio, we have
\[
|\theta_i \pm \delta_i| \leq \alpha.
\]
To bound the quadratic factor $q_i(\xi)$, we define for $\xi = [\cos t, \sin t]^T$
\[
G_2(t) = q_i(\xi) = \sin^2 \delta_i \cos^2(t - \theta_i) + \cos^2 \delta_i \sin^2(t - \theta_i),
\]
where $\theta_i \in [0, 2\pi]$.

We study the supremum of $G_2$ for all $0 \leq \alpha \leq \pi/4$, $0 \leq \delta_i \leq \alpha$, $|\theta_i| \leq \alpha$, and $0 \leq t \leq 2\pi$. Let’s first fix $\alpha \in [0, \pi/4]$, $|\theta| \leq \alpha$, and $t \in [0, 2\pi]$, and look for the maximum of $G_2$ for $\delta_i \in [0, \alpha - |\theta_i|]$. Since $G_2$ is a linear function of $\sin^2 \delta_i$, its maximum can be attained at either $\delta_i = 0$ or $\delta_i = \alpha - |\theta_i|$. For the case $\delta_i = 0$, we have
\[
G_2(t) = \cos^2 \alpha \frac{\sin^2(t - \theta_i)}{\sin^2 \alpha \cos^2 t + \cos^2 \alpha \sin^2 t} \leq 2 \cos^2 \alpha \frac{\sin^2 \theta_i \cos^2 t + \cos^2 \theta_i \sin^2 t}{\sin^2 \alpha \cos^2 t + \cos^2 \alpha \sin^2 t}.
\]
The right hand side of the above inequality is a rational function of $\sin^2 t$. Its maximum is attained at either $\sin^2 t = 0$ or $\sin^2 t = 1$. In both cases, we have $G_2(t) \leq 2$ by the fact $|\theta_i| \leq \alpha$.

In the case $\delta_i = \alpha - |\theta_i|$, we have
\[
G_2(t) \leq \cos^2 \alpha \left( \frac{\sin^2(t - \theta_i)}{\sin^2 \alpha \cos^2 t + \cos^2 \alpha \sin^2 t} + \frac{2\sin^2(\alpha - |\theta_i|)(\cos^2 \theta_i \cos^2 t + \sin^2 \theta_i \sin^2 t)}{\sin^2 \alpha \cos^2 t + \cos^2 \alpha \sin^2 t} \right).
\]
The first term in the right hand side of the above inequality can be bounded by 2 as shown before. The second term is again a rational function of $\sin^2 t$, whose maximum is less than or equal to 2 by the fact $|\theta_i| \leq \alpha \leq \pi/4$.

Combining the above two cases, we conclude that for each quadratic factor $q_i$,
\[
|q_i(\xi)| \leq 4 \left( \frac{\xi^2}{\mathcal{S}_m^2} + \eta^2 \right), \quad \forall \xi \in \mathbb{R}^2,
\]
which completes the proof of the lemma. \qed

Remark 2.1. Lemma 2.3 is the key to characterizing the anisotropic behavior of higher order derivatives. Note that the right hand side of (11) is the $\frac{5}{2}$th power of a quadratic function of $\xi$, whose level curves are concentric ellipses. We may alternatively define the magnitude, orientation, and anisotropic ratio of $\nabla^m u$ by the size, orientation, and eccentricity of the largest possible ellipse enclosed in the
curve \( |p_m(\xi)| = 1 \). This idea can be generalized to define the anisotropic measures of higher order derivatives in three dimensions.

**Remark 2.2.** Lemmas 2.1 and 2.2 indicate that the magnitude of \( \nabla^m u \) is equivalent to its largest \( m \)-th order derivative directional derivative. In particular, all the mixed \( m \)-th order partial derivatives \( \partial_{x_{\eta} y_{\mu} z_{\nu}} u(x) \) can be bounded by the largest \( m \)-th order directional derivative of \( u \) at \( x \).

## 3. Interpolation Error Estimates

We first recall some classical results for the interpolation error estimates. Let \( \{T_N\} \) be a family of triangulations for a given polygonal domain \( \Omega \), where \( N \) represents the total number of elements. \( \{T_N\} \) is called regular if each element is shape regular, i.e., \( \forall \tau \in T_N, \ diam(\tau) \leq c|\tau|^{1/2} \), or equivalently, the minimum internal angles of every \( \tau \in T_N \) is bounded from below by a positive constant. Let \( k \) be a positive integer. Denote by \( \mathcal{P}_k \) the set of polynomials of \( x \) of total degree \( \leq k \). Let \( \Pi_k \) be an interpolation operator which preserves \( \mathcal{P}_k \) on each element. It is well-known (see, e.g., Thm 3.1.5 of [12]) that for \( 0 \leq m \leq k \) and \( p, q \in [1, \infty] \),

\[
|u - \Pi_k u|_{m,p,\tau} \leq c |\tau|^{(k+1-m)/2+1/p-1/q} |u|_{k+1,q,\tau},
\]

provided that

\[
W^{k+1,q}(\tau) \hookrightarrow C^s(\tau), \quad \text{and} \quad W^{k+1,q}(\tau) \hookrightarrow W^{m,p}(\tau),
\]

where \( s \) is the greatest order of the partial derivatives occurring in the definition of \( \Pi_k \).

If we further assume that \( \{T_N\} \) is quasi-uniform, i.e., all \( \tau \in T_N \) are shape regular and

\[
\max_{\tau \in T_N} |\tau| \leq c \min_{\tau \in T_N} |\tau|,
\]

then we have globally

\[
(\sum_{\forall \tau \in T_N} |u - \Pi_k u|^p_{m,p,\tau})^{1/p} \leq c N^{-(k+1-m)/2} |u|_{k+1,p,\Omega}.
\]

To derive the anisotropic error estimates, we introduce a Riemannian metric \( M \) on \( \Omega \). We extend the above classical results to the case where the triangulation \( \{T_N\} \) is quasi-uniform under metric \( M \). Without loss of generality, we assume

\[
M(x) = \mu R_\psi \begin{bmatrix} 1 & 0 \\ 0 & r \end{bmatrix} R_\psi^T,
\]

where \( \mu > 0, r \geq 1, \) and \( \psi \) are smooth functions of \( x \), and \( R_\psi \) is the matrix of rotation by angle \( \psi \). For each element \( \tau \) in the triangulation, we define \( \bar{\mu} \) to be the mean value of \( \mu \) on \( \tau \), i.e.,

\[
\bar{\mu} = \frac{1}{|\tau|} \int_\tau \mu(y) \, dy.
\]

Similarly \( \bar{\psi} \) and \( \bar{r} \) denote the mean values of \( \psi \) and \( r \), respectively. Let \( x_c \) be the center of \( \tau \). Define an affine transform \( \tilde{x} = F_\tau^{-1}(x - x_c) \) with

\[
F_\tau = \bar{\mu}^{-1/2} R_\psi \begin{bmatrix} \sqrt{\bar{r}} & 0 \\ 0 & 1/\sqrt{\bar{r}} \end{bmatrix}.
\]

We call a family of triangulations \( \{T_N\} \) quasi-uniform under metric \( M \), if
Lemma 3.2. For each element \( \tau \in T_N \), \( \tilde{\tau} = F_{\tau}^{-1}(\tau - x_c) \) is shape regular; and

\[(\i) \quad \forall \tau \in T_N, \quad \tilde{\tau} = F_{\tau}^{-1}(\tau - x_c) \text{ is shape regular; and} \]

\[\left(\ii\right) \quad \max_{\tau \in T_N} |\tilde{\tau}| \leq c \min_{\tau \in T_N} |\tilde{\tau}|. \]

We first list a lemma about the magnitude of the higher order derivatives in the transformed coordinate \( \tilde{x} \). Define \( \tilde{u}(\tilde{x}) = u(x_c + F_{\tau} \tilde{x}) \) and denote by \( \nabla \) the gradient operator with respect to \( \tilde{x} \). Clearly

\[\nabla = \left( \frac{\partial x}{\partial \tilde{x}} \right)^T \nabla = F_{\tau}^T \nabla.\]

Lemma 3.1. For each element \( \tau \in T_N \), denote by \( D_m, \phi_m \), and \( S_m \) the magnitude, orientation angle, and anisotropic ratio of \( \nabla^m u \) at a point \( x \in \tau \), respectively. Then we have for the magnitude \( D_m \) of \( \nabla^m \tilde{u} \) at \( \tilde{x} = F_{\tau}^{-1}(x - x_c) \) that

\[D_m \leq c D_m (\bar{\mu} S_m)^{-m/2} \{ \cos^2(\phi_m - \bar{\psi}) \left( \frac{\bar{r}}{S_m} + \frac{S_m}{\bar{r}} \right) + \sin^2(\phi_m - \bar{\psi}) \left( \frac{\bar{r}}{S_m} + S_m \right) \}^{m/2}.\]

Proof. Let

\[p_m(\xi) = \frac{1}{m!} (\xi \cdot \nabla)^m u(x), \quad \text{and} \quad \tilde{p}_m(\xi) = \frac{1}{m!} (\xi \cdot \tilde{\nabla})^m \tilde{u}(\tilde{x}).\]

Then we have

\[\tilde{p}_m(\xi) = \frac{1}{m!} (\xi \cdot F_{\tau}^T \nabla)^m u(x) = p_m(F_{\tau} \xi).\]

By Lemma 2.3

\[|\tilde{p}_m(\xi)| \leq c D_m (\xi \cdot F_{\tau}^T Q_m F_{\tau} \xi)^{m/2},\]

where \( Q_m \) is the matrix defined in (12) by \( \phi_m \) and \( S_m \). By Lemma 2.1 we have

\[\bar{D}_m \leq c \sup_{||\xi|| = 1} |\tilde{p}_m(\xi)| \leq c D_m \sup_{||\xi|| = 1} (\xi \cdot F_{\tau}^T Q_m F_{\tau} \xi)^{m/2}.\]

Expanding \( \xi \cdot F_{\tau}^T Q_m F_{\tau} \xi \), we get

\[\xi \cdot F_{\tau}^T Q_m F_{\tau} \xi = \bar{\mu}^{-1} \left[ \begin{array}{cc} \frac{\sqrt{r} \xi}{\eta} & \frac{1}{S_m} \end{array} \right] \cdot R_{\phi_m - \bar{\psi}} \left[ \begin{array}{cc} 1/S_m & 0 \\ 0 & 1 \end{array} \right] \cdot R_{\phi_m - \bar{\psi}} \left[ \begin{array}{c} \eta \sqrt{r} \xi \\ \sqrt{r} \xi \eta \end{array} \right] = (\bar{\mu} S_m)^{-1} \{ \cos^2(\phi_m - \bar{\psi}) \left( \frac{\bar{r}}{S_m} + \frac{S_m}{\bar{r}} \right) + \sin^2(\phi_m - \bar{\psi}) \}

\[\cdot \left( \frac{1}{r S_m} + \frac{S_m}{\bar{r}} \right) + 2 \xi \bar{r} \sin(\phi_m - \bar{\psi}) \cos(\phi_m - \bar{\psi}) \left( \frac{1}{S_m} - S_m \right) \}

\[\leq 2 (\bar{\mu} S_m)^{-1} \{ \cos^2(\phi_m - \bar{\psi}) \left( \frac{\bar{r}}{S_m} + \frac{S_m}{\bar{r}} \right) + \sin^2(\phi_m - \bar{\psi}) \left( \frac{\bar{r}}{S_m} + S_m \right) \},\]

where in the last step above we used the facts \( ||\xi|| = 1 \), \( \bar{r} \geq 1 \), and \( S_m \geq 1 \). The conclusion of this lemma follows from the above inequality.

Similarly, we have an inequality to bound the magnitude \( D_m \) of \( \nabla^m u(x) \) in terms of the magnitude \( \bar{D}_m \) of \( \nabla^m \tilde{u}(\tilde{x}) \).

Lemma 3.2. For each element \( \tau \in T_N \), we have

\[D_m \leq c (\bar{\mu}^{m/2} \bar{D}_m), \quad \forall \tau \in \tau.\]

Proof. Let \( p_m(\xi) \) and \( \tilde{p}_m(\xi) \) be the polynomials defined by \( \nabla^m u(x) \) and \( \tilde{\nabla}^m \tilde{u}(\tilde{x}) \) as in (18), respectively. Note that

\[|\tilde{p}_m(\xi)| \leq \bar{D}_m (\xi \cdot \xi)^{m/2},\]
therefore
\[ |p_m(\xi)| = |\bar{p}_m(F_\tau^{-1}\xi)| \leq \bar{D}_m |\xi \cdot (F_\tau F_\tau^T)^{-1}\xi|^{m/2}. \]

The conclusion of this lemma follows immediately from Lemma 2.1 and that
\[ \sup_{\|\xi\|=1} \xi \cdot (F_\tau F_\tau^T)^{-1}\xi \leq \bar{\mu} \bar{r}. \] □

Next, we make an assumption on the metric $M$. Let $M(x)$ be decomposed in the form (17). We assume that there exists a positive number $\delta$ such that for all $x \in \Omega$ and any neighborhood $N_x$ of $x$ with radius (under metric $M$) less than $\delta$,
\[
\begin{cases}
    c\bar{\mu} \leq \mu(y) \leq c\bar{\mu}, \\
    c\bar{r} \leq r(y) \leq c\bar{r}, \\
    |\psi(y) - \bar{\psi}| \leq c\bar{r}^{-1},
\end{cases} \quad \forall y \in N_x,
\]

where $\bar{\mu}, \bar{r},$ and $\bar{\psi}$ are the mean values of $\mu, r,$ and $\psi$ on $N_x$, respectively. This assumption is basically to require the continuity of $M$. Indeed, if $\mu(x), r(x),$ and $\psi(x)$ are uniformly continuous over $\Omega$, then the above assumption holds trivially.

In mesh adaptation, $\mu$ and $r$ in metric $M$ will be defined in terms of the magnitude and anisotropic ratio of $\nabla^{k+1}u$. In general $D_{k+1}$ can be zero and $S_{k+1}$ can be $\infty$. In order to have (19) satisfied, we introduce two functions that level-off the magnitude and anisotropic ratio of $\nabla^{k+1}u$. More precisely, let $d_0 > 0$ and $S^* \geq 1$ be parameters. Define
\[
D_{k+1}(x) = \max(d_0, D_{k+1}(x)), \\
S_{k+1}(x) = \min(S^*, S_{k+1}(x)).
\]

When $d_0$ is small and $S^*$ is large, $D_{k+1}$ and $S_{k+1}$ are almost identical to $D_{k+1}$ and $S_{k+1}$, respectively. When $\nabla^{k+1}u$ is uniformly continuous, we have relations similar to assumption (19) that hold for $D_{k+1}, S_{k+1},$ and $\phi_{k+1}$, i.e.,
\[
\begin{cases}
    c\bar{D}_{k+1} \leq D_{k+1}(y) \leq c\bar{D}_{k+1}, \\
    c\bar{S}_{k+1} \leq S_{k+1}(y) \leq c\bar{S}_{k+1}, \\
    |\phi_{k+1}(y) - \bar{\phi}_{k+1}| \leq c[\bar{S}_{k+1}]^{-1},
\end{cases} \quad \forall y \in N_x.
\]

Now we state the main theorem of this paper.

**Theorem 3.1.** Let $M$ be a Riemannian metric on $\Omega$ satisfying assumption (19). $\{T_k\}$ is a family of triangulation of $\Omega$ that is quasi-uniform under metric $M$. Let $k$ be a positive integer, and let $\Pi_k$ be an interpolation operator that preserves $P_k$. For $0 \leq m \leq k$ and $p \in [1, \infty]$ satisfying (13), we have
\[
(\sum_{\tau \in T_k} |u - \Pi_k u|_{m,p,\tau}^p)^{1/p} \leq cN^{-(k+1-m)/2} \left( \int_\Omega |u|^{(k+1-m)/2} dx \right)^{1/p} \\
\cdot \left( \int_\Omega (\mu \bar{r})^{m/2} (V_{\mu S_{k+1}}^{(k+1)p/2} |D_{k+1}|^p)^{1/p},
\right)
\]
where
\[
V = \cos^2(\phi_{k+1} - \bar{\psi}) (r \frac{S_{k+1}}{r} + S_{k+1} + \sin^2(\phi_{k+1} - \bar{\psi})(r S_{k+1}).
\]
Furthermore, among all the Riemannian metrics, the optimal bound of the above estimate is attained when $M$ is defined to be

$$M_{k+1,m,p} = (S_{k+1})^{-(k+1-m)/2} (D_{k+1})^{(k+1-m)/2} R_{\phi_{k+1}}$$

(23)

$$\sqrt{\frac{k+1-m}{S_{k+1}}} \ 0 \ \sqrt{\frac{k+1-m}{S_{k+1}}}$$

$$R_{\phi_{k+1}}^T.$$

If $\{T_N\}$ is quasi-uniform under $M_{k+1,m,p}$, we have

$$\left( \sum_{\tau \in T_N} |u - \Pi_k u|_{m,p,\tau} \right)^{1/p} \leq c N^{-(k+1-m)/2} (S_{k+1})^{-(k+1-m)/2} D_{k+1} \|f^{(k+1-m)/2} \| \Omega).$$

Proof. Consider an element $\tau \in T_N$. Denote by $\bar{\mu}, \bar{r}, \bar{\psi}$ the mean values of $\mu, r, \psi$ on $\tau$, respectively. It follows from Lemma 3.2 that

$$|u - \Pi_k u|_{m,p,\tau} \leq c \bar{r}^{(k+1-m)/2} (\bar{\mu} \bar{r})^{mp/2} \|\tilde{\phi}\| \|\tilde{\psi}\| \|\tilde{\phi}\| \|\tilde{\psi}\|$$

(24)

$$\left( \sum_{\tau \in T_N} |u - \Pi_k u|_{m,p,\tau} \right)^{1/p} \leq c N^{-(k+1-m)/2} (S_{k+1})^{-(k+1-m)/2} D_{k+1} \|f^{(k+1-m)/2} \| \Omega).$$

Because $\tilde{\tau}$ is shape regular, we have from the classical error estimate (14) that

$$|u - \Pi_k u|_{m,p,\tau} \leq c \bar{\mu}^{(k+1-m)/2} (\bar{\mu} \bar{r})^{mp/2} \|\tilde{\phi}\| \|\tilde{\psi}\| \|\tilde{\phi}\| \|\tilde{\psi}\|$$

(25)

$$\left( \sum_{\tau \in T_N} |u - \Pi_k u|_{m,p,\tau} \right)^{1/p} \leq c N^{-(k+1-m)/2} (S_{k+1})^{-(k+1-m)/2} D_{k+1} \|f^{(k+1-m)/2} \| \Omega).$$

Summing up the above inequality for all $\tau \in T_N$, we have from assumptions (19) and (20) that

$$\left( \sum_{\tau \in T_N} |u - \Pi_k u|_{m,p,\tau} \right)^{1/p} \leq c \left( \sum_{\tau \in T_N} (\bar{\mu} \bar{r})^{mp/2} \|\tilde{\phi}\| \|\tilde{\psi}\| \|\tilde{\phi}\| \|\tilde{\psi}\|$$

(26)

$$\left( \sum_{\tau \in T_N} |u - \Pi_k u|_{m,p,\tau} \right)^{1/p} \leq c \max_{\tau \in T_N} (\bar{\mu} \bar{r})^{mp/2} \|\tilde{\phi}\| \|\tilde{\psi}\| \|\tilde{\phi}\| \|\tilde{\psi}\|$$

Now we estimate $|\tilde{\tau}|$. By the assumption that $\{T_N\}$ is quasi-uniform under metric $M$, the sizes of all $\tilde{\tau} = \Omega^{-1}(\tau - x_c)$ are of the same order. Hence

$$\max_{\tau \in T_N} |\tilde{\tau}| \leq c N^{-1} \sum_{\tau \in T_N} |\tilde{\tau}| = c N^{-1} \sum_{\tau \in T_N} \bar{\mu} |\tau| = c N^{-1} \int \Omega \mu.$$

Putting the above inequality into (26), we have estimate (21).

Next, we consider for what metric $M$ the bound at the right hand side of (21) is the smallest. Clearly, the optimal metric requires $\psi(x) = \phi_{k+1}(x)$. In this case

$$V(x) = \frac{r}{S_{k+1}} + \frac{S_{k+1}}{r}.$$
and the integrand of the second integral in the right hand side of (21) becomes
\[(\mu r)^{mp/2 (\frac{V}{m^2})^{(k+1)/2}} |D_{k+1}|^{p/2} \]
(27)
\[= (\mu)^{-((k+1-m)p/2)} (S_{k+1})^{-(k+1)p} \cdot \left( \frac{(r^2 + S_{k+1}^{2(k+1)})}{r^{k+1-m}} \right)^{p/2} \cdot |D_{k+1}|^p. \]

It is easy to identify that when
\[r = \sqrt{\frac{k+1-m}{k+1+m}} S_{k+1}, \]
the right hand side of (27) attains the minimum
\[\frac{2(k+1)^{(k+1)/p}}{(k+1+m)^{(k+1+m)/4} (k+1-m)^{(k+1-m)/4}} (\mu S_{k+1})^{-(k+1-m)p/2} \cdot |D_{k+1}|^p. \]

Now estimate (21) becomes
\[(\sum_{\tau \in T_N} |u - \Pi_k u|_{m,p,\tau}^{p})^{1/p} \leq c N^{-(k+1-m)/2} \left\{ \int_{\Omega} (\mu)^{(k+1-m)/2} \cdot \{ \int_{\Omega} (\mu S_{k+1})^{-(k+1-m)p/2} |D_{k+1}|^p \}^{1/p} \right\}. \]
(28)

To determine the \(\mu(x)\) for the optimal bound of the above estimate, let
\[q = \frac{1}{2} (k+1-m)p, \]
and let
\[f = \mu^{q/(q+1)}, \quad g = (\mu S_{k+1})^{-q/(q+1)} (D_{k+1})^{p/(q+1)}. \]

Recall Hölder’s inequality,
\[\int f g \leq \|f\|_{L^{q+1}} \cdot \|g\|_{L^{q+1}}, \quad \forall f,g, \]
and that the equality holds iff \(f^{(q+1)/q}\) is a multiple of \(g^{q+1}\). Then we have
\[\left\{ \int_{\Omega} (\mu)^{(k+1-m)/2} \cdot \{ \int_{\Omega} (\mu S_{k+1})^{-(k+1-m)p/2} |D_{k+1}|^p \}^{1/p} \right\} \]
\[= \left\{ \int_{\Omega} |f|^{(q+1)/q} g^{-q/(q+1)} \{ \int_{\Omega} |g|^{q+1} \}^{1/(q+1)} \right\}^{(q+1)/p} \]
\[\geq \left( \int_{\Omega} |f g| \right)^{(q+1)/p}, \]
\[= \left( \int_{\Omega} (S_{k+1})^{-q/(q+1)} |D_{k+1}|^{p/(q+1)} \right)^{(q+1)/p} \]
\[= \left\| (S_{k+1})^{-(k+1-m)/2} D_{k+1} \right\|_{L^{2/(k+1-m+2/p)}(\Omega)}, \]
and the equality is attained when
\[\mu(x) = (S_{k+1})^{-q/(q+1)} (D_{k+1})^{p/(q+1)} \]
\[= (S_{k+1})^{-\frac{k+1-m}{2} (D_{k+1})^{\frac{2p}{k+1-m}}}. \]

This completes the proof of the theorem. \(\square\)
Remark 3.1. Theorem 3.1 is a generalization of the classical result \cite{10} for quasi-uniform triangulations. Indeed, when $M$ is constant, the fact that $\{T_n\}$ is quasi-uniform under metric $M$ implies that it is quasi-uniform in the usual sense. In this case, $\mu(\boldsymbol{x})$ and $r(\boldsymbol{x})$ are constant. Therefore $V(\boldsymbol{x}) \leq cS_{k+1}$, and (21) is reduced to (16).

Remark 3.2. A triangulation family $\{T_n\}$ being quasi-uniform under the optimal metric $M_{k+1,m,p}$ can be characterized by two features: (i) For each element $\tau$, the mapping $\hat{x} = F_\tau^{-1}(\boldsymbol{x} - \boldsymbol{x}_e)$ not only transforms $\tau$ into a shape regular triangle, but also makes the level-0 lines of $\tilde{p}_{k+1}(\xi)$ for $\nabla^{k+1}\tilde{u}$ evenly distributed across the entire plane. In other words, $\{T_n\}$ makes $\nabla^{k+1}\tilde{u}$ isotropic on each element. (ii) Estimate (25) for the $W^{m,p}(\tau)$-seminorm of the interpolation error is of the same magnitude on every element $\tau$. In other words, $\{T_n\}$ makes the $W^{m,p}$-seminorm of the error over every element evenly distributed. Therefore, the optimal metric can also be considered as derived from the so-called equidistribution principle. This principle has been used extensively to justify the selection of optimal or nearly optimal meshes; see, e.g., \cite{10 11 16 17}.

Remark 3.3. The condition $\psi = \phi_{k+1}$ for a triangle aligned with $\nabla^{k+1}u$ can be relaxed to $|\psi - \phi_{k+1}| \leq c[S_{k+1}]^{-1}$. All the conclusions requiring $\psi = \phi_{k+1}$ still hold under this weak sense of alignment.

We illustrate the conclusion of Theorem 3.1 in several special cases.

Case 1: $k = 1, m = 0$. In this case $\Pi_k$ is the linear interpolation operator. $\nabla^2u(\boldsymbol{x})$ is the Hessian of $u$ at $\boldsymbol{x}$. The magnitude and anisotropic ratio of $\nabla^2u$ are respectively

$$D_2 = \frac{1}{2}(|\lambda_1| + |\lambda_2|), \quad S_2 = \sqrt{\frac{\lambda_2}{\lambda_1}},$$

where $|\lambda_1| \leq |\lambda_2|$ are the two eigenvalues of $\nabla^2u$. Neglecting the cut-off for $D_2$ and $S_2$, we have

$$\frac{1}{2} |\lambda_2| \leq D_2 \leq |\lambda_2|,$$

$$\frac{1}{2} \sqrt{\det(\nabla^2u)} \leq \frac{D_2}{S_2} \leq \sqrt{\det(\nabla^2u)}.$$

Inequality (21) becomes

$$\|u - \Pi_1u\|_{L^p(\Omega)} \leq cN^{-1} \left\{ \frac{1}{\mu} \left\{ \int_{\Omega} (\frac{\nabla}{\mu})^p \left( \sqrt{\det(\nabla^2u)^p} \right)^{1/p} \right\} \right\}.$$ 

The optimal metric for this case is

$$M_{2,0,p} = (\det(\nabla^2u))^{p/(2p+2)} R_{\phi_2} \cdot \begin{bmatrix} \sqrt{\frac{\lambda_1}{\lambda_2}} & 0 \\ 0 & \sqrt{\frac{\lambda_2}{\lambda_1}} \end{bmatrix} R_{\phi_2}^T$$

$$= (\det(\nabla^2u))^{-1/(2p+2)} \cdot \text{abs}(\nabla^2u),$$

where

$$\text{abs}(\nabla^2u) = R_{\phi_2} \cdot \begin{bmatrix} |\lambda_1| & 0 \\ 0 & |\lambda_2| \end{bmatrix} R_{\phi_2}^T.$$ 

When $\{T_n\}$ is quasi-uniform under this metric, the error estimate is

$$\|u - \Pi_1u\|_{L^p(\Omega)} \leq cN^{-1} \| \sqrt{\det(\nabla^2u)} \|_{L^p/(p+1)(\Omega)}.$$
This is exactly the conclusion in [10] in two dimensions. Also, if a triangulation is quasi-uniform under metric $M_{2,0,p}$, the aspect ratio of each element should be about $\sqrt{|\lambda_2/\lambda_1|}$. This aspect ratio coincides with that obtained based on the exact error formulas for linear interpolation of quadratic functions on a triangle [8]. Note that in [8] the notation for $\lambda_1$ and $\lambda_2$ are switched.

**Case 2:** $k = 1, m = 1$. In this case the optimal metric

$$M_{2,1,p} = |\lambda_1|^{-1/(p+2)}|\lambda_2|^{(p-1)/(p+2)} \cdot R_{\phi_2} \left[ \begin{array}{cc} \sqrt{3}|\lambda_1| & 0 \\ 0 & \frac{|\lambda_2|}{\sqrt{3}} \end{array} \right] R_{\phi_2}^T,$$

and the error estimate is

$$|u - \Pi_1 u|_{1,p,\Omega} \leq cN^{-1/2} \| |\lambda_1|^{-1/4}|\lambda_2|^{3/4} \|_{L^{2p}/(p+2)(\Omega)}.$$

In particular, when $p = 2$, the optimal metric is

$$M_{2,1,2} = |\lambda_1|^{-1/4}|\lambda_2|^{1/4} \cdot R_{\phi_2} \left[ \begin{array}{cc} \sqrt{3}|\lambda_1| & 0 \\ 0 & \frac{|\lambda_2|}{\sqrt{3}} \end{array} \right] R_{\phi_2}^T.$$

When $\{T_{\alpha}\}$ is quasi-uniform under $M_{2,1,2}$, the error estimate is

$$|u - \Pi_1 u|_{H^1(\Omega)} \leq cN^{-1/2} \| |\lambda_1|^{-1/4}|\lambda_2|^{3/4} \|_{L^2(\Omega)}.$$

This implies that the $H^1$-seminorm of the linear interpolation error is about the smallest when each element is align with the orientation of $\nabla^2 u$, the aspect ratio is equal to $S_2/\sqrt{3} \approx 0.577 \sqrt{|\lambda_2/\lambda_1|}$, and the area is be proportional to

$$\|\det(M_{2,1,2})\|^{-1/2} = |\lambda_1|^{-1/4}|\lambda_2|^{-3/4}.$$ 

It is shown in [8] that the $H^1$-seminorm of the linear interpolation error on a general element $\tau$ is minimum when $\tau$ is aligned with $\nabla^2 u$ and takes the aspect ratio $c\sqrt{|\lambda_2/\lambda_1|}$ with $c \in [0.849, 1.178]$. The minimum $H^1$-error on $\tau$ is

$$\|\nabla(u - \Pi_1 u)\|_{L^2(\tau)} \approx c|\lambda_1|^{1/4}|\lambda_2|^{3/4} |\tau|.$$ 

The best aspect ratio predicted in this paper is slightly smaller than that in [8], but both of them are in the same order. The quasi-uniformity under metric $M_{2,1,2}$ again implies the equidistribution of the $H^1$-error over every element.

**Case 3:** $k = 2, p = 2$. In this case $\Pi_k$ is the operator for quadratic Lagrange interpolation. The optimal metric is

$$M_{3,0,2} = (S_3)^{-3/4}(D_3)^{1/2} R_{\phi_3} \cdot \left[ \begin{array}{cc} \frac{1}{S_3} & 0 \\ 0 & S_3 \end{array} \right] R_{\phi_3}^T$$

for the $L^2$-norm of the error, and

$$M_{3,1,2} = (S_3)^{-2/3}(D_3)^{2/3} R_{\phi_3} \cdot \left[ \begin{array}{cc} \frac{\sqrt{3}}{S_3} & 0 \\ 0 & \frac{S_3}{\sqrt{2}} \end{array} \right] R_{\phi_3}^T$$

for the $H^1$-seminorm of the error. These imply that to minimize the $L^2$-norm of the error, the aspect ratio of each element should be equal to $S_3$, and the area should be proportional to $(S_3)^3(D_3)^{-1/2}$. To minimize the $H^1$-seminorm of the error, the aspect ratio of each element should be $S_3/\sqrt{2} \approx 0.707 S_3$, and the area should be proportional to $(S_3)^{2/3}(D_3)^{-2/3}$. It is shown in [9] that for quadratic interpolation, the minimum values of both the $L^2$-norm and the $H^1$-seminorm of the interpolation error on an element $\tau$ are attained when the aspect ratio of $\tau$ is about the anisotropic ratio of $\nabla^2 u$. With this aspect ratio, the $L^2$-norm and $H^1$-seminorm
on \( \tau \) are proportional to \( S_3^{-3/2}D_3|\tau|^2 \) and \((S_3)^{-1}D_3|\tau|^{3/2}\), respectively. When triangulation \( \{T_r\} \) is quasi-uniform under \( M_{3,0,2} \) or \( M_{3,1,2} \), we have respectively that
\[
\|u - \Pi_2 u\|_{L^2(\Omega)} \leq cN^{-3/2}\|(S_3)^{-3/2}D_3\|_{L^1(\Omega)}
\]
and
\[
|u - \Pi_2 u|_{H^1(\Omega)} \leq cN^{-1}\|(S_3)^{-1}D_3\|_{L^2(\Omega)}.
\]

4. Numerical results

In this section, we present a numerical example to compare various norms of the interpolation errors using triangulations that are quasi-uniform under different metrics \( M_{k+1,m,p} \) developed in the previous section. We consider linear and quadratic interpolations of the following function on \( \Omega = \{(x,y): r = \sqrt{x^2 + y^2} \leq 3, x \geq 0, y \geq 0\} \):
\[
u(x, y) = u(r) = e^{-10000(r-0.5)^2} + r^3.
\]

We first study the magnitudes, anisotropic ratios, and orientations of \( \nabla^2 u \) and \( \nabla^3 u \). By elementary calculation, we see that for each \( x \) with \( |x| = r \),
\[
p_2(\xi) = \frac{1}{2}(\xi \cdot \nabla)^2 u(x)
= \frac{1}{2}[u_{rr}r^{-2}(x \cdot \xi)^2 + u_rr^{-3}(x \times \xi)^2].
\]

It can be verified by the definition of anisotropic measures that
\[
\begin{align*}
D_2 &= \frac{1}{2}(|u_{rr}| + |r^{-1}u_r|), \\
S_2 &= \sqrt{\left| \frac{ru_{rr}}{u_r} \right|}.
\end{align*}
\]

The orientation of \( \nabla^2 u(x) \) is the angular direction at \( x \).

The anisotropic measures of \( \nabla^3 u \) can be determined similarly. Indeed, let \( x = r[\cos z, \sin z]^T \), and \( \xi = [\cos t, \sin t]^T \). It can be verified that
\[
p_3(\xi) = \frac{1}{6!}(\xi \cdot \nabla)^3 u(x)
= \frac{1}{6!}[u_{rrr}r^3(3 - t - z) + 3u_{rr}r^{-1}\sin^2(t - z) \cos(t - z) \\
- 3u_r r^{-2} \left( \frac{1}{2} \sin(2t) \sin(2z) \cos(t - z) + \cos(t + z) \sin(t + z) \sin(t - z) \right)].
\]

Since our main concern is the region around \( r = 0.5 \) where \( \nabla^3 u \) is large, we have for this region
\[
p_3(\xi) \approx \frac{1}{6!} \cos(t - z)[u_{rrr}r^2(3 - t - z) + 3u_{rr}r^{-1}\sin^2(t - z)].
\]

From the above expression we see that
\[
\begin{align*}
D_3 &\approx \frac{1}{6}(|u_{rrr}| + 3|u^{-1}u_{rrr}|), \\
S_3 &\approx \sqrt{\left| \frac{ru_{rrr}}{u_r} \right|}.
\end{align*}
\]

The orientation of \( \nabla^3 u \) is also the angular direction.
We make a cut-off of the anisotropic ratio as follows:

\[ S_{k+1} = \min(1000, S_{k+1}), \quad k = 1, 2. \]

This means the largest aspect ratio allowed is 1000. We do not level-off the magnitude of \( \nabla^{k+1} u \), i.e., we define \( D_{k+1} = D_{k+1} \) directly, because it is already bounded away from 0. Using \( S_2, D_2 \) and \( S_3, D_3 \), together with the angular direction for orientation, we can define the optimal metrics \( M_{2,m,p} \) and \( M_{3,m,p} \) according to (23).

Next, we describe how to generate a triangulation of \( \Omega \) that is quasi-uniform under a metric \( M_{k+1,m,p} \). Since we wish to have a more precise control of the geometric features of each element, we choose to “manually” create the anisotropic triangulations. For more general domain and applications, readers may resort to some robust algorithms, e.g., [5, 6], to generate the anisotropic mesh under a given Riemannian metric. To start our process, we note that \( u \) is a function of the radial variable only. We place all the grid points along \( r \), respectively. In order to make the triangulation quasi-uniform under metric \( M_{k+1,m,p} \), we see that the distance between two neighboring grids on \( r = r_j \) is approximately

\[ h_{\text{long}} \approx \frac{\pi}{2} \frac{r_j}{N_a(r_j)}, \]

and the heights over the longest side for these triangles are

\[ h_{\text{short}} \approx r_{j+1} - r_j. \]

Thus the aspect ratios and the areas of such triangles are

\[ r_{\text{asp}} \approx h_{\text{long}} / h_{\text{short}} \approx \frac{2}{\pi} \frac{r_j}{N_a(r_j)(r_{j+1} - r_j)}, \]

\[ |\tau| \approx \frac{1}{2} h_{\text{long}} h_{\text{short}} \approx \frac{r_j(r_{j+1} - r_j)}{N_a(r_j)}, \]

respectively. In order to make the triangulation quasi-uniform under metric \( M_{k+1,m,p} \), we require that

\[ r_{\text{asp}} \approx \sqrt{\frac{k+1-m}{k+1+m}} S_{k+1}, \]

\[ |\tau| \approx (S_{k+1})^{-\frac{(k+1-m)p}{(k+1-m)p+m+p+1}} (D_{k+1})^{\frac{2p}{mp+1}}, \]

which results in a system of non-linear equations for \( r_j \), \( 1 \leq j \leq N_r - 1 \), as follows:

\[(S_{k+1})^{-\frac{(k+1-m)p}{(k+1-m)p+m+p+1}} (D_{k+1})^{\frac{2p}{mp+1}} (r_{j+1} - r_j) = \text{const}, \quad \forall j.\]

Once the distribution of \( r_j \) is solved, the number of points \( N_a(r_j) \) is calculated according to either the condition for the area or the condition for the aspect ratio of the elements.

We consider specifically the linear \( (k = 1) \) and the quadratic \( (k = 2) \) interpolation of \( u \), and we measure the errors in \( L^1 \), \( L^2 \), and \( L^\infty \) norms (i.e., \( m = 0 \), \( p = 1, 2, \infty \)), as well as in \( H^1 \)-seminorm (i.e., \( m = 1, p = 2 \)). We show in Figures 2 and 3 the anisotropic meshes generated in the above manner. Note that in these
graphs the total number of elements are all about 4,000. We list in Tables 1 and 2 the linear and quadratic interpolation errors in various norms. It is clearly seen that in all the cases except the $L^1$-error of quadratic interpolation, the smallest $W^{m,p}$-norm of the interpolation error is obtained when the mesh is generated according to the optimal metric $M_{k+1,m,p}$. For the case of quadratic interpolation, the meshes generated with metrics $M_{3,0,1}$ and $M_{3,0,2}$ are close to each other, and the $L^1$-errors based on $M_{3,0,1}$ mesh are close to the smallest ones.

### Table 1. Various norms of the linear interpolation error for function (29) based on meshes that are quasi-uniform under different metrics $M_{2,m,p}$. $N_v$ and $N_e$ represent respectively the total number of nodes and elements in the triangulation.

<table>
<thead>
<tr>
<th>$N_v$</th>
<th>$N_e$</th>
<th>Metric</th>
<th>$|e|_{1,1}$</th>
<th>$|e|_{1,2}$</th>
<th>$|e|_{1,\infty}$</th>
<th>$|e|_{1,1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>533</td>
<td>968</td>
<td>$M_{2,0,1}$</td>
<td>1.49339e-3</td>
<td>4.6766e-3</td>
<td>6.2391e-2</td>
<td>2.1248e+0</td>
</tr>
<tr>
<td>539</td>
<td>986</td>
<td>$M_{2,0,1}$</td>
<td>1.5695e-3</td>
<td>3.07417e-3</td>
<td>5.1455e-2</td>
<td>1.92157e+0</td>
</tr>
<tr>
<td>559</td>
<td>1056</td>
<td>$M_{2,0,\infty}$</td>
<td>6.86825e-3</td>
<td>9.2295e-3</td>
<td>3.2611e-2</td>
<td>1.4186e+0</td>
</tr>
<tr>
<td>565</td>
<td>1059</td>
<td>$M_{1,1,2}$</td>
<td>7.9331e-3</td>
<td>4.4960e-3</td>
<td>4.3740e-2</td>
<td>1.2589e+0</td>
</tr>
</tbody>
</table>

### Table 2. Various norms of the quadratic interpolation error for function (29) based on meshes that are quasi-uniform under different metrics $M_{3,m,p}$. $N_v$ and $N_e$ represent respectively the total number of nodes and elements in the triangulation.

<table>
<thead>
<tr>
<th>$N_v$</th>
<th>$N_e$</th>
<th>Metric</th>
<th>$|e|_{1,1}$</th>
<th>$|e|_{1,2}$</th>
<th>$|e|_{1,\infty}$</th>
<th>$|e|_{1,1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8161</td>
<td>16920</td>
<td>$M_{3,0,1}$</td>
<td>7.75799e-5</td>
<td>2.0933e-3</td>
<td>2.49726e-2</td>
<td>1.48888e-1</td>
</tr>
<tr>
<td>8105</td>
<td>15863</td>
<td>$M_{3,0,2}$</td>
<td>9.2485e-5</td>
<td>1.5973e-4</td>
<td>1.5045e-3</td>
<td>1.9014e-1</td>
</tr>
<tr>
<td>8586</td>
<td>16480</td>
<td>$M_{3,0,\infty}$</td>
<td>2.8539e-4</td>
<td>3.6498e-4</td>
<td>2.5834e-3</td>
<td>1.2387e-1</td>
</tr>
<tr>
<td>8010</td>
<td>15971</td>
<td>$M_{1,1,2}$</td>
<td>6.7466e-4</td>
<td>8.8986e-4</td>
<td>2.2415e-3</td>
<td>2.8598e-1</td>
</tr>
</tbody>
</table>

5. Discussions

In the previous sections we introduced some anisotropic measures for the higher order derivative $\nabla^{k+1} u$ a function $u$. The magnitude of $\nabla^{k+1} u$ is equivalent to its usual Euclidean norm. The orientation is the direction along which the absolute value of the $k + 1$-th directional derivative is about the smallest, while along its perpendicular direction it is about the largest. The anisotropic ratio measures the strength of the anisotropic behavior of $\nabla^{k+1} u$. These quantities are invariant under
translation and rotation of \(xy\)-coordinates. They correspond to the size, orientation, and aspect ratio for triangular elements. In terms of these anisotropic measures, we derive an anisotropic error estimate for the interpolation over triangulations that are quasi-uniform under a given Riemannian metric \(M\). It is identified from this estimate that among triangulations of a fixed number of elements the interpolation error is nearly the minimum when the elements are aligned with the orientation of \(\nabla^{k+1}u\), the aspect ratios are about the anisotropic ratio of \(\nabla^{k+1}u\), and the areas make the error over each element be evenly distributed.

There are a couple of immediate applications of Theorem 3.1 for anisotropic mesh generation and refinement. For instance, there have been a number of studies on the so-called mesh quality measures, which quantifies the optimality of an anisotropic mesh for various considerations [4, 16]. The right hand side of estimate (21) is a natural “quality measure” if the interpolation error is the main concern. This measure decreases when the elements become more aligned with the orientation of \(\nabla^{k+1}u\), their aspect ratios approach the anisotropic ratio of \(\nabla^{k+1}u\), and the error over each element becomes more evenly distributed. Of course, these three geometric features are related, and the overall mesh quality depends on the interaction among them. A nice feature of the quality measure based on (21) would be that it has a clear geometric interpretation and it is an upper bound of the interpolation error itself, while many other measures are ad hoc and not directly related to the error. Another application of this work is in the moving mesh method or the \(r\)-refinement for solving partial differential equations. In the moving mesh method, it is required to define a monitor function, or the target mesh metric [7]. Interpolation error is one of the frequently used error indicators for defining the monitor functions. The optimal metric \(M_{k+1,m,p}\) provided in Theorem 3.1 can be naturally used for such a purpose. These applications are currently under investigation and will be presented elsewhere.

There are a number of unresolved issues related to this work. First, the error estimate stated in Theorem 3.1 is optimal with respect to the order of \(N\). But we are not clear if it is optimal with respect to the order of anisotropic ratio \(S_{k+1}\). In the case of linear interpolation, it has been shown by Chen, Sun, and Xu [10] that the optimal error bound in \(L^p\)-norm is sharp for the class of functions with non-vanishing Hessians on general triangular elements. However, we are not clear whether a similar conclusion is true for the estimate of the \(W^{m,p}\)-error of \(\Pi_k\) with \(m \geq 1\) or \(k \geq 2\). Second, in Theorem 3.1 we only assume the triangulations are quasi-uniform under a given metric. Therefore, the conclusion holds for the case when the largest internal angles of the elements approach \(\pi\). However, if we assume in addition that the triangulations satisfy the maximum angle condition [3], can we improve estimate (21) and select a metric leading to even smaller interpolation errors? There are some preliminary studies for this issue. For instance, for minimizing the \(H^1\)-seminorm of linear interpolation errors, if we restrict all triangles to be acute isosceles, then the optimal aspect ratio will be \((S_2)^2\), and the \(H^1\)-error can be a factor of \(S_2\) smaller than that by using the aspect ratio close to \(S_2\); see Section 4 of [8]. Shewchuk [20] observed the same phenomenon for general anisotropic triangles satisfying the maximum angle condition. He describes this type of case as “super-accuracy”. However, for quadratic interpolations, it seems the optimal aspect ratio is always in the magnitude of \(S_3\) according to the study of model problems reported in [9]. We are not clear if the so called super-accuracy phenomenon does exist for interpolations of degree \(k \geq 2\) or not.
Figure 2. Triangulations that are generated according to different metrics $M_{2,m,p}$ and their close looks.
Figure 3. Triangulations that are generated according to different metrics $M_{3,m,p}$ and their close looks.
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