OPTIMAL LOGARITHMIC ENERGY POINTS ON THE UNIT SPHERE

J. S. BRAUCHART

ABSTRACT. We study minimum energy point charges on the unit sphere \( S^d \) in \( \mathbb{R}^{d+1} \), \( d \geq 3 \), that interact according to the logarithmic potential \( \log(1/r) \), where \( r \) is the Euclidean distance between points. Such optimal \( N \)-point configurations are uniformly distributed as \( N \to \infty \). We quantify this result by estimating the spherical cap discrepancy of optimal energy configurations. The estimate is of order \( O(N^{-1/(d+2)}) \). Essential is an improvement of the lower bound of the optimal logarithmic energy which yields the second term \((1/d)(\log N)/N\) in the asymptotical expansion of the optimal energy. Previously, this was known for the unit sphere in \( \mathbb{R}^3 \) only. Furthermore, we present an upper bound for the error of integration for an equally-weighted numerical integration rule \( Q_N \) with the \( N \) nodes forming an optimal logarithmic energy configuration. For polynomials \( p \) of degree at most \( n \) this bound is \( C_d(n^{1/d}/n)^{-d/2}\|p\|_{\infty} \) as \( n/N^1/d \to 0 \). For continuous functions \( f \) of \( S^d \) satisfying a Lipschitz condition with constant \( C_f \) the bound is \((12dC_f + C_f\|f\|_{\infty})O(N^{-1/(d+2)})\) as \( N \to \infty \).

1. INTRODUCTION AND STATEMENT OF RESULTS

In this paper we want to study the distribution of points \( x_1, \ldots, x_N \) on the unit sphere \( S^d \) in \( \mathbb{R}^{d+1} \), \( d \geq 2 \), that maximizes the product of all mutual pairwise Euclidean distances

\[
\prod_{j \neq k} |x_j - x_k|,
\]

or equivalently, minimizes the logarithmic energy

\[
E(X_N) := \sum_{j \neq k} \log \frac{1}{|x_j - x_k|}
\]

over all \( N \)-point sets on \( S^d \) as \( N \) goes to infinity. For the same problem on the unit sphere in \( \mathbb{R}^3 \) we refer to the literature (for example [7, 8, 26, 30, 31]). The fast generation of nearly minimum logarithmic energy configurations is Problem 7 of Smale’s “mathematical problems for the next century” [29].

Received by the editor April 19, 2007 and, in revised form, June 17, 2007.

2000 Mathematics Subject Classification. Primary 41A25; Secondary 31B15, 33C45, 70F10.

Key words and phrases. Discrepancy, Fekete points, logarithmic energy, Riesz energy, sphere, ultraspherical expansion.

The research of this author was supported, in part, by the U. S. National Science Foundation under grant DMS-0532154 (D.P. Hardin and E.B. Saff principal investigators).
The discrete logarithmic energy of an N-point set is a limit case (as \( s \rightarrow 0 \)) of the Riesz \( s \)-energy

\[
E_s(X_N) := \sum_{j \neq k} \frac{1}{|x_j - x_k|^s},
\]

by means of \((1/|x|^s - 1)/s \rightarrow \log(1/|x|)\) as \( s \rightarrow 0 \). The Riesz \( s \)-energy of point sets will play a role in our proofs. For more details we recommend the excellent survey articles [11, 27].

From classical potential theory [19] it follows that optimal logarithmic energy points are (asymptotically) uniformly distributed over \( S^d \) as \( N \) goes to infinity. Points are uniformly distributed in the sense that any reasonable subset of \( S^d \) gets a fair share of points. We make this more precise below. In this paper we include a proof of the well-distribution property using a non-potential theoretical argument based on discrepancy of point sets. Essentially, the discrepancy of a point set measures the quality of the discrete point distribution with respect to a family of test sets (for example spherical caps). Spherical cap discrepancy tending to zero is one of several equivalent characterizations of uniform distribution summarized in Lemma 1.4. We quantify uniform distribution of optimal logarithmic points by estimating their spherical cap discrepancy which is of order \( O(N^{-1/(d+2)}) \) as \( N \rightarrow \infty \) (Theorem 1.6). The discrepancy is bounded by using improved lower bounds of the \( N \)-point minimum logarithmic energy of \( S^d \)

\[
(1.3) \quad E(N) := \inf \left\{ E(X_N) \mid X_N = \{x_1, \ldots, x_N\} \subseteq S^d \right\}.
\]

These lower bounds lead to the correct second order term \((1/d)(\log N)/N\) of the asymptotical expansion of \( E(N) \) for large \( N \) (Lemma 1.1, Theorem 1.2). Previously, this was known for \( S^2 \) in \( \mathbb{R}^3 \).

First we establish an estimate of the \( N \)-point minimum logarithmic energy of \( S^d \). The right-hand side of (1.2) can be seen as the discrete energy of the counting measure \( \mu_N \) which places the point mass \( 1/N \) at each point \( x_j \), \( j = 1, \ldots, N \). Similarly, the logarithmic energy of a (Radon) probability measure \( \mu \) supported on \( S^d \) is given by

\[
(1.4) \quad I[\mu] := \iint \frac{1}{|x - y|} \, d\mu(x) \, d\mu(y).
\]

By classical potential theory, the energy \( I[\mu] \) is uniquely minimized by the normalized surface area measure \( \sigma \), \( \int_{S^d} d\sigma = 1 \). The \( N \)-point minimum logarithmic energy of \( S^d \) satisfies

\[
(1.5) \quad I[\sigma] - \frac{1}{2} \log N + \frac{c_1}{N} \leq \frac{E(N)}{N^2} \leq I[\sigma] - \frac{1}{d} \log N + \frac{c_2}{N}
\]

with some constants \( c_1, c_2 \) depending on \( d \) only. The lower bound follows from [32]. The upper bound follows from an averaging argument [17] based on equal area partitions [20]. These bounds give the correct form of the second order term in the asymptotics of the \( N \)-point minimum logarithmic energy of \( S^2 \). In this paper we show:

**Lemma 1.1.** Let \( d \geq 2 \). Then

\[
\frac{E(N)}{N^2} \geq I[\sigma] - \frac{1}{d} \log N - \frac{C_d'}{N}, \quad N \rightarrow \infty,
\]

where \( C_d' > 0 \), given by (2.18), does not depend on \( N \).
The number \( \varepsilon \) satisfies \( 0 < \varepsilon < 1 \) (\( d \) even) or \( 0 < \varepsilon < 1/2 \) (\( d \) odd). This result follows from Lemma 2.1. Combining the upper bound in (1.5) and Lemma 1.1 we obtain the following asymptotical expansion of the \( N \)-point minimum logarithmic energy of \( S^d \).

**Theorem 1.2.** Let \( d \geq 2 \). Then

\[
\frac{\mathcal{E}(N)}{N^2} = I[\sigma] - \frac{1}{d} \log N + O(N^{-1}), \quad N \to \infty.
\]

**Remark 1.3.** The proof of Theorem 1.2 shows that the geometrical structure of optimal logarithmic energy points does not play a role in the derivation of the second term of the asymptotics of \( \mathcal{E}(N) \). For the \( N \)-point minimal Riesz \( s \)-energy \( \mathcal{E}_s(N) \), \( 0 < s < d \), similar ideas used here produce the negative sign and the correct order \( N^{1+s/d} \) for the second term (cf. [4]). It is still not clear whether the second term of the asymptotics exists for \( 0 < s < d \) or not. For \( S^2 \) it is conjectured in [17] that the second term for \( \mathcal{E}_s(N) \) is given by \( -\frac{1}{d} \log \left(\frac{\sqrt{3}}{(8\pi)}\right)^{s/2} \frac{\zeta_2(s)}{\zeta(s)} \), \( \zeta_2 \) and \( \zeta \) denote the zeta function associated with the hexagonal lattice.

Next, we discuss the concept of uniform distribution on the unit sphere in \( \mathbb{R}^{d+1} \) which is closely related to numerical integration on the \( d \)-sphere. The exact integral of a (continuous) function defined on \( S^d \) is denoted by

\[
I[f]:= \int_{S^d} f(x) \, d\sigma(x),
\]

where \( \sigma \) is the surface area measure on the \( d \)-sphere normalized such that \( \int_{S^d} \sigma = 1 \). The exact integral \( I[f] \) can be approximated by equally-weighted numerical integration formulas \( Q_N \) with nodes \( x_j \in S^d \),

\[
Q_N[f]:= \frac{1}{N} \sum_{j=1}^N f(x_j).
\]

The members of a sequence \( X_N, \ N \geq 2, \) of \( N \)-point configurations on the sphere \( S^d \) are said to be (asymptotically) uniformly distributed if

\[
\lim_{N \to \infty} Q_N[f] = I[f]
\]

for all functions \( f \) continuous on the sphere. An equivalent characterization is that for every \( \sigma \)-measurable set \( B \subseteq S^d \) with \( \mathcal{H}^d(\partial B) = 0 \) there holds that

\[
\frac{|X_N \cap B|}{N} \to \sigma(B), \quad N \to \infty.
\]

That means, as \( N \) becomes large, any such \( B \) gets a fair share of points. \( \mathcal{H}^d(\cdot) \) denotes the \( d \)-dimensional Hausdorff measure.

Relation (1.6) yields a natural measure for the quality of the distribution of an \( N \)-point set \( X_N \). The \( \mathcal{F} \)-discrepancy

\[
D(\mathcal{F}; X_N):= \sup_{B \in \mathcal{F}} \left| \frac{|X_N \cap B|}{N} - \sigma(B) \right|
\]

gives the maximal deviation between the discrete point distribution and the uniform \( \sigma \) with respect to a reasonable family \( \mathcal{F} \) of test sets \( B \subseteq S^d \). If the test sets are spherical caps with center \( x \) and opening \( -1 \leq t \leq 1 \),

\[
C_t(x):= \{ y \in S^d \mid \langle x, y \rangle \geq t \},
\]

we call \( D_C(X_N):= D(\mathcal{F}; X_N) \) the spherical cap discrepancy.
Lemma 1.4. Let $d \geq 2$ and $X_N$, $N \geq 2$, be a sequence of $N$-point configurations on $\mathbb{S}^d$. Then the following assertions are equivalent:

1. The configurations $X_N$ are asymptotically uniformly distributed as $N \to \infty$.
2. \( \lim_{N \to \infty} Q_N[f] = I[f] \) for every function $f$ continuous on $\mathbb{S}^d$.
3. \( \lim_{N \to \infty} Q_N[Y_{\ell,m}] = 0 \) for every spherical harmonic $Y_{\ell,m}$ of degree $\ell \geq 1$ from an $L^2(\mathbb{S}^d, \sigma)$-orthonormal basis $\{Y_{\ell,m}\}$.
4. \( \lim_{N \to \infty} D_C(X_N) = 0 \).
5. \( \lim_{N \to \infty} \frac{|X_N \cap C|}{N} = \sigma(C) \) uniformly for all spherical caps $C$.

Remark 1.5. Property (3) is the spherical version of Weyl’s criterion [18].

Lemma 1.4 can be proved by showing the sequence of implications $(1) \Rightarrow (2) \Rightarrow (3) \Rightarrow (4) \Rightarrow (1)$. The implication $(2) \Rightarrow (3)$ uses the discrepancy estimate

\[
D_C(X_N) \leq \frac{c_1}{L + 1} + \sum_{\ell=1}^{L} \left( \frac{c_2}{\ell} + \frac{c_3}{L + 1} \right) \sum_{m=1}^{Z(\ell,\ell)} \left| \frac{1}{N} \sum_{j=1}^{N} Y_{\ell,m}(x_j) \right|
\]

following from a generalization of the well-known Erdős-Turán inequality [10] (see also [21]). The estimate above holds for any positive integer $L$; the positive constants $c_1$, $c_2$, and $c_3$ depend on $d$ only. The integers

\[
Z(d,0) = 1, \quad Z(d,\ell) = (2\ell + d - 1) \frac{\Gamma(\ell + d - 1)}{\Gamma(d) \Gamma(\ell + 1)}
\]

denote the number of linearly independent spherical harmonics of degree $\ell$.

Proposition 1. Let $d \geq 2$. Then optimal logarithmic energy $N$-point configurations are uniformly distributed as $N \to \infty$.

In Subsection 2.1 we include a proof of this result using a non-potential theoretical argument based on Lemma 1.4[3]. It also follows from [1,10] and Lemma 1.4[4].

Proposition 1 is a qualitative result. It does not give a measure of how “good” optimal logarithmic energy points are uniformly distributed. Our next result quantifies uniform distribution of such point sets.

Theorem 1.6. Let $d \geq 2$. The spherical cap discrepancy of optimal logarithmic energy $N$-point configurations $X_N^*$ can be bounded by

\[
D_C(X_N^*) = O\left(N^{-1/(d+2)}\right), \quad N \to \infty.
\]

The proof of Theorem 1.6 is given in Subsection 2.2 for more general, so-called $K$-regular, test sets. (See the definition there.)

Remark 1.7. Beck observed [3] that to any $N$-point set $X_N$ on the $d$-sphere there exists a spherical cap $C$ such that

\[
c_1 N^{-1/2-1/(2d)} \leq \left| \frac{|X_N \cap C|}{N} - \sigma(C) \right|
\]

and from probability arguments (see [3]) there follows that there exist $N$-point sets $X_N$ on $\mathbb{S}^d$ such that

\[
\left| \frac{|X_N \cap C|}{N} - \sigma(C) \right| < c_2 N^{-1/2-1/(2d)} \sqrt{\log N}
\]
for any spherical cap $C$. ($c_i > 0$ are constants independent of $N$.)

For optimal Riesz $(d−1)$-energy points Korevaar [16] conjectured that $D_C(X^*,d−1) = O(N^{−1/d})$. Götz [9] proved this up to a logarithmic factor. Götz also showed a lower bound of order $N^{−1/2}$ on $S^2$.

As a by-product of the proof of Theorem 1.6 we obtain estimates for the error of integration for certain classes of functions defined on $S^d$.

**Corollary 1.8.** Let $d \geq 2$. Then equally-weighted numerical integration rules $Q_N$ with nodes forming optimal logarithmic energy configurations satisfy

$$|Q_N[p] − I[p]| ≤ C_d \left( \frac{N^{1/d}}{n} \right)^{-d/2} \|p\|_\infty, \quad \text{as } n/N^{1/d} → 0,$$

for all polynomials $p$ on $S^d$ of degree $\leq n$. The positive constant $C_d$ does not depend on $n$, $N$, or $p$.

Using [6, Theorem 2], we can obtain bounds for the error of integrations for continuous functions of $S^d$ satisfying a Lipschitz condition:

**Corollary 1.9.** Let $d \geq 2$. Let $f$ be a continuous function of $S^d$ with

$$|f(x) − f(y)| ≤ C_f \arccos(⟨x, y⟩), \quad x, y ∈ S^d.$$

Then equally-weighted numerical integration rules $Q_N$ with nodes forming optimal logarithmic energy configurations satisfy

$$|Q_N[f] − I[f]| ≤ (12dC_f + C'_d \|f\|_\infty) O \left( \frac{N^{−1/(d+2)}}{n} \right), \quad N → ∞.$$

For other results concerning the error of integration for numerical integration formulas on $S^d$ we refer to the literature (for example [5, 12, 13, 14, 15]).

2. PROOFS AND DISCUSSIONS

In this section we collect auxiliary results and proofs of our lemmas and theorems. Furthermore, we discuss technical aspects.

2.1. Preliminaries and proof of Proposition 1

The distance of two points on the unit sphere can be expressed as $|x − y|^2 = 2(1 − ⟨x, y⟩)$. Hence, the logarithmic kernel $k(x) := \log(1/|x|)$ takes the form

$$k(x − y) = −\frac{1}{2} \log 2 − \frac{1}{2} \log (1 − ⟨x, y⟩).$$

To avoid the singularity at $x = y$ a $δ$-kernel can be defined as

$$(2.1) \quad k^δ(x − y) := −\frac{1}{2} \log 2 − \frac{1}{2} \log (1 + 2δ − ⟨x, y⟩), \quad 0 < δ < 1.$$ 

The $δ$-kernel can be expanded in a series of Gegenbauer polynomials $P_n$ associated with the $d$-sphere, normalized such that $P_n(1) = 1$:

$$(2.2) \quad k^δ(x − y) = \sum_{n=0}^{∞} \frac{a_n(δ)}{Z(d,n)} Z(d,n)P_n(⟨x, y⟩),$$

where $a_n(δ) = \frac{2^n}{n!(2n−1)!!} 2^n δ^n$. The $Z(d,n)$ are the associated Legendre polynomials and the $a_n(δ)$ are determined recursively (for example [16, Theorem 2]).
where the series coefficients are given in terms of the modified energy integral and in terms of hypergeometric functions (see Subsection 2.5)

\[
\frac{a_0(\delta)}{Z(d, 0)} = \mathcal{I}^3[\sigma],
\]

\[
\frac{a_n(\delta)}{Z(d, n)} = \frac{1}{2} \frac{(n - 1)! (d/2)_n}{(d)_{2n}} \left( \frac{1}{1 + \delta} \right)^n \sum_{i=0}^{n} \binom{n}{i} \binom{d+n+i}{2n+i}.
\]

\((a)\) is the Pochhammer symbol. The coefficients are strictly monotonically increasing as \(\delta \to 0\). Hence, by [11 15.1.20],

\[
a_n(\delta) \leq a_n(0) = \frac{1}{2} \frac{\Gamma(d)}{\Gamma(n) \Gamma(n+d)} \left( \frac{1}{1 + \delta} \right)^n.
\]

So, the series expansion (2.22) is uniformly convergent in \(x, y \in S^d\) for every fixed \(0 < \delta < 1\).

Including the now well defined diagonal terms we can write

\[
\frac{E^\delta(X_N)}{N^2} + \frac{\log(N)}{N} = \sum_{n=0}^{\infty} a_n(\delta) \left( \frac{1}{N^2} \sum_{j,k} P_n(\langle x_j, x_k \rangle) \right)
\]

(2.3)

\[
\geq a_0(\delta) + a_n(\delta) \left( \frac{1}{N^2} \sum_{j,k} P_n(\langle x_j, x_k \rangle) \right) \geq 0, \quad n \geq 1.
\]

The non-negativity follows from the positivity of the series coefficients and the addition theorem for spherical harmonics, that is,

\[
\frac{1}{N^2} \sum_{j,k} Z(d, n) P_n(\langle x_j, x_k \rangle) = \sum_{m=1}^{Z(d,n)} \left( \frac{1}{N} \sum_{j=1}^{N} Y_{n,m}(x_j) \right)^2.
\]

(2.4)

Combining both (2.3) and (2.4) and using \(E^\delta(X_N) \leq E(X_N)\) we obtain

\[
\frac{a_n(\delta)}{Z(d, n)} \left( \frac{1}{N} \sum_{j=1}^{N} \left| Y_{n,m}(x_j) \right|^2 \right)^2 \leq \left( \frac{E(X_N)}{N^2} - \mathcal{I}[\sigma] \right) + \frac{\log(4\delta)^{-1/2}}{N} + (\mathcal{I}[\sigma] - a_0(\delta)).
\]

This inequality holds for every \(0 < \delta < 1\), in particular for \(4\delta = N^{-2/d}\). If a sequence \(X_N, N \geq 2\), consists of optimal logarithmic energy point configurations, all three terms on the right-hand side above tend to 0 as \(N \to \infty\). This follows from (1.3), \(\log(4\delta)^{-1/2}/N = (1/d)(\log N)/N\), and \(\lim_{\delta \to 0} a_0(\delta) = \mathcal{I}[\sigma]\). Thus, Property (3) in Lemma 1.4 is satisfied. Hence, optimal logarithmic energy points are uniformly distributed.

2.2. Quantification of uniform distribution. We want to obtain an estimate for the discrepancy of an \(N\)-point set in terms of its logarithmic energy. The family of test sets \(\mathcal{F} = \mathcal{F}_K, K > 0\) fixed, may consist of all \(K\)-regular sets in \(S^d\). A \(\sigma\)-measurable set \(B \subseteq S^d\) is defined to be \(K\)-regular if its \(\delta\)-neighborhood (\(\delta\) sufficiently small) is linearly bounded in \(\delta\), that is, \(\sigma(\partial_\delta^{\text{ed}} B) \leq K\delta, \delta > 0\), where

\[
\partial_\delta^{\text{ed}} B := \{ x \in S^d | \text{dist}(B, x) \leq \delta, \text{dist}(S^d \setminus B, x) \leq \delta \},
\]
and \( \text{dist}(A, x) \) denotes the Euclidean distance of a point \( x \) from a set \( A \) and \( \text{dist}(\emptyset, x) := \infty \). Such sets were introduced by Sjörgen [28]. Clearly, spherical caps are \( K \)-regular for some \( K > 0 \).

Theorem 1] gives a relation between discrepancy and the quality of the corresponding equally weighted quadrature formula for polynomials. There exists a number \( C_0 > 0 \) depending only on \( d \) such that every \( K \)-regular set \( B \subseteq \mathbb{S}^d \) satisfies

\[
\left| \frac{|X_N \cap B|}{N} - \sigma(B) \right| \leq C_0 \inf_{m \in \mathbb{N}} \left\{ \frac{K}{m} + C_{\text{qm}}(d; X_N) \right\},
\]

where

\[
C_{\text{qm}}(d; X_N) := \sup \left\{ \| Q_N[p] - I[p] \|_p \, \text{ polynomial on } \mathbb{S}^d, \deg p \leq qm, \| p \|_\infty \leq 1 \right\}
\]

and \( q \) is the smallest integer satisfying \( 2q \geq d + 3 \).

The error of integration, \( R(p; X_N) := Q_N[p] - I[p] \), can be bounded in terms of the energy of \( X_N \). For a polynomial \( p \) on \( \mathbb{S}^d \) of degree at most \( n \geq 1 \) one has [2]

\[
|R(p; X_N)| \leq \sqrt{\frac{E^8(X_N)/N^2 - a_0(\delta) + g^8(1)/N}{\min_{1 \leq k \leq n} a_k(\delta)/Z(d, k)}} \| p \|_\infty.
\]

All together this gives an upper estimate for the discrepancy

\[ (2.5) \quad D(\mathcal{F}_K; X_N) \leq C_0 \left\{ \frac{K}{m} + \sqrt{\frac{E^8(X_N)/N^2 - a_0(\delta) + g^8(1)/N}{\min_{1 \leq k \leq qm} a_k(\delta)/Z(d, k)}} \right\} \]

which holds for any \( m \in \mathbb{N} \), any \( 0 < \delta < \delta_0 \) and any \( N \)-point sets \( X_N \).

First we focus on the numerator under the root sign in (2.5), that is,

\[ (2.6) \quad E^8(X_N)/N^2 - a_0(\delta) + \left\lfloor \log \left( (4\delta)^{-1/2} \right) \right\rfloor /N. \]

We use (2.15) to estimate the modified energy \( E^8(X_N) \) in (2.6). From \( N^2 a_0(\delta) = N(N - 1)a_0(\delta) + Na_0(\delta) \) and (2.16)

\[ (2.7) \quad \frac{E^8(X_N)}{N^2} - a_0(\delta) + \frac{\log (4\delta)^{-1/2}}{N} \leq \frac{E(X_N) - E_N}{N^2} - \frac{a_0(\delta)}{N}, \]

where \( E_N \) is the right-hand side in (2.1). By (2.17), \( E_N \) is a lower bound for \( E(X_N) \). In Subsection 2.4 we estimate \( E_N \) from below to get a lower bound for the optimal logarithmic energy. For minimum logarithmic energy point sets \( X_N \) the expression \( (E(X_N) - E_N)/N^2 \) can be estimated from above by the difference of upper (2.5) and lower bound (Lemma 1.1) for \( E(X_N) \). We chose \( 4\delta = N^{-2/d} \).

From (2.24) and (2.25) (using residue calculus) one gets \( a_0(\delta) = \mathcal{T}[\sigma] - O(N^{-2/d}) \) as \( N \to \infty \) for \( d \geq 2 \). Hence

\[ (2.8) \quad \frac{E^8(X_N)}{N^2} - a_0(\delta) + \frac{\log (4\delta)^{-1/2}}{N} \leq \frac{c_2 + C_d' - \mathcal{T}[\sigma]}{N} + O(N^{-1 - 2r/d}), \]

as \( N \to \infty \). For \( d \geq 2 \) the lower bound of \( E_N \) is given in Lemma 1.1.

The denominator under the root sign in (2.5) can be replaced by \( a_k(\delta)/Z(d, k) \) for any \( n \geq qm \), since the sequence \( a_k(\delta)/Z(d, k) \), \( k \geq 1 \), is strictly monotonically

\[ \begin{array}{c}
1 \text{Note that in [2] everything is done in } \mathbb{R}^d.
\end{array} \]
decreasing as \( k \to \infty \) (Lemma 2.2). The asymptotics of \( a_k(\delta)/Z(d,k) \) is given in Lemma 2.3. Thus
\[
D(F_K; X_N) \leq C_0 \left\{ \frac{K}{m} + \sqrt{\frac{2(c_2 + C_1' - T[\sigma])}{\Gamma(d/2)}} \left\{ 1 + O(N^{-1/d}) \right\} \right\}.
\]
We used [1, 6.1.47]. Let \( n = qm \). Assume \( m = N^{\alpha/d} \). The constant \( \alpha \) is chosen to balance both contributions to the discrepancy, that is,
\[
N^{-\alpha/d} = m^{-1} \sim \sqrt{N^{-1}m^d} = N^{(\alpha-1)/2}, \quad N \to \infty.
\]
The asymptotical relation above is solved by \( \alpha = d/(d + 2) \). Note, \( O(n^{2\varepsilon}N^{2\varepsilon/d}) = O(N^{-4\varepsilon/[d(d+2)]}) \). This finishes the proof of Theorem 1.6.

2.3. Representing the logarithmic energy through modified energies. We consider the Taylor expansion of \( g^\delta \) for small \( \delta \), that is,
\[
g^\delta = \sum_{k=0}^{K} \frac{k^k g^\delta}{d^k k!} \frac{\delta^k}{k!} + \frac{\delta^{K+1}}{K!} \int_{0}^{1} (1 - \theta)^K \frac{d^{K+1}g^\delta}{d\delta^{K+1}} \bigg|_{\theta=\delta} d\theta.
\]
The derivatives of \( g^\delta(t) \) with respect to \( \delta \), where \( g^\delta(x, y) := k^\delta(x - y) \), are
\[
(g^\delta)^{(n)}(t) = (-1)^n 2^{n-1}(n-1)! (1 + 2\delta - t)^{-n}, \quad n \geq 1.
\]
Then the logarithmic energy of an \( N \)-point set \( X_N \) takes on the form
\[
E^\delta(X_N) = E(X_N) + \frac{1}{2} \sum_{k=1}^{K} \frac{(-1)^k}{k} (4\delta)^k E_{2k}(X_N) + R_K(\delta),
\]
where \( E_s(X_N) \) is the Riesz \( s \)-energy of \( X_N \). The remainder term is given by
\[
R_K(\delta) := \frac{(-1)^{K+1}}{2} (4\delta)^{K+1} \int_{0}^{1} (1 - \theta)^K E_{2(K+1)}^{\delta}(X_N) d\theta.
\]
In [4] we express the Riesz \( s \)-energy in terms of modified Riesz energies. Recall that the related \( \delta \)-kernel is given by \( k^\delta(x) = (4\delta + |x|^2)^{-s/2} \). We have
\[
E_s(X_N) = \sum_{\ell=0}^{L} \frac{(s/2)^x}{\ell!} (4\delta)^x E_{s+2\ell}^{\delta}(X_N) + R_L(s; \delta),
\]
where the remainder term reads as
\[
R_L(s; \delta) := \frac{(s/2)^{L+1}}{L!} (4\delta)^{L+1} \int_{0}^{1} \theta^L E_{s+2L}^{\delta}(X_N) d\theta.
\]
Substitute (2.11) into (2.9) such that the modified energy under the integral sign in the remainder term is always of the form \( E_{2(K+1)}^{\delta}(X_N) \):
\[
E^\delta(X_N) = E(X_N) + \frac{1}{2} \sum_{k=1}^{K} \sum_{\ell=0}^{K-k} (-1)^k \frac{K!}{k!\ell!} (4\delta)^{k+\ell} E_{2(k+\ell)}^{\delta}(X_N)
\]
\[
+ \frac{1}{2} \sum_{k=1}^{K} \frac{(-1)^k}{k} (4\delta)^k R_{K-k}(2k; \delta) + R_K(\delta).
\]
Reorder the double sum with respect to \( r = k + \ell, \ r = 1, \ldots, K \). Then, by the Binomial Theorem, the new inner sum is
\[
\sum_{\ell=0}^{r-1} \frac{(r-\ell)}{\ell!} (-1)^{r-\ell} = \frac{1}{r} \sum_{\ell=0}^{r-1} \binom{r}{\ell} (-1)^{r-\ell} = -\frac{1}{r}.
\]
For the combined remainder terms in (2.13) we get
\[
\frac{1}{2} (4\delta)^{K+1} \int_0^1 \left[ f(\theta) + (-1)^{K+1} (1-\theta)^K \right] E_{2(K+1)}^\delta (X_N) \, d\theta,
\]
where
\[
f(\theta) = \sum_{k=1}^K \frac{\Gamma(K+1)}{k \Gamma(k)(K-k)!} (-1)^k \theta^{K-k} = (\theta-1)^K = \theta^K.
\]
All together this gives
\[
E(X_N) = E^\delta(X_N) + \frac{1}{2} \sum_{r=1}^{K+1} \frac{1}{r} (4\delta)^r E_{2r}^\delta (X_N)
\]
\[
+ \frac{1}{2} (4\delta)^{K+1} \int_0^1 \theta^K E_{2(K+1)}^\delta (X_N) \, d\theta.
\]
2.4. **Improving the lower bound for the optimal logarithmic energy.** We observe that each term at the right-hand side of (2.14) is positive. From
\[
E_{2(K+1)}^\delta (X_N) \geq E_{2(K+1)}^\delta (X_N)
\]
there follows the lower bound
\[
E(X_N) \geq E^\delta(X_N) + \frac{1}{2} \sum_{r=1}^{K+1} \frac{1}{r} (4\delta)^r E_{2r}^\delta (X_N).
\]
From (2.3), and a similar relation holding for the modified Riesz \( s \)-energy, we get the lower estimates
\[
E^\delta(X_N) \geq N (N - 1) a_0(\delta) - N \log (4\delta)^{-1/2},
\]
\[
E_{2r}^\delta(X_N) \geq N (N - 1) a_0(2r; \delta) - N (4\delta)^{-r}.
\]
All together this gives us a lower bound for the discrete logarithmic energy
\[
E(X_N) \geq N (N - 1) a_0(\delta) + N (N - 1) \frac{1}{2} \sum_{r=1}^{K+1} \frac{1}{r} (4\delta)^r a_0(2r; \delta)
\]
\[
- N \log (4\delta)^{-1/2} - N \frac{1}{2} \sum_{r=1}^{K+1} \frac{1}{r}.
\]

**Lemma 2.1.** Let \( d = 2, 3, 4, 5, 6, 7, \ldots \). Then
\[
\frac{1}{N^2} E(X_N) \geq \mathcal{I}[\sigma] - \frac{1}{d} \log \frac{N}{\sigma} - \frac{C'_d}{N} + \mathcal{O}(N^{-1-2\varepsilon/d}), \quad N \to \infty,
\]
for any \( N \)-point set on \( \mathbb{S}^d \), where
\[
C'_d = \mathcal{I}[\sigma] + \frac{1}{d} \frac{\Gamma(d) \Gamma(1 + [d/2] - |d|/2)}{2^{|d|/2} \Gamma(1 + [d/2])} + \frac{1}{2} \sum_{r=1}^{[d/2]} \frac{1}{r} > 0
\]
and \( 0 < \varepsilon < 1 \) for even \( d \) and \( 0 < \varepsilon < 1/2 \) for odd \( d \).
Proof. Substituting (2.35) we obtain

\[ \frac{1}{2} \sum_{r=1}^{K+1} \frac{1}{r} (4\delta)^r a_0(2r; \delta) = \frac{1}{2} \frac{\Gamma(d)}{\Gamma(d/2)} \]

\[ \times \frac{1}{2\pi i} \int_{-i}^{i} \left( \sum_{r=1}^{K+1} \frac{\Gamma(r + \zeta)}{r \Gamma(r)} \right) \frac{\Gamma(d/2 + \zeta) \Gamma(-\zeta)}{\Gamma(d + \zeta)} \left( \frac{1}{\delta} \right)^\zeta d\zeta. \]

It can be easily verified (using induction) that

\[ \sum_{r=1}^{K+1} \frac{\Gamma(r + \zeta)}{r \Gamma(r)} = -\Gamma(\zeta) + \frac{\Gamma(K + 2 + \zeta)}{(K + 1)! \zeta}. \]

Now, observe that the contribution due to the term $-\Gamma(\zeta)$ is exactly the expression (2.26) which appears with a negative sign in (2.24). Thus, using (2.26), we have

\[ a_0(\delta) + \frac{1}{2} \sum_{r=1}^{K+1} \frac{1}{r} (4\delta)^r a_0(2r; \delta) = I[\sigma] + R(\delta). \]

The remainder term is

\[ R(\delta) = \frac{1}{2} \frac{\Gamma(d)}{\Gamma(d/2)(K + 1)!} \]

\[ \times \frac{1}{2\pi i} \int_{-i}^{i} \frac{\Gamma(K + 2 + \zeta) \Gamma(d/2 + \zeta) \Gamma(-\zeta)}{\zeta \Gamma(d + \zeta)} \left( \frac{1}{\delta} \right)^\zeta d\zeta. \]

Next we consider the behavior of $R(\delta)$ as $\delta \to 0$. We set $K + 1 = \lfloor d/2 \rfloor$. Here $\lfloor x \rfloor$ denotes the largest integer $\leq x$. The integrand in (2.20) has its first pole to the left of the contour at $\zeta = -d/2$ with residue

\[ -\frac{2}{d} \Gamma(1 + \lfloor d/2 \rfloor - d/2) \delta^{d/2}. \]

Moving the line of integration over the pole at $\zeta = -d/2$ residue calculus yields

\[ R(\delta) = -\frac{1}{d} \frac{\Gamma(d) \Gamma(1 + \lfloor d/2 \rfloor - d/2)}{\Gamma(d/2) \Gamma(1 + \lfloor d/2 \rfloor)} \delta^{d/2} \]

\[ + \frac{1}{2} \frac{\Gamma(d)}{\Gamma(d/2) \Gamma(1 + \lfloor d/2 \rfloor)} \delta^{d/2 + \varepsilon} \frac{1}{2\pi i} \int_{-\infty}^{\infty} H(it) dt, \]

where

\[ H(\zeta) = \frac{\Gamma(1 + \lfloor d/2 \rfloor - d/2 - \varepsilon + \zeta) \Gamma(-\varepsilon + \zeta) \Gamma(d/2 + \varepsilon - \zeta)}{(-d/2 - \varepsilon + \zeta) \Gamma(d/2 - \varepsilon + \zeta)} \left( \frac{1}{\delta} \right)^\zeta. \]

The number $\varepsilon$ needs to be chosen such that the line of integration passes the real axis between the poles at $\zeta = -d/2$ and the next pole at $\zeta = -1 - \lfloor d/2 \rfloor$. That is, $0 < \varepsilon < 1$ for dimension $d$ is even and $0 < \varepsilon < 1/2$ for $d$ is odd. By Stirling’s formula the integral can be bounded by a constant depending on $\varepsilon$ and $d$ only. Thus

\[ R(\delta) = -\frac{1}{d} \frac{\Gamma(d) \Gamma(1 + \lfloor d/2 \rfloor - d/2)}{\Gamma(d/2) \Gamma(1 + \lfloor d/2 \rfloor)} \delta^{d/2} + O(\delta^{d/2 + \varepsilon}), \quad \delta \to 0. \]

We choose $4\delta = N^{-2/d}$ and substitute (2.19) and (2.21) into (2.17). \qed
2.5. Expanding $k^\delta$ in a series of Gegenbauer polynomials. The series coefficients in (2.22) can be calculated using the formula (see [22])

\[ \frac{a_n(\delta)}{Z(d, n)} = \frac{\omega_d-1}{\omega_d} \int_{-1}^{1} g^\delta(t) P_n(t) (1-t^2)^{d/2-1} \, dt, \tag{2.22} \]

where $g^\delta((x,y)):=k^\delta(x-y)$, $\omega_d$ denotes the surface area of $S^d$, and

\[ \frac{\omega_d}{\omega_d-1} = \int_{-1}^{1} (1-t^2)^{d/2-1} \, dt = \frac{\sqrt{\pi} \Gamma(d/2)}{\Gamma((d+1)/2)} = 2^{d-1} \left[ \frac{\Gamma(d/2)}{\Gamma(d)} \right]^2. \tag{2.23} \]

From (2.41), $P_0(t) \equiv 1$, and (2.23) we get

\[ \frac{a_0(\delta)}{Z(d, 0)} = -\frac{1}{2} \log 2 - \frac{1}{2} \frac{\omega_d-1}{\omega_d} \int_{-1}^{1} \log (1+2\delta-t)(1-t^2)^{d/2-1} \, dt. \]

A change of variable $2u = 1-t$ leads to

\[ \frac{a_0(\delta)}{Z(d, 0)} = -\frac{1}{2} \log 2 - \frac{1}{2} \frac{\omega_d-1}{\omega_d} \int_{0}^{1} u^{d/2-1} (1-u)^{d/2-1} \log (2\delta+2u) \, du. \]

By [21] 2.6.10(31) the last integral evaluates as

\[ \frac{\Gamma(d/2)}{\Gamma(d)} \log(2\delta) + \delta^{-1} \frac{\Gamma(1+d/2) \Gamma(d/2)}{\Gamma(d+1)} \text{3F}_2 \left( 1+d/2, 1, 1, 1/\delta \right). \]

Using (2.23) we get

\[ \frac{a_0(\delta)}{Z(d, 0)} = -\log 2 - \frac{1}{2} \log \delta - \frac{1}{2} \frac{\omega_d-1}{\omega_d} (d-1)^{-1} \]

\[ \times \frac{\Gamma(1+d/2) \Gamma(d/2)}{\Gamma(d+1)} \text{3F}_2 \left( 1+d/2, 1, 1, 1/\delta \right). \]

Using [25] Thm. 36], we have

\[ \frac{a_0(\delta)}{Z(d, 0)} = -\log 2 - \frac{1}{2} \log \delta - \frac{1}{2} \frac{\omega_d-1}{\omega_d} (d-1)^{-1} \Gamma(d/2) I_0(\delta), \]

where $I_0(\delta)$ denotes the Mellin-Barnes integral

\[ I_0(\delta) := \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} \frac{\Gamma(1+d/2 + \zeta) \Gamma(1+\zeta)^2 \Gamma(-\zeta)}{\Gamma(2+\zeta) \Gamma(d+1+\zeta)} \left( \frac{1}{\delta} \right)^\zeta \, d\zeta. \]

The contour is chosen such that the poles of $\Gamma(1+d/2 + \zeta)$ and $\Gamma(1+\zeta)$ are at its left side and the poles of $\Gamma(-\zeta)$ are at its right side. The path of integration is moved to the left over the pole at $\zeta = -1$. The integrand has a double pole at $\zeta = -1$ with resquidum

\[ -\frac{\Gamma(d/2)}{\Gamma(d)} [\psi(d) - \psi(d/2) + \log \delta], \]

where $\psi(z)$ denotes the Digamma function. Thus, using (2.23), we get

\[ \frac{a_0(\delta)}{Z(d, 0)} = -\log 2 + \frac{1}{2} [\psi(d) - \psi(d/2)] - R_0(\delta), \tag{2.24} \]

where $R_0(\delta)$ denotes the remainder term

\[ R_0(\delta) = \frac{1}{2} \frac{\Gamma(d)}{\Gamma(d/2)} \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} \frac{\Gamma(d/2 + \zeta) \Gamma(1+\zeta)}{\zeta \Gamma(d+\zeta)} \left( \frac{1}{\delta} \right)^\zeta \, d\zeta. \]
Observe that the 0-th coefficient is also the energy \(I^\delta[\sigma]\). By [24, 2.6.10(25)]

\[
(2.26) \quad I[\sigma] = \frac{a_0(0)}{Z(d, 0)} = \lim_{\delta \to 0} \frac{a_0(\delta)}{Z(d, 0)} = -\log 2 + \frac{1}{2} \left[ \psi(d) - \psi(d/2) \right].
\]

Let \(n \geq 1\). Rodrigues’ formula yields

\[
\frac{a_n(\delta)}{Z(d, n)} = \frac{(-1)^n}{2^n(d/2)_n} \frac{\omega_{d-1}}{\omega_d} \int_{-1}^{1} g^\delta(t) \left[ (1 - t^2)^{n+d/2-1} \right]^{(n)} d t.
\]

Apply \(n\)-times integration by parts. All boundary terms disappear. So

\[
\frac{a_n(\delta)}{Z(d, n)} = \frac{1}{2^n(d/2)_n} \frac{\omega_{d-1}}{\omega_d} \int_{-1}^{1} [g^\delta(t)]^{(n)} (t) (1 - t^2)^{n+d/2-1} d t.
\]

Since \([g^\delta(t)]^{(n)}(t) = (1/2)(n - 1)!((2\delta - t)^{-n}, \quad n \geq 1\), we have

\[
(2.27) \quad \frac{a_n(\delta)}{Z(d, n)} = \frac{(n - 1)!}{2^n(d/2)_n} \frac{\omega_{d-1}}{\omega_d} \int_{-1}^{1} \left(1 - t^2\right)^{n+d/2-1} d t.
\]

A change of variables \(2u = 1 + t\) gives

\[
\frac{a_n(\delta)}{Z(d, n)} = \frac{(n - 1)!}{2^2(d/2)_n} \frac{\omega_{d-1}}{\omega_d} \left( \frac{1}{1 + \delta} \right)^n \times \int_{0}^{1} u^{n+d/2-1} (1 - u)^{n+d/2-1} \left(1 - \frac{u}{1 + \delta}\right)^{-n} d u.
\]

The right-most integral represents a hypergeometric function [1, 15.3.1]. Using Pochhammer symbols and (2.23), we obtain

\[
(2.28) \quad \frac{a_n(\delta)}{Z(d, n)} = \frac{(n - 1)!}{2^2(d/2)_n} \frac{\omega_{d-1}}{\omega_d} \left( \frac{1}{1 + \delta} \right)^n 2F_1 \left( n; n + d/2; \frac{1}{1 + \delta} \right),
\]

or, using the series expansion of a hypergeometric function, we have

\[
(2.29) \quad \frac{a_n(\delta)}{Z(d, n)} = \frac{\Gamma(d)}{2 \Gamma(d/2)} \sum_{m=0}^{\infty} \frac{\Gamma(m + n) \Gamma(n + d/2)}{\Gamma(m + 2n + d) m!} \left( \frac{1}{1 + \delta} \right)^{m+n},
\]

valid for all \(\delta \geq 0\) and \(n \geq 1\).

2.6. **Monotonicity of the coefficients** \(a_n(\delta)/Z(d, n)\) as \(n \to \infty\).

**Lemma 2.2.** Fix \(0 < \delta < 1\). The sequence \(a_n(\delta)/Z(d, n), \quad n \geq 1\), is strictly monotonically decreasing as \(n\) grows.

**Proof.** Define

\[
H(x) := \frac{\Gamma(m + x) \Gamma(m + x + d/2)}{\Gamma(m + 2x + d)}, \quad x \geq 1/2.
\]

Since the Digamma function is strictly monotonically increasing,

\[
\frac{d H}{dx} = -H(x) \left\{ \left[ \psi(2x + m + d/2) - \psi(x + m + d/2) \right]
+ \left[ \psi(2x + m + d) - \psi(x + m) \right] \right\}
\]

is negative. Thus, the function \(H\) is strictly monotonically decreasing. So, each term in the series expansion (2.29) is, as a product of two strictly decreasing functions, strictly monotonically decreasing. \(\square\)
2.7. **Asymptotics for** \( a_n(\delta)/Z(d, n) \) **as** \( n \to \infty \). A change of variables \( 2u = 1-t \) in (2.27) leads to

\[
a_n(\delta) = \frac{(n-1)!((d/2)_n}{2(d/2)_{2n}} \left( \frac{1}{\delta} \right)^n \, _2F_1 \left( n, n + d/2 ; -1/\delta \right).
\]

Now, we use the Mellin-Barnes integral form \([1, 15.3.2]\) to get

\[
a_n(\delta) = \frac{\Gamma(d)}{2 \Gamma(d/2)} \left( \frac{1}{\delta} \right)^n \times \frac{1}{2\pi i} \int_{i\infty}^{i\infty} \frac{\Gamma(n + \zeta) \Gamma(n + d/2 + \zeta) \Gamma(-\zeta)}{\Gamma(2n + d + \zeta)} \left( \frac{1}{\delta} \right)^{\zeta} \, d\zeta.
\]

The contour is chosen such that the poles of \( \Gamma(n + \zeta) \) and \( \Gamma(n + d/2 + \zeta) \) are at its left side and the poles of \( \Gamma(-\zeta) \) are at its right side. Moving the contour over the pole at \( \zeta = -n \), residue calculus yields

\[
a_n(\delta) = \frac{\Gamma(d)}{2 \Gamma(d/2)} \left( \frac{1}{\delta} \right)^n \times \frac{1}{2\pi i} \int_{i\infty}^{i\infty} \frac{\Gamma(\zeta - \epsilon) \Gamma(d/2 - \epsilon + \zeta) \Gamma(n + \epsilon - \zeta)}{\Gamma(n + d - \epsilon + \zeta)} \left( \frac{1}{\delta} \right)^{\zeta} \, d\zeta,
\]

\( 0 < \epsilon < 1 \). By Stirling’s formula the integral is bounded. For our purpose this is not enough. The remainder term can be written as

\[
\frac{\Gamma(d)}{2} \frac{\Gamma(1 - \epsilon) \Gamma(d/2 - \epsilon) \Gamma(n + \epsilon)}{\Gamma(d/2) \Gamma(n + d - \epsilon)} \delta^\epsilon \times \frac{1}{2\pi i} \int_{i\infty}^{i\infty} \frac{L(\zeta)}{\zeta - \epsilon} \left( \frac{1}{\delta} \right)^{\zeta} \, d\zeta,
\]

\( 0 < \delta < 1 \), where

\[
L(it) = \frac{\Gamma(1 - \epsilon + it) \Gamma(d/2 - \epsilon + it) \Gamma(n + \epsilon - it)}{\Gamma(1 - \epsilon) \Gamma(d/2 - \epsilon) \Gamma(n + \epsilon - it)} \frac{\Gamma(n + d - \epsilon)}{\Gamma(n + d - \epsilon + it)}.
\]

By \([1, 6.1.25]\]

\[
|L(it)|^2 \leq \left[ 1 + t^2/(1 - \epsilon) \right]^{-1} \left[ 1 + t^2/(d/2 - \epsilon) \right]^{-1} \times \prod_{m=0}^{\infty} \left[ 1 + t^2/(m + n + \epsilon) \right]^{-1} \times \prod_{m=0}^{\infty} \left[ 1 + t^2/(m + n + d - \epsilon) \right]^{-1}.
\]

Since \( 0 < \epsilon < 1 \) and \( d \geq 2 \), the ratio of infinite products can be bounded from above by 1. Thus, the integral in (2.33) can be bounded by a constant depending on \( \epsilon \) and \( d \). This shows:

**Lemma 2.3.**

\[
a_n(\delta) = \frac{\Gamma(d/2)}{2 \Gamma(n + d)} \left\{ 1 + \mathcal{O}_\epsilon \left( n^{2\epsilon} (4\delta)^{\epsilon} \right) \right\}, \quad n \to \infty,
\]

for any fixed \( 0 < \epsilon < 1 \).

**Remark 2.4.** The \( \mathcal{O}_\epsilon \)-constant does not depend on \( \delta \).
2.8. Expanding $k^\delta_s$ in a series of Gegenbauer polynomials. Here $k^\delta_s(x) = (4\delta + |x|^2)^{-s/2}$ is the $\delta$-kernel for the modified Riesz $s$-energy,

$$k^\delta_s(x - y) = \sum_{n=0}^{\infty} \frac{a_n(s; \delta)}{Z(d, n)} Z(d, n) P_n(\langle x, y \rangle).$$

A similar computation as in Subsection 2.5 leads to

$$a_0(2r; \delta) = \frac{\omega_{d-1}}{\omega_d} \int_{-1}^{1} \frac{(1 - t^2)^{d/2 - 1}}{[4\delta + 2(1 - t)]} \, dt = (4\delta)^{-r} 2F_1 \left( r, d/2; -\frac{1}{\delta} \right).$$

Now, we use the Mellin-Barnes integral form [15.3.2] to get

$$a_0(2r; \delta) = (4\delta)^{-r} \frac{\Gamma(d)}{\Gamma(d/2)} \Gamma(r) \times \frac{1}{2\pi i} \int_{i\infty}^{i\infty} \frac{\Gamma(r + \zeta) \Gamma(d/2 + \zeta) \Gamma(-\zeta)}{\Gamma(d + \zeta)} \left( \frac{1}{\delta} \right)^{\zeta} \, d\zeta,$$

where we integrate along a Barnes path of integration separating the poles of $\Gamma(r + \zeta)$ and $\Gamma(d/2 + \zeta)$ at its left side from the poles of $\Gamma(-\zeta)$ at its right side.
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