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Abstract. Since 1965, there has been significant progress in the theoretical study on quasi-Newton methods for solving nonlinear equations, especially in the local convergence analysis. However, the study on global convergence of quasi-Newton methods is relatively fewer, especially for the BFGS method. To ensure global convergence, some merit function such as the squared norm merit function is typically used. In this paper, we propose an algorithm for solving nonlinear monotone equations, which combines the BFGS method and the hyperplane projection method. We also prove that the proposed BFGS method converges globally if the equation is monotone and Lipschitz continuous without differentiability requirement on the equation, which makes it possible to solve some nonsmooth equations. An attractive property of the proposed method is that its global convergence is independent of any merit function. We also report some numerical results to show efficiency of the proposed method.

1. Introduction

In this paper, we consider the problem of finding a solution of the nonlinear equation

\[(1.1) \quad F(x) = 0,\]

where \(F : \mathbb{R}^n \rightarrow \mathbb{R}^n\) is continuous and monotone. By monotone, we mean

\[\langle F(x) - F(y), x - y \rangle \geq 0, \quad \forall x, y \in \mathbb{R}^n.\]

Nonlinear monotone equations have many practical uses such as ballistic trajectory computation and vibration systems [20, 25], the first-order necessary condition of the unconstrained convex optimization problem and the subproblems in the generalized proximal algorithms with Bregman distances [13]. Some monotone variational inequality problems can also be converted into nonlinear monotone equations by means of fixed point maps or normal maps if the underlying function satisfies some coercive conditions [27].

Among numerous algorithms for solving (1.1), quasi-Newton methods are regarded as one of the most efficient classes of methods. Since the first quasi-Newton method for solving nonlinear equations was proposed by Broyden [1], there has been...
significant progress in the theoretical study on quasi-Newton methods, especially in local convergence analysis [2, 6, 7]. Moreover, much effort has been made to establish global convergence of quasi-Newton methods for unconstrained optimization problems, for example [2, 3, 4, 5, 7, 8, 9, 11, 14, 18, 20, 19, 21, 22, 24, 26]. However, the study of globally convergent quasi-Newton methods for solving nonlinear equations is relatively fewer. The major difficulty is the lack of practical line search strategy. To the authors’ knowledge, the earliest global convergence result is due to Griewank [10], where a derivative-free line search is proposed. But Li and Fukushima [15] constructed an example to show that the line search in [10] has a certain difficulty in some special cases. By using a nonmonotone line search process, Li and Fukushima [15, 16] proposed a Broyden’s method for solving nonlinear equations and a Gauss-Newton-based BFGS method for solving symmetric nonlinear equations and prove that these methods converge globally. Quite recently, Gu et al. [12] introduced a norm descent line search technique and proposed a norm descent Gauss-Newton-based BFGS method for solving symmetric equations with global convergence.

However, to ensure global convergence of the above mentioned quasi-Newton methods, some merit function such as squared norm merit function is often used. Generally, the quasi-Newton direction is not a descent direction for the merit function, which makes it difficult to globalize the method. In this paper, based on the hyperplane projection method [23], we propose a BFGS method for solving nonlinear monotone equations and prove its global convergence property without use of merit functions. The differentiability of the equation is also not assumed. Compared with the Gauss-Newton-based BFGS method in [16], our method is more natural and simpler, which makes our method more implementable in practice.

The paper is organized as follows. We present a BFGS method for solving monotone nonlinear equations in the next section. In Section 3, we establish the global convergence of the proposed method. In Section 4, we report some numerical results to show the efficiency of the proposed method.

2. Algorithm

In this section, we describe the proposed method in detail. First we recall the hyperplane projection method [23] for solving nonlinear monotone equations (1.1). By the monotonicity of $F$, we have

$$
\langle F(z_k), \bar{x} - z_k \rangle \leq 0
$$

for all $\bar{x}$ such that $F(\bar{x}) = 0$. Suppose that we have obtained a direction $d_k$. By performing some kind of line search procedure along the direction $d_k$, a point $z_k = x_k + \alpha_k d_k$ can be computed such that

$$
\langle F(z_k), x_k - z_k \rangle > 0.
$$

Thus the hyperplane

$$
\mathcal{H}_k = \{ x \in \mathbb{R}^n | \langle F(z_k), x - z_k \rangle = 0 \}
$$

strictly separates the current iterate $x_k$ from zeros of the equation (1.1). Once the separating hyperplane is obtained, the next iterate $x_{k+1}$ is computed by projecting $x_k$ onto the hyperplane.

Now we state our algorithm as follows.
Algorithm 1 (BFGS method)

**Step 0.** Given initial point $x_0 \in \mathbb{R}^n$ and constants $\beta \in (0, 1)$, $\sigma \in (0, 1)$, $h > 0$, $r \geq 0$. Choose $B_0 = I$ (the identity matrix). Let $k := 0$.

**Step 1.** Compute $d_k$ by

(2.1) \[ B_k d_k = -F(x_k). \]

Stop if $d_k = 0$.

**Step 2.** Determine steplength $\alpha_k = \beta^m_k$ such that $m_k$ is the smallest nonnegative integer $m$ satisfying

(2.2) \[ -\langle F(x_k + \beta^m d_k), d_k \rangle \geq \sigma \beta^m \| F(x_k + \beta^m d_k) \| \| d_k \|^2. \]

Let $z_k = x_k + \alpha_k d_k$.

Stop if $\| F(z_k) \| = 0$.

**Step 3.** Compute

(2.3) \[ x_{k+1} = x_k - \frac{\langle F(z_k), x_k - z_k \rangle}{\| F(z_k) \|^2} F(z_k). \]

**Step 4.** Compute $B_{k+1}$ by the following BFGS update process:

(2.4) \[ B_{k+1} = B_k - \frac{B_k s_k s_k^T B_k}{s_k^T B_k s_k} + \frac{y_k y_k^T}{y_k^T s_k}, \]

where

(2.5) \[ s_k = z_k - x_k, \quad y_k = F(z_k) - F(x_k) + h\| F(x_k) \| r s_k. \]

Set $k := k + 1$. Go to Step 1.

**Remarks.**

(i) In the update formula (2.4), we used the modified update rule proposed by Li and Fukushima [18] for nonconvex unconstrained optimization problems, which can also be regarded as a regularized BFGS method in the sense that $B_k$ is positive definite and symmetric for all $k$.

(ii) If we suppose that $F$ is Lipschitz continuous, i.e., there exists a constant $L > 0$ such that

(2.6) \[ \| F(x) - F(y) \| \leq L \| x - y \|, \quad \forall x, y \in \mathbb{R}^n, \]

then it follows from the monotonicity and Lipschitz continuous property of $F$ that

(2.7) \[ h\| F(x_k) \| r s_k^T s_k \leq y_k^T s_k \leq (L + h\| F(x_k) \| r) s_k^T s_k, \]

where $T$ stands for transpose.

(iii) The update formula (2.4) is very different from the Gauss-Newton-based BFGS method proposed by Li and Fukushima [16]. Our method is more natural and simpler.

(iv) The line search (2.2) is a little different from that of [23]. It is not difficult to see from (i) that Algorithm 1 is well defined.
3. Convergence property

In this section, we prove global convergence of Algorithm 1. To this end, we introduce some useful lemmas. The following lemma comes from [3].

**Lemma 3.1.** Let $B_k$ be updated by the BFGS formula (2.4). Suppose $B_0$ is symmetric and positive definite. If there are positive constants $m \leq M$ such that for all $k \geq 0$, $y_k$ and $s_k$ satisfy

\[
\frac{y_k^T s_k}{\|s_k\|^2} \geq m, \quad \frac{\|y_k\|^2}{y_k^T s_k} \leq M,
\]

then for any $\kappa \in (0, 1)$, there exist positive constants $\beta_1, \beta_2, \beta_3$ and $\beta_4$ such that inequalities

\[
\beta_1 \|s_k\| \leq \|B_k s_k\| \leq \beta_2 \|s_k\|, \quad \beta_3 \|s_k\|^2 \leq s_k^T B_k s_k \leq \beta_4 \|s_k\|^2
\]

hold for at least $\lceil \kappa k \rceil$ many $j \leq k$.

We define index sets $K_k$ for each $k$, and $K$ by

\[
K_t = \{k \leq t \mid (3.2) \text{ hold}\}, \quad K = \bigcup_{t=0}^{\infty} K_t.
\]

Since $s_k = \alpha_k d_k$, it is clear that inequalities (3.2) hold if $s_k$ is replaced by $d_k$. Moreover, it follows from (2.4) that

\[
\beta_1 \|d_k\| \leq \|F(x_k)\| \leq \beta_2 \|d_k\|, \quad \forall k \in K.
\]

The following lemma comes from [23].

**Lemma 3.2.** Let $F$ be monotone and $x, y \in \mathbb{R}^n$ satisfy $\langle F(y), x - y \rangle > 0$. Let $x^+ = x - \frac{\langle F(y), x - y \rangle}{\|F(y)\|^2} F(y)$. Then for any $\bar{x} \in \mathbb{R}^n$ such that $F(\bar{x}) = 0$, it holds that

\[
\|x^+ - \bar{x}\|^2 \leq \|x - \bar{x}\|^2 - \|x^+ - x\|^2.
\]

Now we establish a convergence theorem for Algorithm 1.

**Theorem 3.3.** Let $\{x_k\}$ be generated by Algorithm 1. Suppose that $F$ is monotone and Lipschitz continuous and that the solution set of (1.1) is not empty. Then we have for any $\bar{x}$ satisfying $F(\bar{x}) = 0$,

\[
\|x_{k+1} - \bar{x}\|^2 \leq \|x_k - \bar{x}\|^2 - \|x_{k+1} - x_k\|^2.
\]

In particular, $\{x_k\}$ is bounded. Furthermore, it holds that either $\{x_k\}$ is finite and the last iterate is a solution, or the sequence is infinite and $\lim_{k \to \infty} \|x_{k+1} - x_k\| = 0$. Moreover, $\{x_k\}$ converges to some solution of (1.1).

**Proof.** We first note that if the algorithm terminates at some iteration $k$, then $d_k = 0$ or $\|F(z_k)\| = 0$. By the positive definiteness of $B_k$, we have $F(x_k) = 0$ if $d_k = 0$. This means that $x_k$ or $z_k$ is a solution of (1.1).

Suppose that $d_k \neq 0$ and $\|F(z_k)\| \neq 0$ for all $k$. Then an infinite sequence $\{x_k\}$ is generated. It follows from (2.2) that

\[
\langle F(z_k), x_k - z_k \rangle = -\alpha_k \langle F(z_k), d_k \rangle \geq \sigma \|F(z_k)\| \alpha_k^2 \|d_k\|^2 > 0.
\]
Let $\bar{x}$ be an arbitrary solution of (1.1). By (2.3), (3.5) and Lemma 3.2, we obtain
\begin{equation}
\|x_{k+1} - \bar{x}\|^2 \leq \|x_k - \bar{x}\|^2 - \|x_{k+1} - x_k\|^2.
\end{equation}
In particular, the sequence \{\|x_k - \bar{x}\|\} is decreasing and hence convergent. Also, the sequence \{x_k\} is bounded, and
\begin{equation}
\lim_{k \to \infty} \|x_{k+1} - x_k\| = 0.
\end{equation}
We obtain from (2.3) and (3.5) that
\begin{equation}
\|x_{k+1} - x_k\| = \frac{\langle F(z_k), x_k - z_k \rangle}{\|F(z_k)\|} \geq \sigma \alpha_k^2 \|d_k\|^2.
\end{equation}
From the last inequality and (3.7), we get
\begin{equation}
\lim_{k \to \infty} \alpha_k \|d_k\| = 0, \quad \lim_{k \in K, k \to \infty} \alpha_k \|d_k\| = 0.
\end{equation}
Now we consider the following two possible cases:
\begin{enumerate}
\item[(i)] $\liminf_{k \to \infty} \|F(x_k)\| = 0$.
\item[(ii)] $\liminf_{k \to \infty} \|F(x_k)\| = \varepsilon > 0$.
\end{enumerate}
If (i) holds, then by the continuity of $F$ and the boundedness of \{x_k\}, it is clear that the sequence \{x_k\} has some accumulation point $\hat{x}$ such that $F(\hat{x}) = 0$. We also have from (3.6) that the sequence \{\|x_k - \hat{x}\|\} converges. Therefore, \{x_k\} converges to $\hat{x}$.

If (ii) holds, then from the boundedness of \{x_k\} and the continuity of $F$, there exists a positive constant $C$ such that
\begin{equation}
\varepsilon \leq \|F(x_k)\| \leq C, \quad \forall k.
\end{equation}
From (2.7) and (3.9), we have
\begin{equation}
\frac{y_k^T s_k}{\|s_k\|^2} \geq h \varepsilon r, \quad \frac{\|y_k\|^2}{y_k^T s_k} \leq \frac{(L + hC r)^2}{h \varepsilon r}.
\end{equation}
It then follows from Lemma 3.1 that inequalities (3.2), (3.4) and (3.9) hold for all $k \in K$. So we get from (3.4) and (3.8) that
\begin{equation}
\lim_{k \in K, k \to \infty} \alpha_k = 0.
\end{equation}
By the line search rule, we have for all $k \in K$ sufficiently large, $m_k - 1$ will not satisfy (2.2). This means
\begin{equation}
-\langle F(x_k + \beta^{m_k - 1} d_k), d_k \rangle < \sigma \beta^{m_k - 1} \|F(x_k + \beta^{m_k - 1} d_k)\| \|d_k\|^2, \quad \forall k \in K.
\end{equation}
Since \{x_k\}_K is bounded, it follows from (3.4) and (3.8) that \{d_k\}_K is bounded too. We can choose a subsequences of \{x_k\}_K and \{d_k\}_K converging to $\hat{x}$ and $\hat{d}$, respectively. Taking the limit in (3.10) for the subsequence, we obtain
\begin{equation}
-\langle F(\hat{x}), \hat{d} \rangle \leq 0.
\end{equation}
However, it is not difficult to deduce from (2.1) and (3.2) (by further taking subsequence if necessary) that
\begin{equation}
-\langle F(\hat{x}), \hat{d} \rangle > 0.
\end{equation}
This yields a contradiction. Consequently, $\liminf_{k \to \infty} \|F(x_k)\| > 0$ is not possible. The proof is then complete. \qed
4. Numerical results

In this section, we report some numerical results with the proposed method. We test the performance of Algorithm 1 on the following three problems with various sizes and different initial points.

**Problem 1.** The elements of function $F$ are given by

$$F_i(x) = x_i - \sin(x_i), \quad i = 1, 2, \ldots, n.$$  

**Problem 2.** The function $F$ is given by

$$F(x) = Ax + g(x)$$

where $g(x) = (e^{x_1} - 1, e^{x_2} - 1, \ldots, e^{x_n} - 1)^T$ and

$$A = \begin{pmatrix}
2 & -1 & & \\
-1 & 2 & -1 & \\
& \ddots & \ddots & \ddots \\
& & \ddots & -1 \\
& & & -1 & 2
\end{pmatrix}.$$  

**Problem 3.** An application to the two-point boundary value problem:

\begin{equation}
\label{problem3}
\begin{align*}
\frac{d^2}{dt^2}u(t) &= f(t, u(t), u'(t)), \quad 0 \leq t \leq 1, u(0) = \alpha, u(1) = \beta.
\end{align*}
\end{equation}

The problem (4.1) is often involved in ballistic trajectory computation and vibration systems et al. [20, 25]. In order to solve (4.1) approximately, we consider its discrete version. Suppose that

$$t_j = jh, h = \frac{1}{n+1}, j = 0, \ldots, n+1$$

is a uniform division of $[0,1]$. We approximate $u''(t_j)$ and $u'(t_j)$ by

\begin{equation}
\label{discrete1}
\begin{align*}
\frac{d^2}{dt^2}u(t_j) &\approx \frac{1}{h^2}[u(t_{j+1}) - 2u(t_j) + u(t_{j-1})], \\
\frac{d}{dt}u(t_j) &\approx \frac{1}{2h}[u(t_{j+1}) - u(t_{j-1})], \quad j = 1, \ldots, n.
\end{align*}
\end{equation}

If we denote $x_i = u(t_i), i = 1, 2, \ldots, n$, then $x_i$ satisfy the following equations:

$$x_{i+1} - 2x_i + x_{i-1} = h^2 f(t_i, x_i, \frac{1}{2h}(x_{i+1} - x_{i-1})), \quad x_0 = \alpha, x_{n+1} = \beta, i = 1, 2, \ldots, n.$$  

We consider the following function $f$ (E1.1-1 (d) in [20]),

\begin{equation}
\label{newf}
f = \frac{1}{2}u^3(t) + 3u'(t) - \frac{3}{2 - t} + \frac{1}{2}.
\end{equation}

Let $\alpha = 0$ and $\beta = 1$ in (4.1). It is easy to see that

$$u(t) = \frac{t}{2 - t}$$

is the analytic solution of the problem.

The discrete form of the problem can be written as

$$F(x) = Bx + h(x) = 0,$$
where \( x = (x_1, \ldots, x_n)^T = (u_1, \ldots, u_n)^T \) and

\[
\begin{align*}
  h(x) &= (h_1(x), \ldots, h_n(x))^T, \\
  h_i(x) &= h^2 \left( \frac{1}{2} x^3 - \frac{3}{2 - th} + \frac{1}{2} \right), \quad i = 1, \ldots, n - 1, \\
  h_n(x) &= h^2 \left( \frac{1}{2} x^3 - \frac{3}{2 - nh} + \frac{1}{2} \right) - 1, \\
  B &= \begin{pmatrix}
    2 & -1 + \frac{3}{2} h & \cdots & \cdots & -1 + \frac{3}{2} h \\
    -1 + \frac{3}{2} h & 2 & \cdots & \cdots & \cdots \\
    \vdots & \ddots & \ddots & \ddots & \ddots \\
    \cdots & \cdots & \ddots & \ddots & \cdots \\
    -1 + \frac{3}{2} h & \cdots & \cdots & 2 & -1 + \frac{3}{2} h
  \end{pmatrix}.
\end{align*}
\]

We will test the problem with different divisions, that is, \( h = \frac{1}{10}, \frac{1}{20}, \frac{1}{30} \).

We note that Problems 1 and 2 are symmetric while Problem 3 is nonsymmetric.

We compare the performance of Algorithm 1 (BFGS) with the Gauss-Newton-based BFGS method (GNBFGS) in [16] and the Inexact Newton Method (INM) in [23] on Problems 1–3 with different initial points. The algorithms were coded in MATLAB and run on a personal computer with a 3.0GHZ CPU processor.

The results are listed in Tables 1–3 where \( x_1 = (0.1, \ldots, 0.1)^T, x_2 = (1, \ldots, 1)^T, x_3 = (1, 1/2, \ldots, 1/2)^T, x_4 = (-10, \ldots, -10)^T, x_5 = (-0.1, \ldots, -0.1)^T, x_6 = (-1, \ldots, -1)^T \). The parameters are specified as follows. For Algorithm 1, we set \( \beta = 0.6, \sigma = 10^{-5}, r = 0, h = 10^{-4} \). For GNBFGS method in [16], we set \( r = 0.1, \rho = 0.9, \sigma_1 = \sigma_2 = 10^{-5}, \lambda = 0.01, \epsilon_k = 1/k^2 \) and \( B_0 = I \). For INM method in [23], we set \( \mu_k = ||F(x_k)||, \rho_k = 0, \beta = 0.6, \lambda = 0.01 \). We stop the iteration if \( ||F(x_k)|| \leq 10^{-5} \) or the number of iterations exceeds \( 10^4 \).

The meanings of the columns in Tables 1–3 are stated as follows:

\begin{itemize}
  \item “n”: the dimension of the problem;
  \item “ip”: the initial point;
  \item “iter”: the total number of iterations;
  \item “time”: the CPU time in seconds;
  \item “average”: the average number of iterations or the average CPU time.
\end{itemize}

The numerical results indicates that Algorithm 1 and the INM method terminated successfully for all initial points while the GNBFGS method failed to solve the nonsymmetric Problem 3 with initial point \( x_6 \) and dimension \( n = 29 \). We also see from the tables that the GNBFGS method seems more sensitive to the initial points. In addition, in most cases the INM method performed best. It is interesting to note that Algorithm 1 performed much better than the GNBFGS method did on Problem 3. This might show an advantage of Algorithm 1 on nonsymmetric problems, compared to the GNBFGS method.

5. Final remark

We have proposed a projection BFGS method for solving nonlinear monotone equations. We have established a global convergence theorem for the method. Numerical results show that the proposed method performed better than the “GNBFGS” method did. It is interesting to note that the symmetry of the Jacobian of the equation is not assumed in the global convergence theorem.

Final remark

We have proposed a projection BFGS method for solving nonlinear monotone equations. We have established a global convergence theorem for the method. Numerical results show that the proposed method performed better than the “GNBFGS” method did. It is interesting to note that the symmetry of the Jacobian of the equation is not assumed in the global convergence theorem.
Table 1. Test results for BFGS, GNBFGS and INM methods on Problem 1.

<table>
<thead>
<tr>
<th></th>
<th>BFGS</th>
<th></th>
<th>GNBFGS</th>
<th></th>
<th>INM</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ip</td>
<td>n</td>
<td>iter</td>
<td>time</td>
<td>iter</td>
<td>time</td>
</tr>
<tr>
<td>x1</td>
<td>10</td>
<td>6</td>
<td>0.03</td>
<td>0.01</td>
<td>5</td>
<td>0.02</td>
</tr>
<tr>
<td>x2</td>
<td>10</td>
<td>14</td>
<td>0</td>
<td>0.01</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>x3</td>
<td>10</td>
<td>18</td>
<td>0.01</td>
<td>0.14</td>
<td>11</td>
<td>0.01</td>
</tr>
<tr>
<td>x4</td>
<td>10</td>
<td>24</td>
<td>0.02</td>
<td>0</td>
<td>46</td>
<td>0.01</td>
</tr>
<tr>
<td>x5</td>
<td>10</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>x6</td>
<td>10</td>
<td>14</td>
<td>0</td>
<td>0.01</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>average</td>
<td>10</td>
<td>13.6667</td>
<td>0.01</td>
<td>75</td>
<td>0.028333</td>
<td>15.8333</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>BFGS</th>
<th></th>
<th>GNBFGS</th>
<th></th>
<th>INM</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ip</td>
<td>n</td>
<td>iter</td>
<td>time</td>
<td>iter</td>
<td>time</td>
</tr>
<tr>
<td>x1</td>
<td>100</td>
<td>8</td>
<td>0.05</td>
<td>0.03</td>
<td>7</td>
<td>0.02</td>
</tr>
<tr>
<td>x2</td>
<td>100</td>
<td>16</td>
<td>0.07</td>
<td>0.09</td>
<td>22</td>
<td>0.02</td>
</tr>
<tr>
<td>x3</td>
<td>100</td>
<td>23</td>
<td>0.09</td>
<td>1.873</td>
<td>11</td>
<td>0.01</td>
</tr>
<tr>
<td>x4</td>
<td>100</td>
<td>27</td>
<td>0.13</td>
<td>0.07</td>
<td>116</td>
<td>0.091</td>
</tr>
<tr>
<td>x5</td>
<td>100</td>
<td>8</td>
<td>0.03</td>
<td>0.03</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>x6</td>
<td>100</td>
<td>16</td>
<td>0.06</td>
<td>0.08</td>
<td>22</td>
<td>0.01</td>
</tr>
<tr>
<td>average</td>
<td>100</td>
<td>16.3333</td>
<td>0.071667</td>
<td>111.6667</td>
<td>0.36217</td>
<td>30.8333</td>
</tr>
</tbody>
</table>

Table 2. Test results for BFGS, GNBFGS and INM methods on Problem 2

<table>
<thead>
<tr>
<th></th>
<th>BFGS</th>
<th></th>
<th>GNBFGS</th>
<th></th>
<th>INM</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ip</td>
<td>n</td>
<td>iter</td>
<td>time</td>
<td>iter</td>
<td>time</td>
</tr>
<tr>
<td>x1</td>
<td>50</td>
<td>50</td>
<td>0.08</td>
<td>0.06</td>
<td>29</td>
<td>0.02</td>
</tr>
<tr>
<td>x2</td>
<td>50</td>
<td>95</td>
<td>0.11</td>
<td>0.071</td>
<td>36</td>
<td>0.02</td>
</tr>
<tr>
<td>x3</td>
<td>50</td>
<td>57</td>
<td>0.08</td>
<td>0.06</td>
<td>24</td>
<td>0.02</td>
</tr>
<tr>
<td>x4</td>
<td>50</td>
<td>110</td>
<td>0.15</td>
<td>0.19</td>
<td>104</td>
<td>0.06</td>
</tr>
<tr>
<td>x5</td>
<td>50</td>
<td>49</td>
<td>0.071</td>
<td>0.05</td>
<td>27</td>
<td>0.02</td>
</tr>
<tr>
<td>x6</td>
<td>50</td>
<td>58</td>
<td>0.08</td>
<td>0.07</td>
<td>34</td>
<td>0.02</td>
</tr>
<tr>
<td>average</td>
<td>50</td>
<td>69.8333</td>
<td>0.095167</td>
<td>59.8333</td>
<td>0.0835</td>
<td>42.3333</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>BFGS</th>
<th></th>
<th>GNBFGS</th>
<th></th>
<th>INM</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ip</td>
<td>n</td>
<td>iter</td>
<td>time</td>
<td>iter</td>
<td>time</td>
</tr>
<tr>
<td>x1</td>
<td>100</td>
<td>50</td>
<td>0.21</td>
<td>0.141</td>
<td>28</td>
<td>0.03</td>
</tr>
<tr>
<td>x2</td>
<td>100</td>
<td>97</td>
<td>0.138</td>
<td>0.261</td>
<td>37</td>
<td>0.04</td>
</tr>
<tr>
<td>x3</td>
<td>100</td>
<td>57</td>
<td>0.21</td>
<td>0.18</td>
<td>25</td>
<td>0.03</td>
</tr>
<tr>
<td>x4</td>
<td>100</td>
<td>111</td>
<td>0.441</td>
<td>1.242</td>
<td>130</td>
<td>0.12</td>
</tr>
<tr>
<td>x5</td>
<td>100</td>
<td>57</td>
<td>0.25</td>
<td>0.15</td>
<td>27</td>
<td>0.031</td>
</tr>
<tr>
<td>x6</td>
<td>100</td>
<td>65</td>
<td>0.28</td>
<td>0.19</td>
<td>36</td>
<td>0.04</td>
</tr>
<tr>
<td>average</td>
<td>100</td>
<td>72.8333</td>
<td>0.29517</td>
<td>82.5</td>
<td>0.36067</td>
<td>47.1667</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>BFGS</th>
<th></th>
<th>GNBFGS</th>
<th></th>
<th>INM</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ip</td>
<td>n</td>
<td>iter</td>
<td>time</td>
<td>iter</td>
<td>time</td>
</tr>
<tr>
<td>x1</td>
<td>200</td>
<td>51</td>
<td>0.981</td>
<td>0.711</td>
<td>28</td>
<td>0.08</td>
</tr>
<tr>
<td>x2</td>
<td>200</td>
<td>148</td>
<td>2.844</td>
<td>4.427</td>
<td>42</td>
<td>0.12</td>
</tr>
<tr>
<td>x3</td>
<td>200</td>
<td>56</td>
<td>1.102</td>
<td>0.861</td>
<td>25</td>
<td>0.09</td>
</tr>
<tr>
<td>x4</td>
<td>200</td>
<td>262</td>
<td>5.017</td>
<td>9.964</td>
<td>171</td>
<td>0.481</td>
</tr>
<tr>
<td>x5</td>
<td>200</td>
<td>50</td>
<td>0.911</td>
<td>0.691</td>
<td>27</td>
<td>0.081</td>
</tr>
<tr>
<td>x6</td>
<td>200</td>
<td>64</td>
<td>1.201</td>
<td>0.872</td>
<td>41</td>
<td>0.11</td>
</tr>
<tr>
<td>average</td>
<td>200</td>
<td>105.1667</td>
<td>2.0093</td>
<td>143.3333</td>
<td>2.921</td>
<td>55.6667</td>
</tr>
</tbody>
</table>
Table 3. Test results for BFGS, GNBFGS and INM methods on Problem 3

<table>
<thead>
<tr>
<th>ip</th>
<th>n</th>
<th>BFGS</th>
<th></th>
<th></th>
<th>GNBFGS</th>
<th></th>
<th></th>
<th>INM</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>iter</td>
<td>time</td>
<td></td>
<td>iter</td>
<td>time</td>
<td></td>
<td>iter</td>
<td>time</td>
<td></td>
</tr>
<tr>
<td>$x_1$</td>
<td>9</td>
<td>93</td>
<td>0.04</td>
<td>19</td>
<td>0.011</td>
<td>73</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_2$</td>
<td>9</td>
<td>100</td>
<td>0.04</td>
<td>229</td>
<td>0.1</td>
<td>77</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_3$</td>
<td>9</td>
<td>64</td>
<td>0.02</td>
<td>24</td>
<td>0.01</td>
<td>143</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_4$</td>
<td>9</td>
<td>122</td>
<td>0.06</td>
<td>142</td>
<td>0.07</td>
<td>134</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_5$</td>
<td>9</td>
<td>93</td>
<td>0.04</td>
<td>52</td>
<td>0.01</td>
<td>98</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_6$</td>
<td>9</td>
<td>103</td>
<td>0.04</td>
<td>652</td>
<td>0.231</td>
<td>112</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>average</td>
<td>9</td>
<td>95.8333</td>
<td>0.04</td>
<td>186.3333</td>
<td>0.072</td>
<td>106.1667</td>
<td>0.02333</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_1$</td>
<td>19</td>
<td>228</td>
<td>0.1</td>
<td>44</td>
<td>0.03</td>
<td>108</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_2$</td>
<td>19</td>
<td>270</td>
<td>0.11</td>
<td>207</td>
<td>0.111</td>
<td>134</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_3$</td>
<td>19</td>
<td>197</td>
<td>0.09</td>
<td>68</td>
<td>0.04</td>
<td>79</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_4$</td>
<td>19</td>
<td>319</td>
<td>0.13</td>
<td>2867</td>
<td>1.392</td>
<td>189</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_5$</td>
<td>19</td>
<td>238</td>
<td>0.12</td>
<td>51</td>
<td>0.02</td>
<td>109</td>
<td>0.031</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_6$</td>
<td>19</td>
<td>253</td>
<td>0.11</td>
<td>8266</td>
<td>4.326</td>
<td>131</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>average</td>
<td>19</td>
<td>250.8333</td>
<td>0.11</td>
<td>1917.1667</td>
<td>0.9865</td>
<td>125</td>
<td>0.0285</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_1$</td>
<td>29</td>
<td>424</td>
<td>0.261</td>
<td>74</td>
<td>0.05</td>
<td>37</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_2$</td>
<td>29</td>
<td>448</td>
<td>0.24</td>
<td>453</td>
<td>0.32</td>
<td>44</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_3$</td>
<td>29</td>
<td>341</td>
<td>0.181</td>
<td>242</td>
<td>0.17</td>
<td>43</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_4$</td>
<td>29</td>
<td>529</td>
<td>0.28</td>
<td>7168</td>
<td>4.627</td>
<td>117</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_5$</td>
<td>29</td>
<td>384</td>
<td>0.22</td>
<td>90</td>
<td>0.071</td>
<td>43</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_6$</td>
<td>29</td>
<td>491</td>
<td>0.27</td>
<td>10000 (Fail)</td>
<td>6.599</td>
<td>56</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>average</td>
<td>29</td>
<td>436.1667</td>
<td>0.242</td>
<td>3004.5</td>
<td>1.9728</td>
<td>56.6667</td>
<td>0.01833</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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