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Abstract. A multiscale method for computing the effective behavior of a class of stiff and highly oscillatory ordinary differential equations (ODEs) is presented. The oscillations may be in resonance with one another and thereby generate hidden slow dynamics. The proposed method relies on correctly tracking a set of slow variables whose dynamics is closed up to $\epsilon$ perturbation, and is sufficient to approximate any variable and functional that are slow under the dynamics of the ODE. This set of variables is detected numerically as a preprocessing step in the numerical methods. Error and complexity estimates are obtained. The advantages of the method is demonstrated with a few examples, including a commonly studied problem of Fermi, Pasta, and Ulam.

1. Introduction

Solutions of ordinary differential equations (ODEs) often involve a wide range of time scales. In many problems, one is only interested in the slow dynamics, or on the long-time behavior of the solutions. However, it is often the case that fast oscillations, or an otherwise small perturbation build up to an observable effect that cannot be neglected. A typical example, suggested by Germund Dahlquist, is the drift path of a mechanical alarm clock when it set off on a hard surface\cite{1}. The rapid vibrations of the clock’s arm are not precisely symmetric. Together with the heavy, inhomogeneous internal structure and the interaction with the surface these oscillations can cause the clock to drift slowly in a complicated trajectory that is difficult to calculate or predict. Moreover, this drift seems to be deterministic and does not resemble a random walk.

Within the large literature considering dynamical systems that evolve on two or more well separated time scales, analytic averaging techniques \cite{3,34} have been found to be one of the methods of choice for providing approximate solutions. In this paper such an averaging theorem is used to construct a numerical method for integrating stiff ODE systems that may include oscillatory and resonant components. Our method follows the framework of the heterogeneous multiscale method (HMM) \cite{9,10,12,13}.\footnote{A short clip showing the trajectory of a vibrating alarm clock is available at: www.math.utexas.edu/CNA/alarmclock/alarm.htm}
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Consider an ODE system of the general form

\[ \dot{x} = \epsilon^{-1} f(x) + g(x), \quad x(0) = x_0, \]

where \( 0 < \epsilon \leq \epsilon_0 \) is a small parameter that characterizes the separation of time scales in the problem. In this paper we consider solutions in a bounded domain \( x \in D_0 \subset \mathbb{R}^d \) and in a bounded time interval \( I = [0, T] \). We assume that the solution of (1.1) exists in \( I \). Although the solution of (1.1), \( x(t; \epsilon) \), depends on the parameter \( \epsilon \), this dependence is supressed and for short hand we often write \( x(t) \equiv x(t; \epsilon) \).

Typically, the fast dynamics in equations such as (1.1) is one of two types. The first are modes that are attracted to a low dimensional manifold in \( \epsilon \) time scale. These modes are called transient or dissipative modes. The second type are modes that oscillate with a frequency that is inversely proportional to \( \epsilon \). One of the main difficulties in numerical integration of (1.1) using explicit methods is that stability requirements force a step size that is of order \( \epsilon \). This generally implies that the computational complexity of such explicit methods for integrating (1.1) over a fixed time \( T \) is at least of the order of \( \epsilon^{-1} \).

Several different approaches have been suggested, each appropriate to some class of ODEs. Dahlquist laid down the fundamental work for designing linear multistep methods [5, 6, 7, 8] and studied their stability properties. Problems with fast transients can be optimally solved by implicit schemes [5, 20, 25]. The Chebyshev methods [1, 29] as well as the projective integrator approach [17] provide stable and explicit computational strategies for this class of problems in general. For harmonic oscillatory problems, traditional approaches attempt to filter out or fit fast, \( O(\epsilon^{-1}) \) oscillations to some known functions in order to reduce the complexity, e.g. [16, 26, 35], or use some notion of a Poincaré map to determine slow changes in the orbital structure [18, 33]. A general class of approaches aiming at Hamiltonian systems are geometric integration schemes that preserve a discrete version of certain invariance. We refer the readers to [19] and [30] for a more extensive list of literatures. In certain applications, special considerations are given to the expensive cost of evaluating non-local potential in large systems (see e.g. the impulse method [15]) as the cost may be even more than dealing with the fast oscillations that appear in the systems. Using matrix exponentials and [22], we can effectively compute oscillatory solutions to a class of problems with leading harmonic oscillations.

For problems in meteorology [4, 27] or celestial mechanics [28], it is possible to carefully prepare suitable initial conditions near accurate observational data so that the fast modes in the system will not be exerted, and thus long-time solutions can be computed accurately using large time steps.

The different methods described above vary not only in scope and underlying assumptions, but also in their approach to broader questions. To name a few, how to characterize or capture the “slow constituents” of the dynamics which may involve non-trivial functionals of the state variable \( x \). How can one obtain slowly varying observables out of trajectories that evolve on a faster time scale? Which observables should the multiscale integrator approximate and in what sense? Finally, which variables or observables are essential to the algorithm and which are not? This question is related to the closure problem in the formulation of averaged equations.

In many examples, it is not clear how to characterize the slow parts of the dynamics in systems such as (1.1). To this end we define slow variables or observables as follows.
Definition 1.1. Let \( x(t) = x(t; \epsilon) \in D_0 \) denote the solution of (1.1) for some initial conditions.

- A smooth function \( a(t) = a(t; \epsilon) \) is said to be slow if \( |da/dt| \leq C_0 \) for some constant \( C_0 \) independent of \( \epsilon \) in \( t \in I \).
- A smooth function \( \alpha(x) : D_0 \mapsto \mathbb{R} \) is said to be a slow variable with respect to \( x(t) \) if
  \[
  \frac{d}{dt}\alpha(x(t)) \leq C_0, \quad t \in I
  \]
  for some constant \( C_0 \) independent of \( \epsilon \).
- A bounded functional \( \beta : C^1(D_0) \times [0, T] \mapsto \mathbb{R} \) is said to be a slow observable with respect to \( x(t) \) if
  \[
  \bar{\beta}(t) = \int_0^t \beta(x(\tau), \tau) d\tau,
  \]
  or
  \[
  \langle \beta(x) \rangle_\eta(t) = \int_{t-\eta}^{t+\eta} K_\eta(t-\tau)\beta(x(\tau), \tau) d\tau,
  \]
  where \( K_\eta(\cdot) = \eta^{-1}K(\cdot/\eta) \) for some kernel function \( K \in C^1 \) with support on \([-1, 1]\) and \( \int_{-1}^1 K(t)dt = 1 \). Functionals of the second kind will also be referred to as local time averages.

In Section 2 we show that under appropriate scaling of \( \eta \) with \( \epsilon \), \( (d/dt)(\langle \beta \rangle_\eta(t)) \) is indeed slow.

Next we define a concept which we call “effective closure.” It is a necessary condition for the macroscopic slow variables in our schemes.

Definition 1.2. We say that the dynamics of \( \xi \) is effectively closed in \([0, T]\) with respect to \( \epsilon \) if \( \xi \) satisfies an equation of the form
  \[
  \frac{d\xi}{dt} = f_I(\xi, t) + \epsilon f_{II}(\xi, t, z(t)), \quad \frac{dz}{dt} = g(\xi, z, t)
  \]
  in a time interval \([0, T]\), where \( T < \infty \) is independent of \( \epsilon \), and \( f_I, f_{II}, \) and \( g \) are smooth and bounded in \( D_0 \times [0, T] \).

In the next section it is shown that if a sufficient number of independent slow variables are approximated accurately by the algorithm, then, these variables are effectively closed. Furthermore, the same variables can be used to consistently approximate any other slow variable and functional. The algorithm described in the next section indeed achieves this goal and the accuracy of the different approximations is calculated.

In this paper we propose an HMM algorithm that first constructs, by a numerical procedure, a transformation \( x \to \xi(x) \) such that \( \xi(x(t)) \) are slow for all solutions of (1.1) \( x(t) \) and its dynamics are effectively closed. This means that, for a given \( x(0) \) and the corresponding evolution \( x(t), \xi(t) := \xi(x(t)) \) is well described for small \( \epsilon \) by an effective equation of the form
  \[
  \dot{\xi} = F(\xi), \quad \xi(0) = \xi_0 = \xi(x_0),
  \]
  for \( t \in I \). Note that we do not assume that the effective equation (1.5) is available as an explicit formula. Instead, the idea behind the HMM algorithm is to evaluate \( F(\xi) \) by numerical solutions of (1.1) on significantly reduced time intervals. In this
way, the HMM algorithm approximates an assumed effective equation whose form
is typically unknown.

The layout of the paper is as follows. Section 2 presents a well-known averaging
theorem. Based on this theorem we prove that by using an appropriate set of slow
variables, all slow observables admitted by (1.1) are approximated by a class of
HMM schemes. The outline of the algorithm is also described. Section 3 gives an
example of a particular, limited class of ODEs, in which this set of slow variables is
polynomial in \( x \). Several strategies for identifying these polynomials are suggested.
Section 4 considers local time averages which form an essential part of the HMM
algorithm. Section 5 describes high order explicit schemes. In Section 6 we estimate
the global accuracy and complexity of the method. Section 7 presents several
numerical examples. We conclude in Section 8 by suggesting different possible
generalizations of our algorithm and we compare them to other techniques.

2. The HMM scheme

We begin with a well-known averaging theorem. A proof can be constructed
along the lines of Sanders and Verhulst [34]; e.g. Thereom 3.2.10 on page 39.

2.1. An averaging theorem. Let \( \left( \xi(t), \phi(t), \gamma(t) \right) \) denote the solution of

\[
\begin{align*}
\dot{\xi} &= F(\xi, \phi, \gamma), \quad \xi(0) = \xi_0, \\
\dot{\phi} &= \epsilon^{-1} \Omega(\xi) + G(\xi, \phi, \gamma), \quad \phi(0) = \phi_0, \\
\dot{\gamma} &= -\epsilon^{-1} H(\gamma), \quad \gamma(0) = \gamma_0,
\end{align*}
\]

in a bounded domain \( D \times S^1 \times D_1 \), where \( D \subset \mathbb{R}^r \) and \( D_1 \subset \mathbb{R}^{d-r-1} \). In this paper,
we identify \( S^1 \) as \( \mathbb{R}/\mathbb{Z} \), i.e., the space \( \mathbb{R} \) modulus one, with the corresponding
topology and Lebesgue measure. In this construction, the functions, \( F, G, H \) and
\( \Omega \) are \( C^1 \) and independent of \( \epsilon \). Additionally, we assume that \( \Omega \geq m > 0 \) and \( \xi(t) \)
remains bounded for \( 0 \leq t \leq T \).

The function \( H(\gamma) \) is chosen such that, for all \( \gamma \in D_1 \), \( \gamma(t) \) is attracted on an
\( \epsilon \) time scale to an invariant manifold, \( \mathcal{M} \), on which \( \gamma \) is relaxed to be of order \( \epsilon \). More specifically, it is assumed that

\[
|\gamma(t)| \leq \frac{C}{D + (t/\epsilon)^l},
\]

for some constants \( C, D, l > 1 \). Hence, \( \gamma \) are transient, or dissipative variables
which are relaxed to zero after an initial time layer that vanishes in the limit \( \epsilon \to 0 \).

Let \( \zeta(t) \) denote the solution of

\[
\dot{\zeta} = \bar{F}(\zeta) = \int_{S^1} F(\zeta, \sigma, \gamma = 0) d\sigma, \quad \zeta(0) = \xi(0).
\]

Then,

\[
\sup_{0 \leq t \leq T_0(\epsilon)} |\xi(t) - \zeta(t)| \leq c C T e^{L_\epsilon T},
\]

where \( L_\epsilon \geq 0 \) is a Lipschitz constant of \( \bar{F} \), \( C > 0 \) is a constant that is independent of
\( \epsilon \) and \( T_0(\epsilon) = o(1) \) is the time required for the relaxation of the dissipative modes,
which depends on the rate of decay of \( \gamma, l \). This theorem suggests that simulating
the averaged equation for \( \zeta \) introduces an error on the order of \( \epsilon \).
The above condition on the dissipative modes can be generalized to a case in which the equation for $\gamma \in \mathbb{R}^{d-r-1}$ has the form

$$\dot{\gamma} = \epsilon^{-1} g(\xi, \gamma),$$

where $g$ is such that $\gamma$ is attracted to an $r+1$ dimensional invariant manifold, $M_1$, on which $g(\xi, \gamma)$ is of order $\epsilon$. See [32] for sufficient conditions that guaranty stability and uniqueness of this manifold and a proof that $\gamma$ decays to $M_1$ exponentially fast on a time scale of the order of $\epsilon$. For simplicity, we do not consider the interesting problem of turning points. The algorithm described in the following section automatically guaranties that all dissipative models are relaxed and that the dynamics stays close to $M_1$. This generalization is not discussed any further since the main interest of this paper is the oscillatory modes.

Assume that there exists a change of variables

$$\Phi : D_0 \subset \mathbb{R}^d \mapsto \mathcal{D} \subset \mathbb{R}^r \times S^1 \times \mathbb{R}^{d-r-1}, \quad \Phi(x) = (\xi(x), \phi(x), \gamma(x))$$

such that for the solutions of (1.1), the functions $\xi(t) = \xi(x(t)), \phi(t) = \phi(x(t)),$ and $\gamma(t) = \gamma(x(t))$ satisfy some equations in the form (2.1). For $0 < \epsilon \ll 1$, the fast dynamics in the new coordinate system appears only in $\phi(t)$ and $\gamma(t)$. Hence, the effective behavior of the system can be described by $\zeta(t)$, which approximates $\xi(t)$.

The most important aspect of equation (2.3) is that it is closed, i.e., the time derivative of $\zeta$ is expressed in terms of $\zeta$ alone. As a result, it is possible to construct an algorithm that only approximates $\zeta$. Later, it is shown that if $\zeta$ is approximated accurately, then all slow variables and observables are also approximated consistently.

System (1.1) can be analyzed and computed efficiently if there exists a diffeomorphism between $x$ and $(\xi, \phi, \gamma)$. Clearly, the choice of $\Phi$ is not unique. However, since we are only interested in the slow parts of the dynamics, it is enough to find a sufficient number of slow variables $\xi = (\xi_1, \ldots, \xi_r)$ such that $\partial \xi / \partial x$ has rank $r$. Once $\xi(x)$ is identified, $F(\xi) = F(\xi(x))$ is easily calculated. The key step is then to relax all dissipative modes and average over $\phi$ to obtain the unknown function $\tilde{F}(\xi)$. In Section 4 we show that this can be approximated by local time averages

$$\dot{\xi}(t) = \tilde{F}(\xi)$$

is then used in an integrator to obtain $\xi$ at some later time $t + H$. Efficiency is attained if $H > \eta$ since we do not need to evolve the stiff systems for $x(t)$ for all time.

2.2. Algorithm. The first step in our algorithm is to numerically find the diffeomorphism $\Phi$ and identify the slow variables $\xi(x)$. Then, the ODE (1.1) is integrated using a two level algorithm; each level corresponds to the integration of (1.1) in a different time scale. The first is a Macro-solver, which integrates the averaged equation (2.3). The second level is a micro-solver that is invoked whenever the Macro-solver calls for it. Each time the micro-solver is invoked, it computes a short-time solution of (1.1) using suitable initial data (see also [12, 13, 36]). For example, suppose the Macro-solver applies a forward Euler scheme with step size $H$. Higher order methods are described in Section 5. Sample times of the Macro-solver are denoted $t_0, \ldots, t_N$, where $N = T/H$. The output of the Macro-solver is denoted $x_0, \ldots, x_N$. The output of the micro-solver with step size $h$, initiated at time $t_n$ with initial conditions $x_n$ is denoted $x^1_n, \ldots, x^M_n$, where $M = 2\eta/h$ is an even integer. The coordinates of $\tilde{F}$ are denoted $\tilde{F}(\zeta) = (\tilde{F}_1(\zeta), \ldots, \tilde{F}_r(\zeta))^T$. We
Figure 1. The picture depicts the time steps taken by the HMM scheme. At the $n$-th macro step, a micro-solver with step size $h$ integrates (1.1) to approximate $x(t)$ in a time segment $[t_n, t_n + 2\eta]$. This data is used to approximate $\bar{F}(\xi)$ by $\langle \xi(x(t)) \rangle_{\eta}$. Then, the Macro-solver takes a big step of size $H\delta x$, where $\delta x$ is consistent with $\langle \dot{\xi} \rangle_{\eta}$, i.e., $\delta x \cdot \nabla \xi_i = \langle \dot{\xi}_i \rangle_{\eta}$ for the identified slow variables $\xi_i$.

Figure 2. The picture depicts the outline of the HMM scheme for a simple two-dimensional system that oscillates with a frequency of the order $\epsilon^{-1}$ and expands on an $O(1)$ time scale (cf. Section 7.1). The dotted line depicts the trajectory obtained by the micro-solver. The bold arcs depict the steps taken by the Macro-solver.

also assume that the averaging kernel $K$ is symmetric with respect to its mid-point. This implies that if $Mh >> \epsilon$, then all transient modes practically vanish at the midpoint. The outline of the algorithm, depicted in Figure 1 for a one-dimensional example and in Figure 2 for a two-dimensional case, is as follows:

1. Construction of slow variables:
   Find functions $\xi_1(x), \ldots, \xi_r(x)$ such that, for all $x \in D_0 \cap \{ F \neq 0 \}$,
   $|\nabla_x \xi| \leq C_0$ and $\text{rank}(\partial \xi / \partial x) = r$. See Section 3 for details.

2. Multiscale evolution:
   a) Initial conditions: $x(0) = x_0$ and $n = 0$.
   b) Force estimation:
      i) micro-simulation: Solve (1.1) in $t \in [t_n, t_n + 2\eta]$ with initial conditions $x_n$. 

(ii) averaging: approximate $\hat{\xi}(t_n + \eta)$ by

$$\langle \hat{\xi}(t_n + \eta) \rangle = (K_\eta \ast \hat{\xi})(t_n + \eta) = (-K_\eta \ast \xi)(t_n + \eta).$$

(c) Macro-step (forward Euler example):

$$x_{n+1} = x_n^{M/2} + H\delta x,$$

where $\delta x$ is the least squares solution to the linear system

$$\delta x \cdot \nabla \xi_i = F_i(\xi) = \langle \hat{\xi}_i \rangle_\eta,$$

for all $i = 1 \ldots r$.

(d) $n = n + 1$. Repeat steps (b) and (c) to time $T$.

Note that there is no need to actually change the original ODE (1.1) to the form used in the averaging theorem (2.1). In addition, it is important that at each Macro step the vectors $\nabla \xi_i(x_n^{M/2})$ are linearly independent. In case they are not, it is possible to take a few extra micro steps and reach a point in which they are.

2.3. Approximation of slow quantities. With the proposed algorithm, $\xi$ is implicitly and accurately evolved. Thus we are able to compute the slow variables in Definition 1.1.

Let $\alpha(x) \in \mathbb{R}$ be a slow variable with respect to $x(t)$, i.e., $|\frac{d}{dt}\alpha(x(t))| \leq C_0$. Denote $\hat{\alpha}(\xi, \phi, \gamma) = \alpha(\Phi^{-1}(\xi, \phi, \gamma))$, and $\check{\alpha}(t) = \check{\alpha}(\xi(t), \phi(t), \gamma(t)) = \alpha(x(t)) = \alpha(t)$. Differentiating with respect to time, we have

$$\frac{d}{dt}\alpha = \frac{d}{dt}\hat{\alpha} = \hat{\alpha}_\xi \cdot \hat{\xi} + \hat{\alpha}_\phi \cdot \dot{\phi} + \hat{\alpha}_\gamma \cdot \dot{\gamma},$$

where $\hat{\alpha}_\xi, \hat{\alpha}_\phi$ and $\hat{\alpha}_\gamma$ denote partial derivatives with respect to $\xi, \phi$ and $\gamma$, respectively. This implies that if $\alpha(x)$ is slow, then

$$\check{\alpha}(\xi, \phi, \gamma) = \check{\alpha}(\xi, \phi_0, 0) + \epsilon C(\xi, \phi, \gamma),$$

where $C(\xi, \phi, \gamma)$ is bounded independent of $\epsilon$. However, since $\alpha$ or equivalently, $\check{\alpha}$ is independent of $\epsilon$, we have that $C \equiv 0$. In other words, any slow variable is a function of $\xi$ alone. Consequently, if the algorithm approximates $\xi(t)$, then any smooth function $\check{\alpha}(\xi(t))$ is also approximated.

The second type of slow observables we consider are time averages of the form $\langle \beta(x(t)) \rangle_\eta$. The discussion above implies that

$$\langle \beta(x(t)) \rangle_\eta = \langle \beta(x(\xi, \phi, \gamma)) \rangle_\eta = \langle \hat{\beta}(\xi, \phi, \gamma) \rangle_\eta,$$

for some function $\hat{\beta}$. However, the variables $\gamma$ decay to zero and, as shown in Section 4, for sufficiently large $\eta$, time averages can be approximated by averaging over the angle variable $\phi$. Therefore, we have

$$\langle \hat{\beta}(\xi, \phi, \gamma) \rangle_\eta \sim \int_{S_1} \hat{\beta}(\xi, \phi, \gamma = 0)d\phi \equiv B(\xi),$$

which is a function of $\xi$ alone and hence a slow variable. The discussion above shows that the algorithm approximates the value of $\langle \beta(x) \rangle_\eta$. In practice the time average $\langle \beta(x) \rangle_\eta$ can be calculated from the output of the micro-simulation initiated at each Macro-step. The error introduced in approximating time averages by angular ones, and vice versa, is analyzed in Section 4.
Convergence of functionals follows from the observation that for any smooth functions \( \alpha(x, t) \),

\[
\bar{\alpha}(t) = \int_0^t \alpha(x(s), s) \, ds
\]
is slow since \( |(d/dt)\bar{\alpha}(t)| = |\alpha(x(t), t)| \leq C_0 \) for \( x(t) \in D_0 \).

In the simple case in which \( x(t) \) is a slow variable itself, the functional \( \int_0^t \alpha(x(\tau), \tau) \, d\tau \) can be approximated by quadrature over the sample points of the Macro-solver. In general, \( \alpha(x(t), t) \) exhibits fast oscillations with frequency proportional to \( \epsilon^{-1} \). However, we observe that \( \bar{\alpha}(t) \) solves the ODE

\[
\begin{cases}
\dot{\alpha} = \alpha(\Phi^{-1}(\xi, \phi, \gamma), \tau), \\
\dot{\tau} = 1,
\end{cases}
\]

which complies to the form required by the averaging theorem. Therefore, \( \bar{\alpha}(t) \) can be integrated by the proposed HMM scheme as a passive variable at the macroscopic level. In other words, it can be approximated by

\[
\bar{\alpha}(t) \sim \int_0^t \langle \alpha(x(\tau)) \rangle_\eta \, d\tau.
\]

3. Slow variables

The idea behind the proposed method is to find (by numerical construction) a set of slow variables so that the dynamics of the given system is decomposed into this set of slow variables, a single fast oscillating mode defined on \( S^1 \) and dissipative modes. This coordinate system shares some resemblance to action-angle variables in the context of Hamiltonian dynamics.

In this section, we consider a class of equations, of a less general form than \( (1.1) \), for which it is possible to analytically classify the slow variables and describe the diffeomorphism \( \Phi \). We should mention that the HMM algorithm described in Section 2 applies to the general form \( (1.1) \).

3.1. Polynomial slow variables. Consider a system of ODEs of the form

\[
\begin{align*}
\dot{x} &= \epsilon^{-1}Ax + f_I(x, y, z, t), \\
\dot{y} &= f_{II}(x, z, t), \\
\dot{z} &= \epsilon^{-1}p(x, y) + f_{III}(x, y, z, t),
\end{align*}
\]

\( (3.1) \)

where \( x = (x, y, z) \in \mathbb{R}^d \) with \( x \in \mathbb{R}^{d_x}, y \in \mathbb{R}^{d_y} \) and \( z \in \mathbb{R}^{d_z}, d_x + d_y + d_z = d \). \( A \) is a real, diagonalizable \( d_x \times d_x \) matrix whose eigenvalues are non-zero and either have a negative real part or are purely imaginary. Eigenvalues with negative real parts are denoted \(-\lambda_1, \ldots, -\lambda_l\). Purely imaginary eigenvalues appear in complex conjugate pairs and are denoted, with multiplicity, \( \pm i\omega_1, \ldots, \pm i\omega_r \), so \( l + 2r = d_z \). Without loss of generality, we may take \( \omega_k > 0, 1 \leq k \leq r \). In addition, \( f_I, f_{II} \) and \( f_{III} \) are \( C^1 \) in a bounded domain \( D_0 \times [0, T] \subset \mathbb{R}^d \times \mathbb{R}^+ \) to which the solution is restricted. \( p = (p_1, \ldots, p_{d_z}) \) are polynomials such that \( z \) is bounded independent of \( \epsilon \). It may happen that several terms in \( p(x, y) \) cancel to give a slow variable even if \( p \) itself is fast. In this case, if the slow parts are of order one, then the variable \( z \) leaves the domain \( D_0 \) in a time scale of order \( \epsilon \). This situation is not considered here. Initial conditions are \( x(0) = (x(0), y(0), z(0)) = (x_0, y_0, z_0) \). Note that \( p(x, y) \)
does not have to be linear, however, it may not depend on any of the coordinates of \( z \) itself.

Suppose \( \Sigma \) is a change of variables that diagonalizes \( A \). We obtain the following scalar equations for \( \Sigma^{-1}x \):

\[
\begin{align*}
\dot{\theta}_k^\pm(t) &= \pm i \epsilon^{-1} \omega_k \theta_k^\pm(t) + f_1^\pm \quad k = 1 \ldots r, \\
\dot{\gamma}_k(t) &= -\epsilon^{-1} \lambda_k \gamma_k(t) + f_2 \quad k = 1 \ldots l.
\end{align*}
\]

Here, \( f_1^\pm \) and \( f_2^\pm \) are linear combinations of the components of \( f_1 \). We refer to the variable pairs \( \{ (\theta_i^+, \theta_i^-) \}_{k=1} \) as oscillators and to \( \{ \gamma_k \}_{k=1}^l \) as transient, or dissipative modes.

The assumption that \( A \) is diagonalizable can be relaxed to include cases in which only the Jordan blocks corresponding to purely imaginary eigenvalues are diagonal while blocks that correspond to \( -\lambda_k \) are not.

The following lemma considers the slow variables in the oscillatory mode. Hence, to simplify notation, we assume that \( d = 2r \), i.e., that only the oscillatory modes exist. In other words, we take \( l = d_y = d_z = 0 \). This assumption is lifted in Lemma 3.3. We also take \( r \geq 2 \), i.e., the system has at least two oscillators. We restrict the discussion to the case in which all the oscillators are excited, i.e., initial conditions satisfy \( x_0 \in U_0 = \{ x \in \mathbb{R}^d | \Sigma^{-1}x \in V_0 \} \), where \( V_0 = \{ \zeta = (\zeta_1, \ldots, \zeta_{2r}) \in \mathbb{C}^{2r} | \zeta_k \neq 0, \forall k = 1 \ldots 2r \} \). Note that by hypotheses, \( f_1^\pm \) are bounded independent of \( \epsilon \), so for initial conditions in \( V_0 \), the trajectory remains in \( V_0 \) for a time interval larger than the \( \epsilon \) time scale.

**Lemma 3.1.** Let \( x_0 \in U_0 \). There exists a neighborhood \( U \) of \( x_0 \) and a diffeomorphism

\[
\Phi : \mathbb{R}^{2r} \to (\xi^{(E)}, \xi^{(0)}, \phi) \in \mathbb{R}^r \times \mathbb{R}^{r-1} \times S^1,
\]

such that \( \xi^{(E)} = (\xi_1^{(E)}, \ldots, \xi_r^{(E)}) \in \mathbb{R}^r \) and \( \xi^{(0)} = (\xi_1^{(0)}, \ldots, \xi_r^{(0)}) \in \mathbb{R}^{r-1} \) are slow variables with respect to (3.1).

The lemma shows that locally, one may consider \( (\xi^{(E)}, \xi^{(0)}, \phi) \) as a new coordinates system for the subspace spanned by the oscillatory modes of \( A \). The slow variables \( \xi^{(E)} \) correspond to the total energy (kinetic + potential) of the oscillators \( \{ (\theta_i^+, \theta_i^-) \}_{k=1} \). The slow variables \( \xi^{(0)} \) correspond to a chain of relative phases between the oscillators. They capture the relative progress of the oscillators along their period. Using \( \xi^{(E)} \) and \( \xi^{(0)} \), all the fast oscillations are driven by a single fast process \( \phi \in S^1 \).

**Proof.** Consider the map \( \tilde{\Phi} : \mathbb{C}^{2r} \to \mathbb{C}^{2r} \) with \( \tilde{\Phi} = (\tilde{\Phi}_1, \ldots, \tilde{\Phi}_{2r}) = \tilde{\Phi}(\zeta) \), given by

\[
\begin{align*}
\tilde{\Phi}_k &= \zeta_{2k-1} \zeta_{2k}, \quad k = 1 \ldots r, \\
\tilde{\Phi}_{k+r} &= \zeta_{2k+1} \zeta_{2k+2} + \zeta_{2k-1} \zeta_{2k+2}, \quad k = 1 \ldots r - 1, \\
\tilde{\Phi}_{2r} &= \zeta_1^{1/\omega_r},
\end{align*}
\]

where powers of complex numbers are defined as an analytic function in a small neighborhood \( V \subset V_0 \) of \( \Sigma^{-1}x_0 \) by taking a branch cut and picking one value for the complex logarithm, for example, \( \ln z = \int_{r^{-1}x_0}^{r^{-1}x} s^{-1}ds \). Recall that \( \Sigma \) is a complex matrix that diagonalizes the real matrix \( A \), i.e., \( x = \Sigma (\theta_1^+, \theta_1^-, \ldots, \theta_r^+, \theta_r^-) \). With these definitions \( \tilde{\Phi} \) is an analytic map on \( V \). In addition, since \( x_0 \in U_0 \), there exists
a neighborhood \( U \) of \( x_0 \) such that \( \Sigma^{-1} U \subset V \subset V_0 \). Let

\[
\Phi(x) = (\xi^{(E)}, \xi^{(\theta)}, \phi) = \left( \tilde{\Phi}_1, \ldots, \tilde{\Phi}_{2r-1}, (2\pi)^{-1} \arg[\tilde{\Phi}_{2r}] \right) (\Sigma^{-1} x),
\]

where \( \arg[z] \) is the argument of \( z \). We note that the columns of \( \Sigma^{-1} \) consist of complex conjugate pairs, i.e., \( \zeta_{2k-1}(\Sigma^{-1}(x)) \) is the complex conjugate of \( \zeta_{2k}(\Sigma^{-1}(x)) \). Substituting into (3.3), we see that \( \Phi(x) \) is real-valued.

We conclude that \( \Phi \) is a diffeomorphism because each component is an analytic function of a linear combination of the elements of \( x \). Finally, differentiating with respect to time shows that \( \xi^{(E)} \) and \( \xi^{(\theta)} \) are slow with respect to (3.1). This is easily verified by noting that \( \dot{\Phi}(\dot{\theta}) \) is slow with respect to (3.2).

The change of coordinates described above is local. However, typically one can extend it to an open region that includes most of the trajectory, so that the averaging theorem applies. In addition, the change of variables described above is not unique. For example, an alternative way for mapping the dynamics into \( 2r-1 \) slow variables and a single fast variable in \( S^1 \) is

\[
\Phi_k = x_{2k-1}^2 + x_{2k}^2, \quad k = 1 \ldots r,
\]

\[
\Phi_{k+r} = \omega_k^{-1} \arg(x_{2k-1} + ix_{2k}) - \omega_{k+1}^{-1} \arg(x_{2k+1} + ix_{2k+2}), \quad k = 1 \ldots r-1,
\]

\[
\Phi_{2r} = (2\pi)^{-1} \omega_r^{-1} \arg(x_{2r-1} + ix_{2r}).
\]

However, the form (3.4) motivates the approach described below.

As an example, consider the simple case of two real-valued oscillators with frequency \( \epsilon^{-1} \),

\[
\begin{align*}
\dot{x}_1 &= \epsilon^{-1} x_2 + f_1(x), \\
\dot{x}_2 &= -\epsilon^{-1} x_1 + f_2(x), \\
\dot{x}_3 &= \epsilon^{-1} x_4 + f_3(x), \\
\dot{x}_4 &= -\epsilon^{-1} x_3 + f_4(x).
\end{align*}
\]

The slow variables given by (3.4) are

\[
\begin{align*}
\xi^{(E)}_1 &= x_1^2 + x_2^2, \\
\xi^{(E)}_2 &= x_3^2 + x_4^2, \\
\xi^{(\theta)}_1 &= x_1 x_3 + x_2 x_4,
\end{align*}
\]

which correspond to the internal energy of the two oscillators and the cosine of their relative phase. The fast variable can be taken to be \( \phi = \arctan(x_2/x_1) \). However, our algorithm does not require identifying it. Note that the slow variables described above are defined globally and that averaging with respect to \( \phi \) is also well defined.

If the frequencies of the two oscillators \( (x_1, x_2) \) and \( (x_3, x_4) \) are different, then \( \xi^{(\theta)}_1 \) will have a more complicated form. For example, if the matrix \( A \) in (3.1) is real, and the ratio \( \omega_1/\omega_{1+1} \) is rational, then \( \xi^{(\theta)} \) can be taken to be a polynomial (see for an example in which \( \xi^{(\theta)} \) is cubic). This is made clear by the following lemma.

**Lemma 3.2.** Suppose \( m \omega_k = n \omega_{k+1} \) with integer \( m, n > 0 \). Then, there exists a polynomial, \( p \), such that \( p(\bar{\Omega}^+_k(x), \bar{\Omega}^+_{k+1}(x)) \) is slow with respect to \( x(t) \), the solution of (3.1), for all initial conditions.
Given a system of
Lemma 3.3.
for example
(3.9) \( \dot{\xi}^{(\theta)} = (\vartheta^+_{k+1})^m(\vartheta^+_{k+1})^n = (\vartheta^-_{k+1})^n \),
is indeed a real-valued slow variable. Since the eigenfunctions \( \{\vartheta^\pm_k\}_{k=1} \) are obtained
by diagonalization, \( \xi^{(\theta)}(x) = \dot{\xi}^{(\theta)}(\Sigma^{-1}x) \) is polynomial in \( x \).

Alternatively, using (3.3), one gets that either the real or the imaginary parts of
\( (x_{2k-1} + i x_{2k})^m (x_{2k+1} - i x_{2k+2})^n \) are polynomial slow variables for all \( k = 1 \ldots r - 1 \).

The next lemma states that the \( z \) variables will result in some new slow variables
of the polynomial form. For convenience, we introduce multi-index notation of vectors in \( \mathbb{R}^d \). Let \( n = (n_1, n_2, \ldots, n_d) \) denote a \( d \)-tuple of non-negative integers;
\( |n| = n_1 + n_2 + \cdots + n_d \). For \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \) we denote \( x^n = x_1^{n_1} x_2^{n_2} \cdots x_d^{n_d} \) and by \( x \cdot n \) the standard scalar product. Using this notation, an \( m \)-th degree polynomial of \( x \) can be written as
\[
p(x) = \sum_{|n| \leq m} c_n x^n
\]
where \( \{c_n\}_{|n| \leq m} \) is a family of real coefficients that determines \( p(x) \). Note that
vectors in \( \mathbb{R}^d \) or \( \mathbb{Z}^d \) are denoted with bold letters while lower dimensional vectors,
for example \( x \) and \( y \), are not.

Lemma 3.3. Given a system of (3.1) with the standing hypothesis detailed at the
beginning of the section, there exists a polynomial \( Q(x, y) \) of degree \( m \) such that
\( \xi^{(z)} = z - Q(x, y) \) is slow with respect to \( (x(t), y(t), z(t)) \).

Proof. Without loss of generality, assume that \( \xi^{(z)} \) is a scalar and that \( A \) is diagonal
with eigenvalues \( \mu_1 \ldots \mu_d \). Differentiating with respect to \( t \) yields
\[
(3.9) \quad \dot{\xi}^{(z)} = \dot{z} + \nabla_{(x, y)} Q(x, y) \cdot (\dot{x}, \dot{y}) = \epsilon^{-1} [p(x, y) - \nabla_x Q(x, y) \cdot Ax] + f_3(x, y, z),
\]
where \( \nabla_{(x, y)} \) denotes the gradient with respect to both \( x \) and \( y \) and \( \nabla_x \) with respect
to only \( x \). Thus \( \xi^{(z)} \) is slow if \( |p(x, y) - \nabla_x Q(x, y) \cdot Ax| \leq C_1 \epsilon \). For a polynomial
\( p \) as described above, one can write \( p(x, y) = \sum_{|k|+|l| \leq m, |k| \geq 1} c_{k,l} x^k y^l \). Also, let \( \tilde{p} \)
denote the polynomial obtained by removing from \( p \) all monomials that are slow
\( (\mu \cdot k = 0) \), \( \tilde{p}(x, y) = \sum_{|k|+|l| \leq m, |k| \geq 1, \mu \cdot k \neq 0} c_{k,l} x^k y^l \). Then,
\[
Q(x, y) = \sum_{|k|+|l| \leq m, |k| \geq 1, \mu \cdot k \neq 0} \frac{c_{k,l}}{\mu \cdot k} x^k y^l,
\]
satisfies \( \nabla_x Q(x, y) \cdot Ax = \tilde{p}(x, y) \) for all \( x \) and \( y \). For the remaining slow terms in
\( p \), we consider two options. First, if \( p - \tilde{p} \) vanishes, or is of order \( \epsilon \), then \( z - Q(x, y) \)
is slow. On the other hand, if \( p - \tilde{p} \) is of order one, then the variable \( z \) leaves \( \mathcal{D}_0 \)
on a time scale of order \( \epsilon \), which is a case not considered in this paper. The proof
above generalizes directly to \( A = \Sigma \Lambda \Sigma^{-1} \).

Lemmas 3.1, 3.3 yield the following theorem:

Theorem 3.4. Let \( \xi^{(y)} = y \) and \( \xi = (\xi^{(E)}, \xi^{(\theta)}, \xi^{(y)}, \xi^{(z)}) \).
Then,
\[
\Psi(x) = \Psi(x, y, z) = (\Phi^{-1}(x), y, z - Q(x, y)) = (\gamma, \phi, \xi)
\]
(3.10)
\[
(\gamma, \phi, \xi^{(E)}, \xi^{(\theta)}, \xi^{(y)}, \xi^{(z)})
\]
is a diffeomorphism on a region in \( \{\xi^{(E)} \neq 0\} \).
Proof. The Jacobian $\frac{\partial \Phi}{\partial x}$ is given by

$$
\frac{\partial \Psi}{\partial x} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & (\frac{\partial \Psi}{\partial \xi})^{-1} & 0 & 0 \\
0 & 1 & 0 & 0 \\
-\frac{\partial Q}{\partial x} & 0 & 0 & 1
\end{pmatrix}.
$$

Using Lemma 3.1, $\det(\frac{\partial \Psi}{\partial x}) \neq 0$.

In Section 7 we consider several example systems, including the Fermi-Pasta-Ulam problem, that satisfy the assumptions of Lemmas 3.1–3.3, and hence Theorem 3.4 holds.

3.2. Identifying slow variables. Theorem 3.4 constructs a diffeomorphism $\Psi: \mathbb{R}^d \rightarrow \mathbb{R}^d$ that decomposes $x$ into slow and fast variables, such that the slow variables lie in a $\mathbb{R}^{2r-1+d_z}$ dimensional space. Consequently, the effective behavior of the system can be described by functions or functionals of these slow variables. Under our definition, the choice of slow variables is not unique and we do not necessarily have to use the ones that are defined in the previous subsection. The essential criterion is to have a sufficient number of independent slow variables $\xi = \{\xi_j\}$ such that $\text{rank} \frac{\partial \xi}{\partial x} = 2r - 1 + d_z$ in some open set.

The general idea is to decompose the vector field locally by orthogonal projections of the right hand side $f_\epsilon$ to the subspace that is orthogonal to the gradient of the slow variables. One should then search for a sufficient number of slow variables $\xi$ such that the projection

$$
P_{\nabla \xi} f_\epsilon(x) := \left(I - \frac{\nabla \xi \otimes \nabla \xi}{|\nabla \xi|^2}\right)f_\epsilon(x)
$$

cannot contain any possible slow variables with respect to $x(t)$. This way, by applying the averaging theorem, the dynamics of $\xi$ are effectively closed and can be evolved to track the effective behavior of the system. Below, we describe our rationale and strategy of using a numerical procedure to determine a sufficient set of slow variables.

Let $\xi(x)$ be a potential slow variable with respect to $x(t)$. Following our definition for slow variables, this implies that $d\xi(x(t))/dt = \nabla_x \xi(x) \cdot dx/dt$, is expected to be bounded independent of $\epsilon$. More importantly, this is expected to hold for the dynamics that originate from initial values in a non-empty open set. Therefore, we may attempt to solve the minimization problem

$$
\min_{\xi \in X} \int_{A \subset \mathbb{R}^d} |\nabla_x \xi(x) \cdot \phi(x)|^2 d\mu_x;
$$

here $\phi(x)$ denotes the function $dx/dt$, i.e., the right hand side of (3.1), or more generally (1.1). $A$ is some open set in $\mathbb{R}^d$ endowed with a measure $d\mu_x$ and $X$ is an a priori chosen function space.

Based on Lemmas 3.1–3.3 we propose to search for slow variables in the space of polynomials of the unknown variables of the original equation, $x$. Polynomials are also used to locally approximate the potential functions in certain problems. We proceed by looking for a polynomial with no constant term

$$
p(x) = \sum_{1 \leq |n| \leq m} c_n x^n
$$
We wish to show that the Vandermonde system \( A \) that minimizes (3.11).

In order to choose the set \( A \) and measure \( d\mu_x \) consider the following lemma.

**Lemma 3.5.** For any non-zero \( a \in \mathbb{R} \) and \( x_0 \in \mathbb{R}^d \), consider the grid \( \{ x_0 + an \mid 1 \leq |n| \leq m \} \). For any point on this grid we assign a value \( b_n \). Then, there exists a unique polynomial \( p(x) = \sum_{1 \leq |n| \leq m} c_n x^n \) in \( \mathbb{R}^d \) of order \( m \) such that \( p(x_0 + an) = b_n \) for all \( 1 \leq |n| \leq m \).

**Proof.** We wish to show that the Vandermonde system \( \sum_{1 \leq |n| \leq m} c_n (x_0 + an)^n \), \( 1 \leq |n| \leq m \) has a unique solution for all \( \{ b_n \}_{1 \leq |n| \leq m} \). Since the number of equations is equal to the number of unknowns, it is sufficient to show that the homogeneous system, \( b_n = 0, \forall n \) has only the trivial solution.

The cases \( d = 1 \) or \( m = 0 \) are trivial. The rest is proved by induction: Without loss of generality, let \( x_0 = 0 \) and denote \( x = (x_1, \ldots, x_d) \) and similarly for \( n \). Consider \( q(x) = p(x_1 = 0) = \sum_{1 \leq |n| \leq m, n_1 = 0} c_n x^n \). It is a polynomial in \( \mathbb{R}^{d-1} \) of degree \( m \). By induction, \( q(x) \) is the zero polynomial, i.e., \( c_n = 0 \) for all \( \{ 1 \leq |n| \leq m, n_1 = 0 \} \). Hence, \( p(x) \) can be divided by \( x_1 \). Let \( w(x) = p(x)/x_1 \), a polynomial in \( \mathbb{R}^d \) of degree \( m - 1 \) that vanishes on the grid \( an, \ |n| \leq m, n_1 = 0 \). By the induction hypothesis, \( w(x) \) is the zero polynomial. Hence, \( c_n = 0 \) for all \( n \). \( \square \)

In light of this lemma, the set \( A \) can be taken to be the discrete set of points \( A = \{ x_0 + an : a \neq 0, 1 \leq |n| \leq m \} \) and \( d\mu_x \) the counting measure. In other words, we minimize

\[
\min_{p \in \mathbb{P}_m(\mathbb{R}^d)} \sum_{1 \leq |n| \leq m} |\nabla_x p(x_0 + an) \cdot \phi(x_0 + an)|^2,
\]

where \( \mathbb{P}_m(\mathbb{R}^d) \) is the set of all polynomials in \( \mathbb{R}^d \), and any \( x_0 \in \mathbb{R}^d, a \neq 0 \). As before, \( \phi(x) \) denotes the function \( dx/dt \). \( a \) and \( x_0 \) should be chosen such that \( A \) is a constant distance away from the zero of \( f_x \).

This is a least square problem whose unknowns are the coefficients of the polynomial \( p \). Theorems 3.3 and Lemma 3.5 suggest that this minimum should be of order one. Using, for instance, singular value decomposition, one can find a basis to the space of all polynomials. The eigenvectors, i.e., the coefficients, that correspond to eigenvalues of the order one define our slow variables.

For systems of the form (3.1), we know that we should search for \( r + d_z \) polynomials that can serve as a change of coordinates. In general, we begin by searching for low degree polynomials that involve only a small number of coordinates and gradually look for more complicated ones. Once a slow variable is detected, the procedure is repeated with an additional constraint that the coefficients of the new polynomial are perpendicular (in the space of coefficients) to the ones already detected. The constraint can be implemented as a penalty to the minimization. Once a new slow variable \( \xi_i \) is identified, we check the rank of \( \partial \xi/\partial x \) at an appropriate set of points (also on a grid \( x_0 + an \)). If \( \partial \xi/\partial x \) does not have full rank, then the new slow variable is discarded. For high dimensional problems, it is sometimes possible to reduce the number of free parameters using symmetries of the particular equations of interest.

In addition, it is often useful to try to identify linear combinations of the slow variables that involve the least possible number of non-zero entries. We employed a “clean up” algorithm in order to obtain a simple set of slow variables that can
help in our understanding of the slow dynamics. This process is not essential for the HMM algorithm.

4. Time Averaging

In this section we estimate the difference between angle and local time averages for integrable functions $\alpha(x)$. Our estimates apply to any system of ODEs that, following a change of variables $\Psi: x \to (\xi, \phi, \gamma)$, take the form (2.1) along with dissipative variables, i.e.,

\[
\begin{align*}
\dot{\xi} &= F(\xi, \phi, \gamma), \\
\dot{\phi} &= \epsilon^{-1} \Omega(\xi) + G(\xi, \phi, \gamma),
\end{align*}
\]

where $|\gamma| \leq C/(D + (t/\epsilon)^\ell)$, for some $\ell \geq 1$ and $f, g, \Omega \in C^1$. For the rest of the paper we use $C$ and $D$ as generic positive constants whose values may change between expressions.

Let $\alpha(x) = \alpha(\Psi^{-1}(\xi, \phi, \gamma)) \equiv \tilde{\alpha}(\xi, \phi, \gamma)$. For simplicity, we drop the tilde notation. We recall that

\[
\langle \alpha \rangle(t) = \langle \alpha(x(\cdot)) \rangle(\eta(t)) = \int_{t-\eta}^{t+\eta} K(\eta) \alpha(x(\tau)) d\tau.
\]

and

\[
\bar{\alpha}(t) = \int_{S^1} \alpha(\xi(t), \phi, \gamma = 0) d\phi.
\]

Let $\alpha^{(q)}(t)$ denote the $q$-th time derivative and $\alpha^{(q)}(t)$ a $q$-th anti-derivative of a $C^q$ function $\alpha$. In particular, $\alpha^{(0)} = \alpha^{[0]} = \alpha$. The integration constant will be specified in each case.

**Definition 4.1.** Let $K^{p,q}$ denote the space of $C^q$ functions which are even, supported on $[-1,1]$, normalized and have $p$ vanishing moments, i.e.

\[
\int_{-1}^{1} K(\tau)\tau^\nu d\tau = \begin{cases} 1 & \nu = 0, \\ 0 & \nu = 1 \ldots p. \end{cases}
\]

The following well-known lemma will be useful.

**Lemma 4.2.** Let $\beta(t)$ denote an integrable function with period $T_0$. For $K \in K^{p,q}$, for some positive constant $C$,

\[
|K(\cdot) * \beta(\epsilon^{-1} \cdot) - \bar{\beta}| \leq C \|\beta\|_{\infty} ||K||_{W^{1,q}} \left( \frac{\epsilon}{\eta} \right)^q,
\]

where $\| \cdot \|_{\infty}$ denotes the sup norm in $D_0$,

\[
||\beta||_{\infty} = \sup_{x \in D_0} |\beta(x)|,
\]

and

\[
||K||_{W^{1,q}} = \int_{-1}^{1} K^{(q)}(t) dt.
\]

A proof can be found in [12].

The following theorem estimates the difference $|\langle \alpha \rangle(t) - \bar{\alpha}|$ for any $C^1$ function $\alpha(x) = \alpha(\xi, \phi, \gamma)$. It is a generalization of a similar theorem found in [12]. Without loss of generality, we take $t = 0.$
Theorem 4.4. Let $x(t)$ solve (1.1) in $[-\eta, \eta]$, $0 < \eta < 1$, with initial conditions $x(-\eta) = x_-$, $x(\eta) = (\xi_-, \phi_-, \gamma_-) \in D$. Also, suppose that $K \in \mathbb{R}^{p,q}$ and $\xi(t) \in C^1$. Then

$$ \langle \alpha(x) \rangle \eta(0) = \alpha(\xi_0) \leq C \max \left\{ \eta, \eta', \left( \frac{\epsilon}{\eta} \right)^q \right\}, $$

where $\xi_0 = \xi(0)$.

Proof. Denote $\xi(t) := \xi(x(t))$, $\gamma(t) := \gamma(x(t))$, and

$$ \dot{\phi} = \Omega(\xi(t)) + e\eta(\xi(t), \phi(t), \gamma(t)), \quad \theta(-\eta) = \phi_-, \quad \psi(-\eta) = \phi_-. $$

For $|t| \leq \eta$, expanding $\alpha(\xi(t), \psi(t), \gamma(t))$ around $\alpha(\xi_0, \phi(t), 0)$ we obtain

$$ \alpha(\xi(t), \psi(t), \gamma(t)) = \alpha(\xi_0, \psi(t), 0) + R_I(\xi, \psi, \gamma, t) + R_{II}(\xi, \psi, \gamma, t) + R_{III}(\xi, \psi, \gamma, t), $$

where $|R_I| \leq C|\xi(t) - \xi_0|$, $|R_{II}| \leq C|\psi(t) - \phi(t)|$, and $|R_{III}| \leq |\gamma(t)|$ for some positive constant $C$. For smooth $\xi(t)$, $R_I$ is thus bounded by the Lipschitz constant of $\xi(t)$, i.e. $|R_I| \leq C_1 \eta$. By the hypothesis on $|\gamma|$, $|R_{II}| \leq C_2 \eta$. Let $w(t) = \phi(t) - \psi(t)$, then we have the inequalities $w \leq C_3 |\xi(t) - \xi_0| + \epsilon C_3 \leq C_4(\eta + \epsilon)$. Using the initial condition $w(-\eta) = 0$, we have that for $|t| \leq \eta$,

$$ |\phi(t) - \psi(t)| = |w(t)| \leq C_4(\eta^2 + \eta\epsilon). $$

Now average (1.1) by the kernel $K_\eta$:

$$ K_\eta * \alpha(\xi(\cdot), \phi(\cdot), \gamma(\cdot)) = K_\eta * \alpha(\xi_0, \psi(\cdot), 0) + K_\eta * (R_I(\xi, \psi, \gamma, \cdot) + R_{II}(\xi, \psi, \gamma, \cdot) + R_{III}(\xi, \psi, \gamma, \cdot)). $$

Using Lemma 4.2 and the estimates obtained above, we get

$$ |	ilde{\alpha}(x) - \langle \alpha(x) \rangle| = |\tilde{\alpha}(x) - K_\eta * \alpha(\xi_0, \psi(\cdot), 0) + K_\eta * (R_I(\xi, \psi, \gamma, \cdot) + R_{II}(\xi, \psi, \gamma, \cdot) + R_{III}(\xi, \psi, \gamma, \cdot))|. \quad \square $$

The above theorem shows that time averages approximate averages using angular coordinates for any system of ODEs that takes the form of (1.1). However, the estimate (1.8) is not tight. Improved bounds can be obtained for particular cases. For example, we consider a simple case with no dissipative modes and constant $\phi$, i.e., $\Omega \equiv \omega$.

Theorem 4.4. Let $K \in \mathbb{R}^{p,q}$ and $\alpha \in C^{p+1}$. Suppose also that $\xi(t) = \xi(x(t)) \in C^{p+1}$. Then,

$$ \langle \tilde{\alpha}(t) - \langle \alpha(t) \rangle \rangle \leq C \left( \sum_{k=0}^{p} ||a(k)||_\infty \right) ||K||_{W^{1,q}} \max \left\{ \eta^{p+1}, \left( \frac{\epsilon}{\eta} \right)^q \right\}. $$

Proof. The proof is essentially the same as the proof of Theorem 4.3. The only difference is that $\xi(t)$ and $\alpha(\xi(t), \phi)$ are expanded to order $p+1$:

$$ \xi(t) = \xi_0 + \sum_{k=1}^{p} \tau^k \xi(k)(0) + \tau^{p+1} \xi^{(p+1)}(\tau^*) \frac{(p+1)!}{(p+1)!}, $$

$$ \alpha(\xi(t), \phi) = \alpha(\xi_0, \phi) + \sum_{k=1}^{p} \tau^k \alpha(k)(0) \frac{(p+1)!}{k!} \frac{\phi}{(p+1)!} + \tau^{p+1} \alpha^{(p+1)}(\tau = \tau^*, \phi). $$
where \( \xi_0 = \xi(0), \tau^*, \tau^{**} \in [-\tau, \tau] \) and \( \alpha_k \) are some functions of \( \phi \). A calculation similar to Lemma 4.2 shows that
\[
(5.12) \quad |K_\eta \ast (\tau^k \beta_k)| \leq C||\alpha^{(k)}||_\infty |K||_{W^{1,\eta}} \left( \frac{\varepsilon}{\eta} \right). \]
In addition, the last term is trivially bounded by \( C\eta^{p+1} \) for \( |\tau| \leq \eta \). \( \square \)

Suppose we identify \( \Xi(x) = \xi(x) + \delta(x) \), as slow variables instead of the correct ones \( \xi(x) \). For shorthand we denote \( \dot{\xi} = \xi(x, t) \) and similarly for \( \phi \) and \( \delta \). As a consequence, local time averages of a function \( g(\xi, \phi) \) are replaced by
\[
\langle g(\Xi, \phi) \rangle_\eta = K_\eta \ast [g(\xi + \delta, \phi)] = K_\eta \ast g(\xi, \phi) + K_\eta \ast [\delta g'(\xi, \phi)] + O(\delta^2). \]
The last term, which is the leading order term in the error introduced using the wrong slow variable, is of order \( \delta/\eta \).

5. Higher order schemes

In this section we describe how the algorithm outlined in Section 2.2 can be generalized to other explicit Macro-solvers of order \( s \geq 2 \). For simplicity, we concentrate on the explicit mid-point method. It is possible to construct other methods in a similar fashion.

Let \( z(t) \) denote the solution of
\[
(5.1) \quad \dot{z} = f(z), \quad z(0) = z_0. \]
Recall the form of a single step of size \( H \) using the usual second order mid-point rule for integrating the equation for \( z(t) \):
\[
k_1 = f(x_n), \quad x_{n+1/2} = x_n + \frac{1}{2} H k_1, \]
\[
k_2 = f(x_{n+1/2}), \quad x_{n+1} = x_n + H k_2. \]

For the problem at hand, consider first a case in which \( \xi(t) \) has no dissipative modes. The benefit of this situation is that it is possible to integrate the ODE \((1.1)\) both forward and backward in time. Suppose that at time \( t_n \), we have \( x(t_n) = x_n \), which corresponds to \( (\xi_n, \phi_n) \). We would like to approximate the averaged force \( \bar{F}(\xi_n) \) using local time averages. We therefore have
\[
(5.3) \quad \bar{f}(\xi_n) \sim \langle \dot{\xi} \rangle_\eta = (K_\eta' \ast \xi''), \]
where \( \xi(t) \) denotes \( \xi(x(t)) \) as obtained by the micro-solver for \( t \in [t_n - \eta, t_n + \eta] \), integrated from \( t_n \) backwards to \( t_n - \eta \) and from \( t_n \) forward to \( t_n + \eta \) with initial condition \( x(t_n) = x_n \). Note that the difference between \((5.3)\) and the expression appearing in the algorithm described in Section 2.2 is that in \((5.3)\) the average is evaluated at \( t = t_n \) rather than at \( t = t_n + \eta \). In order to integrate \( \dot{\xi} \) using the mid-point rule we take
\[
(5.4) \quad k_1^\eta = (K_\eta' \ast \xi''), \quad k_1^x = \delta x, \]
\[
x_{n+1/2} = x_n + \frac{1}{2} H k_1^x,
\]
where \( \delta x \) is consistent with \( \langle \dot{\xi} \rangle_\eta(t_n) \), i.e., \( \delta x \cdot \nabla \xi_i(x_n) = \langle \dot{\xi}_i \rangle_\eta(t_n) \) for all \( i = 1 \ldots r \). The second half of the step at \( t_{n+1/2} = t_n + H/2 \) is
\[
(5.5) \quad k_2^\eta = (K_\eta' \ast \dot{\xi}''), \quad k_2^x = \delta x, \]
\[
x_{n+1} = x_n + H k_2^x,
\]
Figure 3. The picture depicts the implementation of the midpoint rule using (5.6) and (5.7) for a simple two-dimensional system that oscillates with a frequency of the order $\epsilon^{-1}$ and expands on an $O(1)$ time scale. The dotted line depicts the trajectories obtained by the micro-solver. The bold arcs depict the steps taken by the Macro-solver.

where $\tilde{\xi}(t)$ denotes $\xi(x(t))$ as obtained by the micro-solver for $t \in [t_n^{1/2} - \eta, t_n^{1/2} + \eta]$, integrated from $t_n^{1/2}$ backwards to $t_n^{1/2} - \eta$ and from $t_n^{1/2}$ forward to $t_n^{1/2} + \eta$ with initial condition $x(t_n^{1/2}) = x_n^{1/2}$. As before, $\delta x$ is consistent with $\langle \dot{\xi} \rangle_{\eta}(t_n^{1/2})$. Using the method described above, the error in each step of the Macro-solver is $O(H^3)$. Additional integration schemes, for instance, fourth order Runge-Kutta, are implemented in a similar way.

Generally, if (1.1) has one or more dissipative modes, then it is not possible to integrate the ODE backwards and the method described above needs to be modified. Our implementation for the second order mid-point scheme is depicted in Figure 3. The first step is the same as before:

$$k_1^\eta = (K_{\eta}^* \cdot \xi(\cdot)), \quad k_1^\times = \delta x,$$

$$x_{n+1/2} = x(t_n + \eta) + \frac{1}{2} H k_1^\times,$$

where $\xi(t)$ denotes $\xi(x(t))$ as obtained by the micro-solver for $t \in [t_n, t_n + 2\eta]$, integrated from $t_n$ forward to $t_n + 2\eta$ with initial conditions $x(t_n) = x_n$ and $x(t_n + \eta)$ denotes the value of $x$ at the middle of the micro-simulation. For the second step we would like to evaluate $\langle \dot{\xi} \rangle_{\eta}(t_n^{1/2} + \eta)$ at $x = x_n^{1/2}$. However, since the kernel $K$ is symmetric, we need to start the micro-solver a time $\eta$ earlier, at a point that is not known. This initial point can be approximated by taking a step $\delta x_n$, starting at $x_n$ (rather than $x_n^{1/2}$) and consistent with $\langle \dot{\xi} \rangle_{\eta}(t_n^{1/2} + \eta)$. The second step in the mid-point rule therefore has the form

$$k_2^\eta = (K_{\eta}^* \cdot \tilde{\xi}(\cdot)), \quad k_2^\times = \delta \tilde{x},$$

$$x_{n+1} = x_0 + H k_2^\times,$$
where \( \tilde{\xi}(t) \) denotes the solution of the micro-solver for \( t \in [t_{n+1/2}, t_{n+1/2} + 2\eta] \) with initial conditions \( x(t_{n+1/2}) = x_n + H\delta x_n/2 \). This method does not cancel the second order term (in \( H \)) exactly and leaves a residual error of the order of \( H\eta \).

6. Accuracy and Efficiency

In this section we analyze the accuracy of the suggested method outlined in Section 2.2. Each step of the approximations preformed in our algorithm introduces a numerical error. In order to optimize performance, the different sources of errors are balanced to a fixed prescribed accuracy \( \Delta \). We show how the different parameters, \( \epsilon, \eta, h \) and \( H \) scale with \( \Delta \) in order to have a global accuracy of order \( \Delta \). Note that the maximal possible accuracy is \( \Delta = \epsilon \), since this is the error introduced by simulating the averaged equation rather than the original one. We also study the \( \Delta \) dependence of the complexity of the algorithm.

We begin by estimating the error in our evaluation of the averaged force \( \bar{F} \). There are several sources of errors:

- Global error in each micro-simulation. Using an \( m \)-th order method with step size \( h \) the global error is \( \eta h^m/\epsilon^{m+1} \).
- Quadrature error in \( K_\eta \ast \xi \): Using a quadrature formula of degree \( r \) the error is \( \eta h^m/\epsilon^{(m+1)} \). However, due to the regularity of the kernel used, \( K \in C^q \), the integrand is smooth and periodic. Hence, the coefficients of its Fourier decomposition decay very fast. As a result, it is advantageous to use the trapezoidal rule, which is exact for \( e^{2\pi ikx} \), \( k \in \mathbb{N} \). This implies that the quadrature error is typically very small and can be ignored.
- Approximating \( \bar{F} \) by \( \langle F \rangle_\eta \): Using a kernel \( K \in \mathbb{K}^{p,q} \) the error is the larger between \( \eta^p \) and \( (\epsilon/\eta)^q/\eta \). Note that we are losing one order of \( \eta \) compared to Lemma 4.2 since \( \bar{F} \) is found through integration by parts (cf. Section 2.2). The above two bounds to the averaging error are equal if \( \eta^{p+q+1} = \epsilon^q \), where, for large \( \eta \), the term \( \eta^p \) dominates, while for small \( \eta \) the other. Since we would like to optimize our complexity, it is always preferable to work in the latter regime. Hence, we can take the averaging error to be \( (\epsilon/\eta)^q/\eta \).
- Error due to inaccurate slow variables: Denoting the accuracy of the slow variables by \( \delta < \eta \), the error in \( \langle F \rangle_\eta \) is \( \delta/\eta \). For the rest of this discussion this error is also ignored.

For simplicity, we describe the error analysis for systems without dissipative modes. Systems with dissipative modes may involve additional errors, both from local time averages, which are evaluated in Theorem 4.3 and from the use of high-order methods, as discussed in Section 5. Balancing all terms yields the optimal scaling of the simulation parameters with \( \Delta \).

The global accuracy of integrating the original ODE to time \( T = O(1) \) using a Macro-solver of order \( s \) with step size \( H \) is, assuming errors are accumulative,

\[
E \leq D \max \left\{ H^s, \frac{\eta h^m}{\epsilon^{m+1}}, \frac{\epsilon^q}{\eta^{q+1}} \right\},
\]

For some \( D > 0 \): For shorthand we drop the constant in all following expressions.
Balancing the different sources of errors to a prescribed accuracy $\Delta$ yields

$$\eta = \epsilon^{1+\frac{1}{m(q+1)}} \Delta^{-\frac{1}{m(q+1)}},$$

(6.2)

$$H = \Delta^{\frac{1}{m(q+1)}},$$

$$h = \epsilon^{1+\frac{1}{m(q+1)} \frac{1}{m(q+1)}}.$$

The complexity is, with a smooth kernel we can consider the $q \to \infty$ limit:

$$C = \frac{\eta}{h} \frac{T}{H} = \epsilon^{-\frac{m+1}{m(q+1)}} \Delta^{-\frac{1}{m(q+1)} - \frac{1}{m(q+1)}}.$$

(6.3)

In this case the complexity is reduced to

$$C(q \to \infty) = \Delta^{-\frac{1}{m(q+1)}}.$$

Figure 4 depicts the relative error of the HMM approximation compared to the analytical solution of the linear system discussed in Section 7.1 (with dissipative modes). The kernel was constructed from polynomials to have exactly two continuous derivatives and a single vanishing moment, i.e., $q = 2$ and $p = 1$. Fourth order Runge-Kutta schemes were used for both the micro- and the Macro-solvers. The simulation parameters are chosen to balance all errors as discussed above.

From the parameter scaling (6.2) it is clear that the step size of the Macro-solver, $H$, does not depend on the stiffness $\epsilon$, but only on the prescribed accuracy $\Delta$. Our algorithm is therefore multiscale in the sense that it converges uniformly for all $\epsilon < \epsilon_0$. More precisely, denote the sample times of the Macro-solver by $t_0 = 0, \ldots, t_N = T$ and the corresponding numerical approximations for $x$ by $x_0, \ldots, x_N$. The exact solution is denoted $x(t)$. We have that, for any variable $\alpha(x)$ that is slow with respect to $x(t)$,

$$\lim_{H \to 0} \sup_{k=0 \ldots N} \sup_{\epsilon < \epsilon_0} |\alpha(x(t_k)) - \alpha(x_k)| \to 0.$$

(6.5)

Note that the order of the limits is important.
7. Examples

In this section we present a few example ODE systems that fall under the category of equation (3.1) and compare the numerical solution of the HMM to other methods.

7.1. A simple linear example. We begin with a simple example of a linear system that contains both oscillatory and dissipative modes:

\[
\begin{align*}
\dot{x}_1 &= \epsilon^{-1} x_2 + x_1 + 2x_3, \\
\dot{x}_2 &= -\epsilon^{-1} x_1 + x_2, \\
\dot{x}_3 &= -\epsilon^{-1} x_3,
\end{align*}
\]

(7.1)

with initial conditions \((x_1, x_2, x_3)(0) = (1, 0, 1)\). The solution is

\[
\begin{align*}
x_1(0) &= (1 + \epsilon)e^t \cos \epsilon^{-1} t - \epsilon e^{-\epsilon} e^{-\epsilon^{-1} t}, \\
x_2(0) &= (1 + \epsilon)e^t \sin \epsilon^{-1} t, \\
x_3(0) &= e^{-\epsilon} e^{-\epsilon^{-1} t}.
\end{align*}
\]

(7.2)

The system admits a single slow variable \(\xi = x_1^2 + x_2^2\). Outside a neighborhood of \(\xi = 0\) the diffeomorphism \(\Phi\) can be taken as

\[
\Phi(x) = (x_2^2 + x_2^2, \arctan(x_2/x_1), x_3) \equiv (\xi, \phi, \gamma).
\]

(7.3)

The Jacobian is \(\det \nabla \Phi = 2i\) in \(\xi > 0\). Figure 5a depicts the HMM approximation of \(x_1\) and \(x_2\) compared to the analytical one (7.2). Our algorithm correctly approximates the slow variable \(\xi = x_1^2 + x_2^2\), while the phase, \(\phi\), and the dissipative variable, \(x_3\), are lost. Simulation parameters are \(\epsilon = 10^{-5}, \eta = 5.4\epsilon, h = \epsilon/15, T = 10\) and \(H = 0.5\). The kernel used in averaging is

\[
K(t) = Z^{-1} \exp \left( -\frac{5}{4} + \frac{1}{(t+1)(t-1)} \right),
\]

(7.4)

where \(Z\) is a normalization constant. Hence, \(K \in \mathbb{K}^{\infty,1}\), i.e., \(C^\infty\) with a single vanishing moment. Both micro- and Macro-solvers implement a fourth order Runge-Kutta scheme. Figure 5b depicts the HMM approximation for several local averages and functionals. Note that the algorithm correctly approximates the value of the oscillating observables even though the Macro step size may be much larger than their period.

7.2. Stellar orbits in a galaxy. The following is a well studied system taken from the theory of stellar orbits in a galaxy [23, 24]

\[
\begin{align*}
r_1'' + a^2 r_1 &= \epsilon r_2^2, \\
r_2'' + b^2 r_2 &= 2\epsilon r_1 r_2,
\end{align*}
\]

(7.5)

where \(r_1(s)\) stands for the radial displacement of the orbit of a star from a reference circular orbit and \(r_2(s)\) stands for the deviation of the orbit from the galactic plane. The time-like variable \(s \in [0, \epsilon^{-1} S]\) denotes the angle of the planets in a reference plane. Initial conditions are \(r_1(0) = r_2(0) = 1\) and \(r_1'(0) = r_2'(0) = 0\). Changing variable to \(x = (x_1, v_1, x_2, v_2)^T = (r_1, r_1'/a, r_2, r_2'/b)^T\) and \(t = \epsilon s\), equation (7.3) becomes

\[
\dot{x} = \epsilon^{-1} A x + f(x), \quad x(0) = x_0,
\]

(7.6)
Figure 5. The HMM approximation to the solution of the linear example (7.1). (a) Trajectory of the $x_1$ and $x_2$ coordinates: The HMM time steps are denoted by circles while squares denote the exact solution at the same times. The dotted circles are guides for the eye. (b) Example of local time averages and functionals. The dotted curve denotes the exact value for $\langle x_1^2 \rangle_\eta$, the solid curve of $\langle 5 \cos(x_1^2 x_2) \rangle_\eta$ and the dashed curve of $\int_0^t 0.5 x_1^2(\tau) d\tau$. The HMM values for the same observables are denoted by plus signs.

where

\[
A = \begin{pmatrix}
0 & a & 0 & 0 \\
-a & 0 & 0 & b \\
0 & 0 & 0 & -b \\
0 & 0 & -b & 0 \\
\end{pmatrix},
\]

\[
f(x) = \begin{pmatrix}
0 \\
x_2^2/a \\
0 \\
2x_1 x_2/b \\
\end{pmatrix},
\]

\[
x_0 = \begin{pmatrix}
1 \\
1 \\
0 \\
0 \\
\end{pmatrix}.
\]

To see how resonances occur, consider the following change of variables:

\[
(7.8)
\]

\[
\begin{align*}
\xi_1 &= x_1^2 + v_1^2, & \tan a \phi_1 &= v_1/x_1, \\
\xi_2 &= x_2^2 + v_2^2, & \tan b \phi_2 &= v_2/x_2.
\end{align*}
\]

The coordinates $\xi_1$ and $\xi_2$ correspond to the amplitudes of the two oscillators, $(x_1, y_1)$ and $(x_2, y_2)$, respectively. $\phi_1$ and $\phi_2$ correspond to the phase of each one of the oscillators. Under (7.8), the ODE (7.6) takes the form

\[
(7.9)
\]

\[
\begin{align*}
\dot{\xi}_1 &= (2a)^{-1} \sqrt{\xi_1} \xi_2 \left[ 2 \sin a \phi_1 - \sin(a \phi_1 + 2b \phi_2) - \sin(a \phi_1 - 2b \phi_2) \right], \\
\dot{\xi}_2 &= b^{-1} \sqrt{\xi_1} \xi_2 \left[ \sin(a \phi_1 + 2b \phi_2) - \sin(a \phi_1 - 2b \phi_2) \right], \\
\dot{\phi}_1 &= -\epsilon^{-1} + \xi_2 (4a^2 \sqrt{\xi_1})^{-1} \left[ -2 \cos a \phi_1 + \cos(a \phi_1 + 2b \phi_2) + \cos(a \phi_1 - 2b \phi_2) \right], \\
\dot{\phi}_2 &= -\epsilon^{-1} + \sqrt{\xi_1} (2b^2)^{-1} \left[ -2 \cos a \phi_1 + \cos(a \phi_1 + 2b \phi_2) + \cos(a \phi_1 - 2b \phi_2) \right].
\end{align*}
\]

It is clear that $\xi_1$ and $\xi_2$ are slow. Naive averaging of $\dot{\xi}_1$ and $\dot{\xi}_2$ over $\phi_1$ and $\phi_2$ independently yields a wrong limiting effective equations for $\xi_1$ and $\xi_2$:

\[
(7.10)
\]

\[
\dot{\xi}_1 = 0; \quad \dot{\xi}_2 = 0.
\]
Equation (7.10) is correct, except for the special cases in which either the \(a\phi_1 + 2b\phi_2\) or \(a\phi_1 - 2b\phi_2\) are slow and the effective equations become more complicated. When \(a = \pm 2b\), the leading term in the fast evolution of \(\theta = a\phi_1 \mp 2b\phi_2\) is cancelled exactly and \(\theta\) is a slow variable. The system is then said to be in (mechanical) resonance. In our algorithm, the requirement that \(\theta\) is slow can be taken into account by adding a third slow variable. The algorithm described in Section 3.2 identifies the cubic polynomial

\[
\theta = x_1^2 + 2v_1x_2v_2 - x_1v_2^2.
\]

The fast variable can be taken to be \(\phi = \phi_1\) although our algorithm does not require identifying it. The choice of cubic polynomial (7.11) is not unique. However, any other slow variable can be expressed as a function of \(\xi_1, \xi_2\) and \(\theta\). Figure 6 compares the HMM solution to a numerical integration of (7.5) using the fourth order Runge-Kutta method with a step size of \(\epsilon/50\). HMM parameters are \(\epsilon = 10^{-5}, h = \epsilon/50, H = 0.3\) and \(\eta = 10.28\epsilon\). In graph (b) \(\eta = 30.28\epsilon\) was used. Both micro- and Macro-solvers are fourth order Runge-Kutta. It is important to note that although \(\theta\) is constant throughout the simulation, it is not possible to approximate \(\xi_1\) and \(\xi_2\) correctly without taking account of \(\theta\) as well.

**Figure 6.** Numerical solution of the stellar equations (7.6). The solid line is the Runge-Kutta solution with step size of order \(\epsilon\) while plus signs are the HMM approximation. Figure (a) shows the slow variables and figure (b) shows examples of local time averages.

### 7.3. Kapitza’s inverted pendulum

The following example, suggested by P.L. Kapitza [37] considers a pendulum with a rigid arm that is attached at one of its ends to a mechanical motor. The set up of the system is depicted in Figure 7a. The motor causes the point of suspension of the arm to vibrate up and down with amplitude \(\epsilon\) and frequency \(\epsilon^{-1}\). Surprisingly, the fast vibrations of the motor can cause the pendulum to oscillate slowly (with a \(O(1)\) frequency) around the inverted position, in which its arm is pointing up. Denoting by \(\theta\) the angle between the pendulum arm and the upward direction, the equation of motion for the system becomes

\[
I\ddot{\theta} = \left[ g + \epsilon^{-1}\sin(2\pi\epsilon^{-1}t) \right] \sin \theta,
\]

**Figure 7a.** The pendulum and motor in Kapitza’s inverted pendulum experiment. The pendulum’s arm is rigid and can rotate about a point located at one of its ends. The motor causes the point of suspension of the arm to vibrate up and down with amplitude \(\epsilon\) and frequency \(\epsilon^{-1}\). The pendulum is able to oscillate slowly (with a \(O(1)\) frequency) around the inverted position, in which its arm is pointing up. Denoting by \(\theta\) the angle between the pendulum arm and the upward direction, the equation of motion for the system becomes

\[
I\ddot{\theta} = \left[ g + \epsilon^{-1}\sin(2\pi\epsilon^{-1}t) \right] \sin \theta,
\]
Figure 7. (a) Kapitza’s pendulum has a rigid arm which is attached to a motor that is vibrating fast. The centrifugal force pulls the arm upwards. (b) Comparison of the HMM approximation for the solution of the equations describing the dynamics of Kapitza’s pendulum to the Verlet method with step size of order $\epsilon$. The solid curve depicts $\theta$ while the dotted curve depicts $\psi = \dot{\theta} + \sin \theta \cos(2\pi \epsilon^{-1} t)/(2\pi l)$.

where $l$ is the length of the pendulum’s arm and $g$ is the gravitational constant. The averaged dynamics of the pendulum was studied analytically in [31]. Sharp et al. [36] used the HMM framework to numerically integrate (7.12). Their approach, however, is different from the one described in this paper.

In order to put (7.12) in a form for which our method for finding polynomial slow variables can be applied, let $x_1 = \cos(2\pi \epsilon^{-1} t)$, $x_2 = \sin(2\pi \epsilon^{-1} t)$, $y_1 = \sin \theta$, $y_2 = \cos \theta$ and $z = \dot{\theta}$. Equation (7.12) becomes

\[
\begin{align*}
\dot{x}_1 &= 2\pi \epsilon^{-1} x_2, \\
\dot{x}_2 &= -2\pi \epsilon^{-1} x_1, \\
\dot{y}_1 &= y_2 z, \\
\dot{y}_2 &= -y_1 z, \\
\dot{z} &= \epsilon^{-1} l^{-1} x_2 y_1 + gl^{-1} y_1,
\end{align*}
\]

which has the form (3.1). The slow variables admitted by (7.13) are

\[
\begin{align*}
\xi_1 &= y_1, \\
\xi_2 &= y_2, \\
\xi_3 &= x_2^2 + x_1^2, \\
\xi_4 &= z - x_1 y_1/(2\pi l).
\end{align*}
\]

Going back to the original coordinates system, the slow variables are $\theta$ and $\psi = \dot{\theta} + \sin \theta \cos(2\pi \epsilon^{-1} t)/(2\pi l)$. Figure 7 depicts the HMM approximation for $\theta$ and $\psi$ compared to numerical integration of (7.12) using the Verlet method with a step size of order $\epsilon$. Simulation parameters are $\epsilon = 10^{-5}$, $h = \epsilon/40$, and $H = 0.25$ and $\eta = 25.4\epsilon$.

7.4. The Fermi-Pasta-Ulam model. The Fermi-Pasta-Ulam model [14] is a simple system of unit mass particles connected by springs. The springs alternate between stiff linear and soft non-linear ones. Recently, this model was considered by Hairer et al. [19] as a benchmark problem for studying the long-time properties of
numerical solutions to stiff ODEs using geometric integrators. The model is derived from the following Hamiltonian:

\[
H(p, q) = \frac{1}{2} \sum_{i=1}^{2k} p_i^2 + \frac{1}{4} \epsilon^{-2} \sum_{i=1}^{k} (q_{2i-1} - q_{2i})^2 + \sum_{i=0}^{k} (q_{2i+1} - q_{2i})^4.
\]

The following linear change of variables is convenient since it separates the elongations of the stiff springs and associated momentum:

\[
x_i = \epsilon^{-1} (q_{2i-1} - q_{2i}) / \sqrt{2}, \quad v_i = (p_{2i-1} - p_{2i}) / \sqrt{2},
\]

and a second set of variables associated with the soft springs:

\[
y_i = (q_{2i-1} + q_{2i}) / \sqrt{2}, \quad u_i = (p_{2i-1} + p_{2i}) / \sqrt{2},
\]

Defining \( y_0 = x_0 = y_{2k+1} = x_{2k+1} = 0 \), the equations of motion become

\[
\begin{aligned}
\dot{y}_i &= u_i, \\
\dot{x}_i &= \epsilon^{-1} v_i, \\
\dot{u}_i &= -(y_i - cx_i - y_{i-1} - cx_{i-1})^3 + (y_{i+1} - cx_{i+1} - y_i - cx_i)^3, \\
\dot{v}_i &= -\epsilon^{-1} x_i + (y_i - cx_i - y_{i-1} - cx_{i-1})^3 + (y_{i+1} - cx_{i+1} - y_i - cx_i)^3.
\end{aligned}
\]

Typical initial conditions are \( x_1 = y_1 = v_1 = u_1 = 1 \) and zero otherwise, which means that initially \( k - 1 \) of the stiff springs are at rest. The system admits \( 4k - 1 \) slow variables. First are all the degrees of freedom which are related to the soft springs: \( y_i \) and \( u_i \), \( i = 1 \ldots k \). Second, the total energy (kinetic + potential) of the stiff springs, \( I_i = x_i^2 + v_i^2 \). Finally, the relative phases between the different stiff springs, \( \phi_i = x_i v_i + v_i x_i, i = 1 \ldots k - 1 \). Any other function \( \alpha(x, y, v, u) \) which is slow under the dynamics of (7.18) can be written as a function of the \( 4k - 1 \) variables described above.

On the \( O(1) \) time scale the system can be evolved using the algorithm described in Section 2. We find that the energy of the stiff springs and their relative phases are fixed, while the degrees of freedom that correspond to the soft springs oscillate in a complicated, non-harmonic way. Figure 8a depicts our results for systems with three stiff springs, \( k = 3 \), and with ten springs, \( k = 10 \), in Figure 9b.

On the \( O(\epsilon^{-1}) \) time scale the dynamics become more interesting as the energies \( I_i \) begin to change. Unfortunately, the averaging theorem cannot be generally extended to the \( \epsilon^{-1} \) time scale due to the exponential dependence on time that appears in (2.4). However, in this case, due to the oscillatory nature of the soft degrees of freedom, the dynamics undergoes additional averaging. To this end we construct the Macro-solver to be almost time-reversible, i.e., the integrator is reversible for \( \epsilon = 0 \). A single Macro step is implemented the following way. First, the soft variables \( y_i \) and \( u_i \) are advanced by half a time step, \( H/2 \). Then, the stiff variables \( x_i \) and \( v_i \) are advanced by a full time step \( H \) while keeping \( y_i \) and \( u_i \) fixed. Finally, \( y_i \) and \( u_i \) are advanced again by half a step. Although we did not prove convergence of the scheme in this set up, the numerical results depicted in Figure 8b for \( k = 3 \) and in Figure 9b, agree with integration of the model using the Verlet method with a step size of order \( \epsilon \). Note that both methods do not approximate the soft degrees of freedom correctly on the longer, \( \epsilon^{-1} \), time scale. Simulation parameters for \( k = 3 \) are \( \epsilon = 10^{-4}, h = \epsilon/15, \) and \( H = 0.02 \) and \( \eta = 20.4\epsilon \). For \( k = 10 \) we used \( \epsilon = 10^{-4}, h = \epsilon/35, \) and \( H = 0.02 \) and \( \eta = 35.4\epsilon \).
8. Conclusion

We have presented a numerical class of algorithms that compute the effective slow behavior of highly oscillatory solutions to ordinary differential equations. A key step is to first numerically detect a set of slow variables, $\xi$, that are effectively closed, i.e., their dynamics is closed in the limit of $\epsilon \to 0$. The main idea is then to integrate an averaged equation for these slow variables. The time stepping operates on two scales. First, a micro-solver evaluates the time derivatives of the identified
slow variables by solving the original system in a short-time segment. The micro-solver is an explicit integrator with step size of the order of $\epsilon$. Then, a Macro-solver evolves the original variables, $x$, by taking a large step that is consistent with the time derivative of the slow variables, obtained by the micro-solver. The Macro-solver, which is effectively integrating the averaged equation, can take steps of size that is almost independent of $\epsilon$. Hence, in order to achieve an a priori fixed accuracy $\Delta$, the overall efficiency of the algorithm is independent of $\epsilon$ asymptotically. This is achieved by simulating a stiffer version of the original ODE.

An important observation is that the slow behavior of a system can be a result of internal mutual cancellation of the oscillations. Such cancellations are called resonance. The slow variables serve as a set of constraints to the fast dynamics of the system. Keeping track of the evolution of these constraints maintains the correct phase difference between different stiff oscillators. As a result, the resonances are resolved and fully accounted for.

We applied this approach successfully to several systems, including the Fermi-Pasta-Ulam problem. This paper considers predominantly problems with fast dynamics in the form of harmonic oscillators. Some of the simpler examples considered in Section 7 can be integrated by other numerical methods. For example, trigonometric or exponential integrators [16, 19, 21], or envelope tracking methods [33] may also be appropriate. In fact, we suspect that most of these schemes will out-perform HMM when applied to reversible systems that are not in resonance. However, the advantage of HMM in general, and the algorithm proposed here in particular, is its applicability to a wider class of ODE systems, including the difficult case of resonance. Several directions await further study. An extension of our approach to the cases of variable coefficients and to fast anharmonic oscillators will be presented in a future publication [2]. In addition, in the Fermi-Pasta-Ulam problem, we already see a need to design a three-scale method so that the $\epsilon^{-1}$ time scale can be computed consistently and efficiently.

Finally, as discussed in the introduction, for suitable systems our method correctly approximates all variables and functionals that are slow with respect to the system dynamics. It may be argued that this criterion is too strict. It is often the case that we are only interested in a smaller set of observables. For instance, temperature, heat capacity, or other statistical averages of a large system. In this case, it is useful to understand which slow variables are essential to a consistent approximation of particular observables. Another generalization of the methods proposed in this paper is to stochastic ordinary differential equations, compare [11, 38].
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