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Abstract. Stieltjes-type polynomials corresponding to measures supported on the unit circle $T$ are introduced and their asymptotic properties away from $T$ are studied for general classes of measures. As an application, we prove the convergence of an associated sequence of interpolating rational functions to the corresponding Carathéodory function. In turn, this is used to give an estimate of the rate of convergence of certain quadrature formulae that resemble the Gauss-Kronrod rule, provided that the integrand is analytic in a neighborhood of $T$.

1. Introduction

Let $\mu$ be a finite positive Borel measure on the real line $\mathbb{R}$ whose compact support contains infinitely many points. Let $p_n(x) = \gamma_n x^n + \ldots, \gamma_n > 0$, denote the orthonormal polynomial of degree $n$ with respect to $\mu$; i.e.,

$$\int p_n(x) p_m(x) \, d\mu(x) = \delta_{n,m}. \quad (1)$$

The $n$th function of the second kind associated with $\mu$ is defined by

$$q_n(z) = \int \frac{p_n(x)}{z-x} \, d\mu(x).$$

Note that, by (1), $q_n(z) = O(1/z^{n+1})$, $z \to \infty$. Therefore,

$$\frac{1}{q_n(z)} = \gamma_n E_{n+1}(z) + O\left(\frac{1}{z}\right), \quad z \to \infty, \quad (2)$$

where $E_{n+1}$ is a monic polynomial of degree $n + 1$. The polynomials $E_{n+1}$ were introduced by Stieltjes [12] in 1894 for the case of the Legendre measure $d\mu(x) = dx$ and are usually named after him. It is easy to see that they satisfy the orthogonality relations

$$\int x^k E_{n+1}(x) p_n(x) \, d\mu(x) = 0, \quad k = 0, 1, \ldots, n. \quad (3)$$
Since their introduction, and especially in the last four decades, Stieltjes polynomials have attracted a great deal of attention coming from a twofold origin. On one hand, though they are orthogonal with respect to the real measure $p_n(x) \, d\mu(x)$, their zeros occasionally show similar properties to those of classical orthogonal polynomials. The ultraspherical measures $d\mu(x) = (1 - x^2)^{\lambda-1/2} \, dx$, $\lambda > -1/2$, suffice to display the rich behavior of the zeros of $E_{n+1}$. Depending on $\lambda$, they may have exemplary zeros which are real, simple, and interlace the zeros of the corresponding orthogonal polynomial, or erratic when most of the zeros are complex (see [27, 21, 5]).

On the other hand, a renewed interest in Stieltjes polynomials is motivated by the use of their zeros as additional nodes in the so-called Gauss-Kronrod quadrature formulae introduced by Kronrod [15] in the sixties. Such quadrature rules arose from the need of estimating simultaneously an approximate value of the integral and the error as well. These rules take the form

$$\int f(x) \, d\mu(x) = \sum_{i=1}^{n} A_{n,i} f(x_{n,i}) + \sum_{j=1}^{n+1} B_{n,j} f(y_{n,j}) + R_{2n+1}(f),$$

where $\{x_{n,i}\}_{i=1}^{n}$ are the zeros of $p_n$, i.e., the Gaussian nodes. The remaining nodes $\{y_{n,j}\}_{j=1}^{n+1}$ and the quadrature weights $\{A_{n,i}\}_{i=1}^{n}$ and $\{B_{n,j}\}_{j=1}^{n+1}$ are chosen so that the rule has the highest possible degree of polynomial exactness. This requirement is equivalent to the fact that the nodal polynomial

$$\prod_{j=1}^{n+1} (x - y_{n,j})$$

satisfies the orthogonality relations [8]. Hence, the nodes $\{y_{n,j}\}_{j=1}^{n+1}$ turn out to be the zeros of the Stieltjes polynomial $E_{n+1}$.

Gauss-Kronrod rules can be computed efficiently [11, 6, 13] and are used in packages for automatic integration [22]. Additionally, the zeros of the Stieltjes polynomials have proved to be useful in product integration [7] and interpolation [8]. For further details on Stieltjes polynomials and Gauss-Kronrod quadrature formulae; see the surveys [9, 18, 19].

One of the aims of this paper is to define polynomials analogous to the Stieltjes polynomials for measures supported on the unit circle $\mathbb{T}$. This is done in Section 2. As will be seen in the next two sections, the resulting polynomial, called of Stieltjes-type, has some distinctive features but shares with its counterpart on the real line two essential properties; namely, its special relationship with the corresponding function of the second kind and satisfying orthogonality conditions which allow its zeros to be considered optimal additional nodes to the Szegő quadrature (the analog on $\mathbb{T}$ of the Gauss-Jacobi rule). Stieltjes-type polynomials are not required to have their zeros lying on the support of the measure since this property is not fulfilled by all Stieltjes polynomials on the real line.

The rest of the paper is organized as follows. Section 3 contains some auxiliary material; in particular, an integral representation which is the key for subsequent developments. Section 4 is mainly dedicated to studying the asymptotic behavior of the second type functions. This is used in Section 5 to establish asymptotic properties of the Stieltjes-type polynomials for general classes of measures. In
particular, we prove that their zeros approach $T$ as the degree of the polynomials goes to infinity and find the zero limit distribution. Finally, in the last section, we prove the convergence of a related sequence of interpolating rational functions to the Carathéodory function defined by the measure. This is used to obtain an estimate of the rate of convergence of the quadrature formulae given by the Szegő and Stieltjes-type nodes provided that the integrand is analytic in a neighborhood of $T$. We refer to these quadrature formulae as Szegő-Kronrod rules. They are well suited for the integration of periodic functions with known periodicity. The present paper provides the foundation for these quadrature rules. For Stieltjes polynomials on the real line, similar properties to those appearing in this paper have been shown in [2].

2. Stieltjes-type polynomials

Let $\Phi_n$ and $\varphi_n$ be the monic orthogonal and orthonormal polynomials, respectively, of degree $n$ with respect to a finite positive Borel measure $\sigma$, whose support $S(\sigma)$ is contained on the unit circle $T$ and has infinitely many points. Thus, $\varphi_n = \kappa_n \Phi_n = \Phi_n / \| \Phi_n \|$, where

$$\langle f, g \rangle = \int f(\zeta) \overline{g(\zeta)} \, d\sigma(\zeta), \quad \| f \|^2 = \langle f, f \rangle.$$

Let $D = \{ z \in \mathbb{C} : |z| < 1 \}$. The polynomials $\Phi_n$ have all their zeros in $D$ so they cannot be used to construct on $T$ an analog of the Gauss-Jacobi rule. Instead, polynomials called para-orthogonal (because of deficiencies in their orthogonality properties) are considered (see [11, 14]). Though the introduction of para-orthogonal polynomials is generally traced back to [14], we have noticed that they appear previously in Theorem III of [10] by Ya. L. Geronimus.

A polynomial $W_n$ of degree $n$ is said to be para-orthogonal with respect to the measure $\sigma$ if it satisfies the conditions

$$\langle W_n, z^k \rangle = 0, \quad k = 1, \ldots, n - 1; \quad \langle W_n, 1 \rangle \neq 0 \neq \langle W_n, z^n \rangle,$$

(4)

$$W^*_n = \beta W_n, \quad |\beta| = 1.$$

For each $n$ such polynomials exist. It is well known that their zeros are simple and lie on the unit circle $T$. Moreover (cf. [14], Theorem 6.1), $W_n$ is para-orthogonal with respect to $\sigma$ if and only if $W_n(z) = \xi_n (\varphi_n + \tau_n \varphi^*_n)$, $\tau_n \in T$, $\xi_n \in \mathbb{C} \setminus \{0\}$, and $\varphi^*_n(z) = z^n \overline{\varphi_n(1/z)}$. In the sequel, we let $w_n = \varphi_n + \tau_n \varphi^*_n$, and write $W_n$ for monic para-orthogonal polynomials. Clearly, $w_n$ depends on $\tau_n$ but this omission will not lead to confusion.

Throughout this paper $P_n$ denotes the space of all polynomials of degree less than or equal to $n$ and $\Lambda_{p,q}$, $p, q \geq 0$, is the space of all rational functions of the form $h/z^p$, $h \in P_{p+q}$. This notation differs from the one usually employed.

When approximating the integral

$$I_\sigma(f) = \int_T f(\zeta) \, d\sigma(\zeta)$$

by means of a quadrature rule

$$I_n(f) = \sum_{i=1}^n \lambda_{n,i} f(z_{n,i}),$$
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it is natural to require that \( I_n \) be exact in a space \( \Lambda_{p,q}, p + q \geq n - 1 \). It turns out (cf. [14]) that if the nodes \( \{z_{n,i}\}_{i=1}^{n} \) are chosen to be the zeros of a para-orthogonal polynomial \( W_n \), there exist positive numbers \( \{\lambda_{n,i}\}_{i=1}^{n} \) such that \( I_{\sigma}(f) = I_{\alpha}(f), f \in \Lambda_{n-1,n-1} \). Such quadrature formulae are called Szegö rules. It can be shown that the space \( \Lambda_{n-1,n-1} \) is the largest possible space of exactness of type \( \Lambda_{p,q} \) for any rule \( I_n \), provided that the \( n \) nodes belong to \( \mathbb{T} \).

Now, we want to construct a quadrature rule retaining the Szegö nodes and adding \( m \) new nodes in an optimal way. The new nodes and all the quadrature weights are chosen so that the quadrature rule is exact in the largest space \( \Lambda_{p,q} \). The number \( m \) will be the smallest natural number such that \( \Lambda_{p,q} \supseteq \Lambda_{n-1,n-1} \). The new nodes cannot be equal to 0, since the rational functions in \( \Lambda_{p,q} \) are to be evaluated at these points.

In order to properly characterize those optimal additional nodes, we will need some preliminary results on interpolatory rules with possibly repeated nodes. Given the nodal polynomial

\[
P_N(z) = \prod_{i=1}^{M} (z - z_i)^{\alpha_i}, \quad \alpha_1 + \cdots + \alpha_M = N, \quad z_i \in \mathbb{C} \setminus \{0\},
\]

where \( z_i \neq z_j \) whenever \( i \neq j \), we consider the following generalized quadrature formulae

\[
I_{\alpha}(f) = \sum_{i=1}^{M} \sum_{j=0}^{\alpha_i-1} \mu_{i,j} f^{(j)}(z_i),
\]

where \( f^{(j)} \) denotes the \( j \)th derivative of \( f \). Such a rule is said to be interpolatory if it is exact in \( \Lambda_{p,q} \) with \( p + q \geq N - 1 \); that is, \( I_{\alpha}(L) = I_{\alpha}(L), L \in \Lambda_{p,q} \).

**Proposition 1.** Let \( P_N \) be the polynomial given by (5) and let \( p \) and \( q \) be non-negative integers with \( p + q = N - 1 \). Then, there exists a unique system of complex numbers \( \{\mu_{i,j}\}, i = 1, \ldots, M, j = 0, \ldots, \alpha_i - 1 \), such that the quadrature rule (6) is exact in \( \Lambda_{p,q} \).

**Proof.** Following standard arguments of Hermite interpolation (see, for instance, [3], Chapter 2, Section 11.2), given any \( i = 1, \ldots, M \) and \( j = 0, \ldots, \alpha_i - 1 \), set

\[
R_{i,j}(z) = \frac{P_N(z)}{z^p (z - z_i)^{\alpha_i}} \frac{(z - z_i)^j}{j!} \sum_{k=0}^{\alpha_i-j-1} A_{i,k} \frac{(z - z_i)^k}{k!},
\]

where

\[
A_{i,k} = \left( \frac{z^p (z - z_i)^{\alpha_i}}{P_N(z)} \right)^{(k)}(z_i).
\]

It is clear that \( R_{i,j} \in \Lambda_{p,q} \) and not difficult to verify that

\[
R_{i,j}^{(m)}(z_k) = \delta_{i,k} \delta_{j,m},
\]

where \( \delta_{j,m} \) denotes the Kronecker delta.

For any function \( f \) for which the right-hand side of (6) makes sense, there exists a unique element of \( \Lambda_{p,q} \) defined by

\[
R_f(z) = \sum_{i=1}^{M} \sum_{j=0}^{\alpha_i-1} f^{(j)}(z_i) R_{i,j}(z),
\]
such that

\[ R_j^{(j)}(z_i) = f^{(j)}(z_i), \quad i = 1, \ldots, M; \quad j = 0, \ldots, \alpha_i - 1. \]

Now, take \( \mu_{i,j} = I_\sigma(R_{i,j}) \). Then \( I_N(f) = I_\sigma(R_f) \). In particular, for any \( L \in \Lambda_{p,q} \) we obtain that \( I_N(L) = I_\sigma(R_L) = I_\sigma(L) \) since \( R_L = L \).

Concerning uniqueness, suppose that there exists another system of complex numbers \( \{\mu'_{i,j}\}, i = 1, \ldots, M, j = 0, \ldots, \alpha_i - 1 \), such that \( \mu'_{i,j} \) is exact in \( \Lambda_{p,q} \). Since \( R_{i,j} \in \Lambda_{p,q} \), then because of (7), \( I_\sigma(R_{i,j}) = I_N(R_{i,j}) = \mu'_{i,j} \).

If \( I_N \) is exact in a larger space \( \Lambda_{r,s}, r + s \geq N \), then the nodal polynomial must satisfy certain orthogonality relations as indicated in the following proposition.

**Proposition 2.** Let \( I_N \) be a quadrature rule given by (6) with nodal polynomial \( \{\mu_{i,j}\} \). Let \( p \) and \( q \) be non-negative integers with \( p + q = N - 1 \). Then

\[ I_N \text{ is exact in } \Lambda_{r,s} \supset \Lambda_{p,q} \iff \begin{cases} (i) & I_N \text{ is exact in } \Lambda_{p,q}, \\ (ii) & \langle P_N(z), z^k \rangle = 0, \quad k = N - s, \ldots, r. \end{cases} \]

**Proof.** If \( I_N \) is exact in \( \Lambda_{r,s} \supset \Lambda_{p,q} \), then (i) is trivial. As for (ii), note that \( \Lambda_{r,s} = \Lambda_{p,q} \) would imply \( N - s > r \) and there would be nothing to prove. Otherwise, fix \( k = N - s, \ldots, r \), and consider \( P_N(z)/z^k \in \Lambda_{k,N-k} \subset \Lambda_{r,s} \). Then

\[ \langle P_N(z), z^k \rangle = I_\sigma \left( \frac{P_N(z)}{z^k} \right) = I_N \left( \frac{P_N(z)}{z^k} \right) = 0, \]

since the polynomial \( P_N \) and its derivatives are evaluated at their zeros.

Conversely, let \( L \in \Lambda_{r,s} \) and denote by \( R_L \) the unique element of \( \Lambda_{p,q} \) interpolating \( L \) at the zeros of \( P_N \). We obtain

\[ I_N(L) = I_N(R_L) = I_\sigma(R_L), \tag{8} \]

because of (i). On the other hand, the polynomial \( (L - R_L)z^r \in P_{r+s} \) and vanishes at the zeros of \( P_N \). Thus, \( (L - R_L)z^r = P_N(z)T(z) \), where \( T \in P_{r+s-N} \). It follows that

\[ I_\sigma(L - R_L) = I_\sigma \left( P_N(z) \frac{T(z)}{z^r} \right) = \langle P_N(z), z^r T(z) \rangle = 0, \]

due to (ii), which together with (8) proves the result. \( \square \)

The next proposition shows that in order to increase the degree of exactness of a Szegő rule with \( n \) nodes, we must add at least \( n \) new nodes.

**Proposition 3.** Let \( W_n \) be a monic para-orthogonal polynomial of degree \( n \) with respect to the measure \( \sigma \) and let \( T_m \) be a monic polynomial of degree \( m \in \mathbb{N} \) with \( T_m(0) \neq 0 \). Let \( I_{n+m} \) be a quadrature rule with nodal polynomial \( W_n T_m \), and assume that \( I_{n+m} \) is exact in \( \Lambda_{r,s} \supset \Lambda_{n-1,n-1} \). Then, \( m \geq n \).

**Proof.** We will reason by contradiction. Suppose that \( m \leq n - 1 \). Then \( I_{n+m} \) is exact in \( \Lambda_{r,s} \supset \Lambda_{n-1,n-1} \supset \Lambda_{n-1,m} \). Therefore, we can apply Proposition 2 with \( N = n + m \) and \( P_N = W_n T_m \) to obtain

\[ \langle W_n T_m, z^k \rangle = 0, \quad k = n + m - s, \ldots, r. \tag{9} \]
Since \( \Lambda_{r,s} \subseteq \Lambda_{n-1,n-1} \), either \( r \geq n \) or \( s \geq n \). If \( r \geq n \), then \( T_m(z) = z^{p_{m-1}} + a \) with \( a \neq 0 \) and \( p_{m-1} \in \mathcal{P}_{m-1} \). It follows from (9) and (10) that
\[
0 = \langle W_n T_m, z^n \rangle = \langle W_n z^{p_{m-1}}(z), z^n \rangle + \langle W_n a, z^n \rangle
\]
which contradicts (10). In the case \( s \geq n \), we can write \( T_m(z) = z^m + q_{m-1} \) with \( q_{m-1} \in \mathcal{P}_{m-1} \) and, using again (9) and (10), we have
\[
0 = \langle W_n T_m, z^n \rangle = \langle W_n z^m, z^n \rangle + \langle W_n q_{m-1}, z^m \rangle
\]
which also contradicts (11). Consequently, \( m \geq n \) as we wanted to prove.

We are in a position to define the Stieltjes-type polynomials based on the orthogonality conditions (9) for \( m = n \). For convenience, we will write those relations in an equivalent form. Fix \( n \in \mathbb{N}, \tau_n \in \mathbb{T} \), and \( m \in \{0, 1, \ldots, n-1\} \). Let \( S_{n,m} \) be the monic polynomial of least degree, such that
\[
\langle S_{n,m} z^{-m}, w_n \rangle = 0, \quad \nu = 0, 1, \ldots, n-1,
\]
and set \( s_{n,m} = S_{n,m}/\|\Phi_n\| = \kappa_n S_{n,m} \). Finding \( S_{n,m} \) reduces to solving a homogeneous system of \( n \) equations with \( n+1 \) unknowns (thus non-trivial solutions exist). We take any non-trivial solution of least degree and normalize it to have leading coefficient one. It is easy to see that \( S_{n,m} \) is uniquely determined (for \( \tau_n \) fixed). We say that \( S_{n,m} \) is the \((n,m)\) monic Stieltjes-type polynomial with respect to \( \sigma \) and call \( s_{n,m} \) the \((n,m)\) orthonormal Stieltjes-type polynomial (though it is not orthonormal in the usual sense). The polynomial \( S_{n,m} \) also depends on \( \tau_n \), but we will not explicitly indicate this dependence.

Alternatively, we could have defined an \((n,m)\) Laurent-Stieltjes polynomial as the element of \( \Lambda_{n,m} \) given by \( S_{n,m} z^{-m} \) orthogonal to a subspace not depending on \( m \). However, we find it more convenient to work with algebraic polynomials than with Laurent polynomials since \( m \) will eventually depend on \( n \).

**Lemma 1.** For each \( n \in \mathbb{N} \), \( \deg S_{n,m} = n \) and \( S_{n,m}(0) = -\tau_n \neq 0 \).

**Proof.** Recall that \( w_n = \varphi_n + \tau_n \varphi^*_n, \tau_n \in \mathbb{T} \). Suppose that \( \deg S_{n,m} = k < n \). First, let us consider the case when \( k > m \). We have: a) \( n \geq n - k \geq 1 \), b) \( m + n - k \leq n - 1 \), and c) \( \deg z^{n-k} S_{n,m} = n \). Using the orthogonality relations satisfied by \( S_{n,m} \) and \( w_n \), it follows that
\[
0 = \int \zeta^{m+n-k} \frac{S_{n,m}(\zeta)}{\zeta^m} \frac{w_n(\zeta)}{w_n(\zeta)} d\sigma(\zeta) = \int \zeta^{n-k} S_{n,m}(\zeta) \overline{\varphi_n(\zeta)} d\sigma(\zeta)
\]
which is absurd. Thus, \( k < n \) only if \( k \leq m \). Write \( S_{n,m}(z) = a_k z^k + \cdots + s^k, a_k \neq 0 \). Obviously, \( 0 \leq m - k \). Using again the orthogonality relations satisfied by \( S_{n,m} \) and \( w_n \), we have
\[
0 = \int \zeta^{m-k} \frac{S_{n,m}(\zeta)}{\zeta^m} \frac{w_n(\zeta)}{w_n(\zeta)} d\sigma(\zeta) = a_k \overline{\rho_n} \int \varphi^*_n(\zeta) d\sigma(\zeta) = a_k \overline{\rho_n} \|\Phi_n\| \neq 0,
\]
which is also absurd. Therefore, \( \deg S_{n,m} = n \) as stated.
From (11) with \( \nu = m \), writing \( S_{n,m}(z) = z^n + \cdots + S_{n,m}(0) \), we obtain

\[
0 = \int S_{n,m}(\zeta) \bar{\varphi}_n(\zeta) \, d\sigma(\zeta) + \frac{1}{\tau_n} \int S_{n,m}(\zeta) \bar{\varphi}_n^m(\zeta) \, d\sigma(\zeta)
\]

that is, \( \frac{1}{\tau_n} S_{n,m}(0) = -1 \) as we wanted to prove. \( \square \)

We are ready for the proof of the next result.

**Theorem 1.** For \( n \in \mathbb{N} \) and \( m = 0,1,\ldots,n-1 \), the interpolatory quadrature rule \( I_{2n} \) with nodal polynomial \( W_n S_{n,m} \) is exact in \( \Lambda_{n+m,2n-m-1} \).

**Proof.** Since \( \deg S_{n,m} = n \) and \( S_{n,m}(0) \neq 0 \), we can apply Proposition 2 with \( N = 2n \) and \( P_N = W_n S_{n,m} \). Additionally, for \( \nu = 0,1,\ldots,n-1 \), we know that

\[
0 = \langle S_{n,m} z^{\nu-m}, w_n \rangle = \frac{1}{\tau_n} \langle S_{n,m} \bar{z}^{\nu-m}, w_n^* \rangle = \frac{1}{\tau_n} \langle S_{n,m} w_n, z^{n+\nu} \rangle
\]

Then, the defining conditions of \( S_{n,m} \) are precisely the relations appearing in part (ii) of Proposition 2 with \( r = n + m \) and \( s = 2n - m - 1 \), which completes the proof. \( \square \)

Notice that we have excluded from the definition of the Stieltjes-type polynomials the cases for which the rule \( I_{2n} \) would be exact in \( \Lambda_{n-1,2n} \) and \( \Lambda_{2n,n-1} \), corresponding to \( m = -1 \) and \( m = n \), respectively. It is easy to see that it is not possible to define in general such quadrature rules. In fact, take \( d\sigma(\zeta) = d\theta/(2\pi) \), \( \zeta = \exp(i\theta) \). Then, \( w_n(z) = z^n + \tau_n \) and the solution of (11) for \( m = -1 \) is the polynomial \( p(z) = z^n \) which takes the value 0 at \( z = 0 \), whereas the solution of (11) for \( m = n \) is \( p(z) \equiv 1 \). The convergence of the quadrature rules \( I_{2n} \) for analytic integrands is discussed in Section 4.

### 3. Auxiliary results

The following integral formulas follow easily from the defining orthogonality relations satisfied by the polynomials involved.

**Lemma 2.** Let \( z \notin \mathbb{T} \). Then the following properties hold.

For all \( p \in \mathcal{P}_n \),

\[
p(z) \int \frac{\varphi_n(\zeta)}{z - \zeta} \, d\sigma(\zeta) = \int \frac{p(\zeta)\varphi_n(\zeta)}{z - \zeta} \, d\sigma(\zeta).
\]

For all \( p \in \mathcal{P}_{n+1} \),

\[
p(z) \int \frac{\varphi_n(\zeta)}{1 - \zeta/z} \, d\sigma(\zeta) = \int \frac{p(\zeta)\varphi_n(\zeta)}{1 - \zeta/z} \, d\sigma(\zeta) + \| \Phi_n \| (p(z) - p(0)).
\]

For all \( p \in \mathcal{P}_n \),

\[
p(z) \int \frac{w_n(\zeta)}{1 - \zeta/z} \, d\sigma(\zeta) = \int \frac{p(\zeta)w_n(\zeta)}{1 - \zeta/z} \, d\sigma(\zeta) + \tau_n \| \Phi_n \| (p(z) - p(0)).
\]

For all \( L \in \Lambda_{m,n-m}, m \in \{0,1,\ldots,n-1\} \),

\[
L(z) \int \frac{S_{n,m}(\zeta)w_n(\zeta)}{z - \zeta} \, d\sigma(\zeta) = \int \frac{L(\zeta)S_{n,m}(\zeta)w_n(\zeta)}{z - \zeta} \, d\sigma(\zeta).
\]
Proof. From orthogonality, for any $p \in P_n$, we have
\[ \int \frac{p(z) - p(\zeta)}{z - \zeta} \varphi_n(\zeta) \, d\sigma(\zeta) = 0. \]
The property (11) follows directly by dividing the integral into two parts.
Recall that $\langle \varphi_n^*, \nu \rangle = \langle \varphi_n, \nu \rangle = \|\Phi_n\|$ and, for $\nu = 1, \ldots, n, \langle z^{\nu}, \varphi_n^* \rangle = 0$. Let $p(z) = \sum_{k=0}^{n+1} a_k z^k$. Then
\[ \int \frac{p(z) - p(\zeta)}{z - \zeta} \varphi_n(\zeta) \, d\sigma(\zeta) = \sum_{k=0}^{n+1} a_k \int \frac{z^k - \zeta^k}{z - \zeta} \varphi_n(\zeta) \, d\sigma(\zeta) \]
\[ = \sum_{k=1}^{n+1} a_k \int (z^{k-1} + z^{k-2}\zeta + \cdots + \zeta^{k-1}) \varphi_n(\zeta) \, d\sigma(\zeta) \]
\[ = \sum_{k=1}^{n+1} a_k z^{k-1} \int \varphi_n(\zeta) \, d\sigma(\zeta) = \|\Phi_n\| \frac{p(z) - p(0)}{z}. \]
Multiplying this equality by $z$ and rewriting it conveniently yields (12).
The next relation is obtained similarly. Let $p(z) = \sum_{k=0}^{n} a_k z^k$. Then
\[ \int \frac{p(z) - p(\zeta)}{z - \zeta} w_n(\zeta) \, d\sigma(\zeta) = \sum_{k=1}^{n} a_k z^{k-1} \int \varphi_n(\zeta) + \tau_n \varphi_n(\zeta) \, d\sigma(\zeta) \]
\[ = \frac{1}{\tau_n} \frac{p(z) - p(0)}{z} \|\Phi_n\|, \]
which is equivalent to (13).
If $L \in \Lambda_{m,n-m}$, then $L(z) = p(z)/z^m$, where $p \in P_n$. Therefore,
\[ \frac{L(z) - L(\zeta)}{z - \zeta} = \frac{\zeta^m p(z) - z^m p(\zeta)}{(z - \zeta)z^m \zeta^m}. \]
Since $(\zeta^m p(z) - z^m p(\zeta))/(z - \zeta)$ is a polynomial in $\zeta$ of degree at most $n - 1$, the orthogonality relations satisfied by $s_n,m$ yield
\[ \int \frac{L(z) - L(\zeta)}{z - \zeta} s_n,m(\zeta) w_n(\zeta) \, d\sigma(\zeta) = 0, \]
which is equivalent to (13). \qed

Applying (13) with $p(z) = z^k, k = 1, \ldots, n$, we obtain
\[ g_n(z) := \int \frac{w_n(\zeta)}{1 - \zeta/z} \, d\sigma(\zeta) - \frac{1}{z^k} \int \zeta^k w_n(\zeta) \, d\sigma(\zeta). \]
We refer to $g_n$ as the $n$th second type function associated with $\sigma$ and $w_n$, and will investigate some of its properties.

Lemma 3. For $z \notin \mathbb{T}$, we have
\[ g_n(z) = \frac{\tau_n}{z^n} \int \frac{w_n(\zeta)}{1 - \zeta/z} \, d\sigma(\zeta), \quad g_n(1/z) = -\tau_n z^n g_n(z), \]
and
\[ w_n(z)g_n(z) = \int \frac{|w_n(\zeta)|^2}{1 - \zeta/z} d\sigma(\zeta) - (1 + \tau_n \Phi_n(0)). \]

Consequently,
\[ |w_n(z)g_n(z)| \leq \begin{cases} 
|1 + \tau_n \Phi_n(0)| \left(1 + \frac{2}{1 - 1/|z|}\right), & |z| > 1, \\
|1 + \tau_n \Phi_n(0)| \left(1 + \frac{2}{1 - |z|}\right), & |z| < 1, 
\end{cases} \]

and
\[ |w_n(z)g_n(z)| \geq \begin{cases} 
(1 + \Re\{\tau_n \Phi_n(0)\}) \left(\frac{2}{1 + 1/|z|} - 1\right), & |z| > 1, \\
(1 + \Re\{\tau_n \Phi_n(0)\}) \left(1 - \frac{2}{1 + 1/|z|}\right), & |z| < 1. 
\end{cases} \]

In particular, \( g_n(z) \neq 0 \) for \( |z| \neq 1 \). If \( \lim_{n \to \infty} (1 + \Re\{\tau_n \Phi_n(0)\})^{1/n} = 1 \), then
\[ \lim_{n \to \infty} |w_n(z)g_n(z)|^{1/n} = 1, \]
uniformly on compact subsets of \( \C \setminus T \), where \( \C = \C \cup \{\infty\} \).

**Proof.** Using (13) with \( k = n \), it follows that
\[ g_n(z) = \frac{1}{z^n} \int \frac{z^n w_n(\zeta)}{1 - \zeta/z} d\sigma(\zeta) = \tau_n \frac{1}{z^n} \int \frac{w_n^*(\zeta)}{1 - \zeta/z} d\sigma(\zeta), \]
which is the first part of (16), since \( w_n^*(z) = z^n w_n(1/z) \) and \( \tau_n w_n^*(z) = w_n(z) \).
Hence,
\[ -\tau_n z^n g_n(z) = -\int \frac{w_n(\zeta)}{1 - \zeta/z} d\sigma(\zeta). \]

Using (13) with \( k = 1 \), we have
\[ \frac{g_n(1/z)}{z} = z \int \frac{\bar{w}_n(\zeta)}{1 - \zeta/z} d\sigma(\zeta) = -\int \frac{w_n(\zeta)}{1 - \zeta/z} d\sigma(\zeta), \]
and we obtain the second relation in (16).

Multiplying the first equality in (17) by \( w_n(z) \) and using (13), formula (17) readily follows in view of the fact that \( w_n(0) \tau_n \|\Phi_n\| = 1 + \tau_n \Phi_n(0) \).

For \( |\zeta| = 1 \) and \( |z| \neq 1 \), write \( \zeta/z = re^{i\theta} \). Then
\[ \Re\left\{ \frac{1}{1 - \zeta/z} \right\} = \frac{1 - r \cos \theta}{1 - 2 r \cos \theta + r^2} = \frac{1 - rt}{1 - 2 rt + r^2}, \quad t \in [-1, 1]. \]
The function on the right-hand side increases with \( t \) when \( r < 1 \) and decreases when \( r > 1 \). Therefore,
\[ \Re\left\{ \frac{1}{1 - \zeta/z} \right\} \leq \frac{1}{1 + 1/|z|} < \frac{1}{2}, \quad |z| < 1, \]
and
\[ \frac{1}{2} < \frac{1}{1 + 1/|z|} \leq \Re\left\{ \frac{1}{1 - \zeta/z} \right\}, \quad |z| > 1. \]
Let $|z| > 1$. It follows from (17) that
\[ |w_n(z)g_n(z)| \leq |1 + \overline{\tau_n}\Phi_n(0)| + \frac{1}{1 - 1/|z|} \int |w_n(\zeta)|^2 d\sigma(\zeta). \]
Direct calculations give
\[ \int |w_n(\zeta)|^2 d\sigma(\zeta) = 2 \left(1 + \Re\{\overline{\tau_n}\Phi_n(0)\}\right). \]
Thus,
\[ |w_n(z)g_n(z)| \leq |1 + \overline{\tau_n}\Phi_n(0)| \left(1 + \frac{2}{1 - 1/|z|}\right), \quad |z| > 1. \]
On the other hand,
\[ |w_n(z)g_n(z)| \geq |\Re\{w_n(z)g_n(z)\}| \]
\[ = \left| \int |w_n(\zeta)|^2 \Re\left\{ \frac{1}{1 - \zeta/|z|} \right\} d\sigma(\zeta) - (1 + \Re\{\overline{\tau_n}\Phi_n(0)\}) \right| \]
\[ \geq 2 \frac{1 + \Re\{\overline{\tau_n}\Phi_n(0)\}}{1 + 1/|z|} - (1 + \Re\{\overline{\tau_n}\Phi_n(0)\}) \]
\[ = (1 + \Re\{\overline{\tau_n}\Phi_n(0)\}) \left(\frac{2}{1 + 1/|z|} - 1\right), \quad |z| > 1. \]
For $|z| < 1$, proceeding analogously, one obtains
\[ |w_n(z)g_n(z)| \leq \frac{|z|}{1 - |z|} \int |w_n(\zeta)|^2 d\sigma(\zeta) + |1 + \overline{\tau_n}\Phi_n(0)| \]
\[ \leq |1 + \overline{\tau_n}\Phi_n(0)| \left(1 + \frac{2}{1 - |z|}\right) \]
and
\[ |w_n(z)g_n(z)| \geq |\Re\{w_n(z)g_n(z)\}| \]
\[ = \left| \int |w_n(\zeta)|^2 \Re\left\{ \frac{1}{1 - \zeta/|z|} \right\} d\sigma(\zeta) - (1 + \Re\{\overline{\tau_n}\Phi_n(0)\}) \right| \]
\[ \geq (1 + \Re\{\overline{\tau_n}\Phi_n(0)\}) - 2 \frac{1 + \Re\{\overline{\tau_n}\Phi_n(0)\}}{1 + 1/|z|} \]
\[ = (1 + \Re\{\overline{\tau_n}\Phi_n(0)\}) \left(1 - \frac{2}{1 + 1/|z|}\right). \]
These are the inequalities (18) and (19).

The fact that $g_n(z) \neq 0$ for $|z| \neq 1$ follows from the lower bounds in (19), since $\Re\{\overline{\tau_n}\Phi_n(0)\} > -1$ and the factors in parentheses are positive. The limit (20) is an immediate consequence of the inequalities in (18) and (19) under the given conditions. \( \square \)

The following integral formulae are the key to obtaining the asymptotic behavior of $\{s_{n,m}\}$ as $n \to \infty$ discussed in Section 5 below.
Lemma 4. Let \( n \in \mathbb{N}, m \in \{0, 1, \ldots, n-1\} \). We have

\[
(21) \quad s_{n,m}(z)g_n(z) - 1 = \int \frac{s_{n,m}(\zeta)w_n(\zeta)}{1 - \zeta/z} d\sigma(\zeta), \quad |z| \neq 1.
\]

Set \( s_{n,m} = s_{n,m,1} + s_{n,m,2} \), where \( s_{n,m,1} \) contains the first \( m + 1 \) terms of \( s_{n,m} \).

Then

\[
(22) \quad s_{n,m,2}(z)g_n(z) - 1 = \frac{z^{m+1}g_n(z)}{2\pi i} \int_{\gamma_R} \frac{d\zeta}{\zeta^{m+1}g_n(\zeta)(\zeta - z)}, \quad |z| > R,
\]

and

\[
(23) \quad s_{n,m,1}(z)g_n(z) - 1 = \frac{z^{m+1}g_n(z)}{2\pi i} \int_{\gamma_r} \frac{d\zeta}{\zeta^{m+1}g_n(\zeta)(\zeta - z)}, \quad |z| < r,
\]

where \( \gamma_R \) is any positively oriented circle centered at the origin of radius \( R > 1 \) and \( \gamma_r \) is any positively oriented circle centered at the origin of radius \( r < 1 \).

Proof. Combining the first equality in (16), formula (13) with \( p = s_{n,m} \), and the last equality in Lemma 1 we obtain

\[
s_{n,m}(z)g_n(z) = \int \frac{s_{n,m}(\zeta)w_n(\zeta)}{1 - \zeta/z} d\sigma(\zeta) - \pi_n \|\Phi_n\| s_{n,m}(0)
\]

\[
= \int \frac{s_{n,m}(\zeta)w_n(\zeta)}{1 - \zeta/z} d\sigma(\zeta) + 1,
\]

which is (21).

According to (16), \( z^n g_n(z) = \|\Phi_n\|(1+o(1)), z \to \infty \). On the other hand, relation (14) with \( L(z) = z^{n-m} \) gives us that

\[
\int \frac{s_{n,m}(\zeta)w_n(\zeta)}{1 - \zeta/z} d\sigma(\zeta) = O\left(\frac{1}{z^{n-m}}\right), \quad z \to \infty.
\]

Consequently, \( s_{n,m}(z) - 1/g_n(z) = O(z^m), z \to \infty \). Therefore, we have

\[
\frac{s_{n,m}(z) - 1/g_n(z)}{z^{m+1}} = O(1/z), \quad z \to \infty,
\]

and the left-hand side is analytic outside the unit circle because \( g_n(z) \neq 0 \) for \( |z| \neq 1 \). Making use of Cauchy’s integral formula and Cauchy’s theorem, we obtain

\[
\frac{s_{n,m}(z) - 1}{g_n(z)z^{m+1}} = \frac{1}{2\pi i} \int_{\gamma_R} \frac{s_{n,m}(\zeta) - 1/g_n(\zeta)}{\zeta^{m+1}(z - \zeta)} d\zeta
\]

\[
= \frac{1}{2\pi i} \int_{\gamma_R} \frac{s_{n,m}(\zeta)}{\zeta^{m+1}(z - \zeta)} d\zeta + \frac{1}{2\pi i} \int_{\gamma_R} \frac{d\zeta}{\zeta^{m+1}g_n(\zeta)(\zeta - z)}
\]

\[
= \frac{s_{n,m,1}(z)}{z^{m+1}} + \frac{1}{2\pi i} \int_{\gamma_R} \frac{d\zeta}{\zeta^{m+1}g_n(\zeta)(\zeta - z)}.
\]

Rearranging this formula gives (22).

In order to prove (23), let us show that the function

\[
\frac{s_{n,m}(z) - 1/g_n(z)}{z^{m+1}}
\]
is analytic inside the unit circle. In fact, since \( g_n(z) \neq 0 \) whenever \( |z| \neq 1 \), it can only have a singularity at \( z = 0 \) which is not the case since, according to (14) with \( L(z) = z^{-m} \), we know that (see also (21))

\[
\int \frac{s_{n,m}(\zeta)w_n(\zeta)}{1 - \zeta/z} d\sigma(\zeta) = \mathcal{O}(z^{m+1}), \quad z \to 0.
\]

Applying Cauchy’s integral formula and Cauchy’s theorem, it follows that

\[
\frac{s_{n,m}(z) - 1}{g_n(z)} = \frac{1}{2\pi i} \int_{\gamma_r} \frac{s_{n,m}(\zeta) - 1/g_n(\zeta)}{\zeta^{m+1}(\zeta - z)} d\zeta
\]

\[
= \frac{1}{2\pi i} \int_{\gamma_r} \frac{s_{n,m}(\zeta)}{\zeta^{m+1}(\zeta - z)} d\zeta + \frac{1}{2\pi i} \int_{\gamma_r} \frac{d\zeta}{\zeta^{m+1}g_n(\zeta)(z - \zeta)}
\]

\[
= \frac{s_{n,m,2}(z)}{z^{m+1}} + \frac{1}{2\pi i} \int_{\gamma_r} \frac{d\zeta}{\zeta^{m+1}g_n(\zeta)(\zeta - z)}
\]

and (23) readily follows. \( \square \)

From the proof of Lemma 4, we obtain

\[
1/g_n(z) = s_{n,m,2}(z) + \mathcal{O}(z^m), \quad z \to \infty,
\]

(24)

\[
1/g_n(z) = s_{n,m,1}(z) + \mathcal{O}(z^{m+1}), \quad z \to 0.
\]

Keeping in mind that \( s_{n,m} = s_{n,m,1} + s_{n,m,2} \), relations (24) are the analog in this setting of (2) and could have been taken as the starting point for defining the polynomials \( s_{n,m} \). Having two points to interpolate explains the need for the parameter \( m \) and the richer structure of the Stieltjes-type polynomials when compared with the construction on the real line.

With the aid of Lemma 4 we can reduce the asymptotic behavior of the polynomials \( s_{n,m} \) to that of the second type functions \( g_n \) which are defined, independently of the first, in terms of the para-orthogonal polynomials. The asymptotic properties of para-orthogonal polynomials are easy consequences of the corresponding results for orthonormal polynomials (cf. [4]). For convenience of the reader and easy reference, we state these properties in the form of lemmas in Section 4. Nonetheless, to our knowledge, equation (26) below is new under the assumption that \( \sigma \in \text{Reg } \mathbb{T} \).

The main part of the following section is devoted to the study of the asymptotics of the second type functions.

4. ASYMPTOTICS OF SECOND TYPE FUNCTIONS

Throughout this section, we will for brevity use the notation

\[
\lim_{n \to \infty} f_n(z) = f(z), \quad K \subset U,
\]

which stands for uniform convergence of the sequence of functions \( \{f_n\}, n \in \mathbb{N} \), to \( f \) for \( z \) varying in any given compact subset \( K \) of a specified open set \( U \).

Let us recall some important classes of measures. A measure \( \sigma \) supported on the unit circle is said to belong to the class \( \text{Reg} \) if

\[
\lim_{n \to \infty} \kappa_n^{1/n} = 1/\text{cap}(S(\sigma)),
\]
where \( \text{cap}(S(\sigma)) \) denotes the logarithmic capacity of the support \( S(\sigma) \) of \( \sigma \). For more details on this class of measures and equivalent formulations of the defining condition; see Theorem 3.1.1 in [26]. We are interested in an important subclass, which will be denoted by \( \sigma \in \text{Reg} \mathbb{T} \), for which (cf. [24], Corollary 5.2.2)

\[
\lim_{n \to \infty} \kappa_n^{1/n} = 1 = \frac{1}{\text{cap}(\mathbb{T})}.
\]

In this case, the condition above is equivalent to (see [26])

\[
\lim_{n \to \infty} |\varphi_n(z)|^{1/n} = |z|, \quad K \subset \mathbb{C} \setminus \overline{\mathbb{D}},
\]

where \( \overline{\mathbb{D}} = \{ z \in \mathbb{C} : |z| \leq 1 \} \). Recall that \( \mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \} \).

Another important class of measures is that for which

\[
\lim_{n \to \infty} \Phi_n(0) = 0.
\]

This condition is equivalent (see Theorem 1.7.4 and the historical remark concerning this theorem on page 107 in [25], Part I) to

\[
\lim_{n \to \infty} \frac{\kappa_{n+1}}{\kappa_n} = 1, \quad \lim_{n \to \infty} \frac{\varphi_{n+1}(z)}{\varphi_n(z)} = z, \quad K \subset \mathbb{C} \setminus \mathbb{D},
\]

and

\[
\lim_{n \to \infty} \frac{\varphi^*_n(z)}{\varphi_n(z)} = 0, \quad K \subset \overline{\mathbb{C}} \setminus \overline{\mathbb{D}}
\]

(among other relations). E. A. Rakhmanov proved that if \( \sigma' > 0 \) almost everywhere on the unit circle, then \( \lim_{n \to \infty} \Phi_n(0) = 0 \) (see [24] and the references therein for an historic background).

We also consider the Szegő class of measures. We say that \( \sigma \in S \) if \( \log \sigma' \in L^1(\mathbb{T}) \). In this case (see, for example, Theorem 2.4.1 in [25], Part I)

\[
\lim_{n \to \infty} \varphi^*_n(z) = \frac{1}{S_\sigma(z)}, \quad K \subset \mathbb{D},
\]

which is equivalent to

\[
\lim_{n \to \infty} \frac{\varphi_n(z)}{z^n} = \frac{1}{S_\sigma(1/z)} = S_\sigma(z), \quad K \subset \overline{\mathbb{C}} \setminus \overline{\mathbb{D}},
\]

where

\[
S_\sigma(z) = \exp \left\{ \frac{1}{4\pi} \int_{\mathbb{T}} \frac{\zeta + z}{\zeta - z} \log \sigma'(\zeta) d\zeta \right\}, \quad z \notin \mathbb{T}.
\]

Obviously, \( \sigma \in S \) implies that \( \sigma' > 0 \) almost everywhere on \( \mathbb{T} \) which, in turn, yields \( \sigma \in \text{Reg} \mathbb{T} \). These classes of measures have in common that for all of them \( S(\sigma) = \mathbb{T} \). Many of the results that follow may be adapted to more general classes of measures whose support is contained (strictly) in \( \mathbb{T} \), but following this trail would lead us too far away from our main objectives.

**Lemma 5.** If \( \sigma \in \text{Reg} \mathbb{T} \), then (20) holds. Moreover,

\[
\lim_{n \to \infty} |w_n(z)|^{1/n} = \begin{cases} |z|, & K \subset \mathbb{C} \setminus \overline{\mathbb{D}}, \\ 1, & K \subset \mathbb{D}, \end{cases}
\]
Thus, \( \lim \Phi_n(0) = 0 \), which implies that
\[
\lim_{n \to \infty} \sup_{-|\phi|} |1 + \tau_n \Phi_n(0)|^{1/n} \leq 2^{1/n} = 1.
\]
On the other hand,
\[
|1 + \Re\{\tau_n \Phi_n(0)\}| \geq 1 - |\Phi_n(0)| = \frac{1 - |\Phi_n(0)|^2}{1 + |\Phi_n(0)|} \\
\geq \frac{1}{2} (1 - |\Phi_n(0)|^2) = \frac{\kappa_n^2 - 1}{2 \kappa_n^2},
\]
and \( \sigma \in \text{Reg} \mathbb{T} \) means that \( \lim \limits_{n \to \infty} \kappa_n^1/n = 1 \), so we also have
\[
\lim \inf_{n \to \infty} (1 + \Re\{\tau_n \Phi_n(0)\})^{1/n} = 1.
\]
Thus, \( \lim \limits_{n \to \infty} (1 + \Re\{\tau_n \Phi_n(0)\})^{1/n} = 1 \) and \( (20) \) follows.

Let \( |z| > 1 \). Since
\[
\frac{|w_n(z)|}{|z|^n} = \frac{|\varphi_n(z)|}{|z|^n} \left( 1 + \frac{|\Phi_n^*(z)|}{|\Phi_n(z)|} \right) \leq 2 \frac{|\varphi_n(z)|}{|z|^n}, \quad |z| \geq 1,
\]
it follows that
\[
\lim \sup_{n \to \infty} \frac{|w_n(z)|^{1/n}}{|z|} \leq 1, \quad K \subset \mathbb{C} \setminus \mathbb{D}.
\]
According to \( (16) \) and the Cauchy-Schwarz inequality, we have
\[
|z^n g_n(z)| \leq \frac{2}{1 - 1/|z|} \int |\varphi_n(\zeta)| \, d\sigma(\zeta) \leq \frac{2 \||\sigma||^{1/2}}{1 - 1/|z|}, \quad |z| > 1,
\]
where \( \||\sigma|| \) denotes the total mass of \( \sigma \). Consequently,
\[
|z| \lim \sup_{n \to \infty} |g_n(z)|^{1/n} \leq 1, \quad K \subset \mathbb{C} \setminus \mathbb{D}.
\]
Combining the last inequality and \( (20) \), we get
\[
\lim \inf_{n \to \infty} \frac{|w_n(z)|^{1/n}}{|z|} = \lim \inf_{n \to \infty} \frac{|w_n(z) g_n(z)|^{1/n}}{|z||g_n(z)|^{1/n}} = \lim \inf_{n \to \infty} \frac{|w_n(z) g_n(z)|^{1/n}}{|z|} \lim \sup_{n \to \infty} |g_n(z)|^{1/n} \geq 1,
\]
uniformly on compact subsets, and the first part of \( (26) \) follows. This, together with \( (20) \), gives us the first part of \( (27) \).

The second parts of \( (20) \) and \( (27) \) follow from the first ones, using the formulas
\[
g_n(1/\tau) = -\tau_n z^n g_n(z) \quad \text{and} \quad \tau_n w_n = w_n,
\]
which we have seen before. \( \square \)

**Lemma 6.** If \( \sigma \) is such that \( \lim \limits_{n \to \infty} \Phi_n(0) = 0 \), then, for all \( j \in \mathbb{Z} \) and \( f \) continuous on \( \mathbb{T} \), it holds that
\[
\lim_{n \to \infty} \int f(z) \varphi_n(z) \varphi_{n+j}(z) \, d\sigma(z) = 0.
\](28)
Consequently, for all $f$ continuous on $\mathbb{T}$, we have

$$\lim_{n \to \infty} \int f(z) |w_n(z)|^2 \, d\sigma(z) = \frac{1}{\pi} \int_0^{2\pi} f(z) |dz|.$$  

In particular,

$$\lim_{n \to \infty} w_n(z) g_n(z) = \begin{cases} 
1, & K \subset \overline{\mathbb{C}} \setminus \mathbb{D}, \\
-1, & K \subset \mathbb{D}.
\end{cases}$$

Proof. We first show (28). Because of the Weierstrass theorem, it suffices to show that (28) holds for $f(z) = z^k, k \in \mathbb{Z}$. Let $k = 0$. If $j \leq -1$, then by orthogonality

$$\int \overline{\varphi_n(z)} \varphi_n^{*}(z) \, d\sigma(z) = 0,$$

(for all sufficiently large $n$) which implies (28) for this value of $k$.

Let us assume that when $k = 0$, (28) is true for all $j \leq l - 1$ and let us show that it is also fulfilled for $j = l$. Using the recurrence formula

$$\kappa_{n+l-1} \varphi_n^{*}(z) = \kappa_{n+l} \varphi_n^{*}(z) + \varphi_n^{*}(0) \varphi_n^{*}(z),$$

we have

$$\int \overline{\varphi_n(z)} \varphi_n^{*}(z) \, d\sigma(z) = \frac{\kappa_{n+l}}{\kappa_{n+l-1}} \int \overline{\varphi_n(z)} \varphi_n^{*}(z) \, d\sigma(z) + \frac{\varphi_n^{*}(0)}{\kappa_{n+l-1}} \int \overline{\varphi_n(z)} \varphi_n^{*}(z) \, d\sigma(z).$$

Since $\lim_{n \to \infty} \kappa_{n+l}/\kappa_{n+l-1} = 1$ and $\lim_{n \to \infty} \varphi_n^{*}(0) = 0$, using the induction hypothesis and the Cauchy-Schwarz inequality on the last integral, we obtain (28) when $j = l$. Thus, (28) is true when $k = 0$.

Now, let us assume that (28) holds for all $|k| \leq l - 1$ and for all $j \in \mathbb{Z}$, and let us show that it is also satisfied when $|k| = l$. For the case $k = l$, from the recurrence formula

$$\kappa_{n-1} \varphi_n(z) = \kappa_{n} z \varphi_{n-1}(z) + \varphi_n(0) \varphi_{n-1}(z),$$

we find that

$$\int z^l \overline{\varphi_n(z)} \varphi_n^{*}(z) \, d\sigma(z) = \int z^{l-1} \overline{\varphi_n(z)} \varphi_n^{*}(z) \, d\sigma(z) + \frac{\kappa_{n}}{\kappa_{n-1}} \int z^l \overline{\varphi_n(z)} \varphi_n^{*}(z) \, d\sigma(z) + \frac{\varphi_n^{*}(0)}{\kappa_{n-1}} \int z^l \overline{\varphi_n(z)} \varphi_n^{*}(z) \, d\sigma(z).$$

Using the induction hypothesis and the Cauchy-Schwarz inequality, we obtain (28) when $k = l$ for all $j \in \mathbb{Z}$. The proof when $k = -l$ is analogous and we leave it to the reader. Thus, we conclude that (28) is true.

In order to prove (29), it suffices to show that for all $k \in \mathbb{Z}$,

$$\lim_{n \to \infty} \int z^k |w_n(z)|^2 \, d\sigma(z) = \frac{1}{\pi} \int_0^{2\pi} z^k |dz|.$$
and apply the Weierstrass theorem. Since
\[ |w_n(z)|^2 = 2|\varphi_n(z)|^2 + 2\Re\left\{\tau_n \varphi_n^*(z) \overline{\varphi_n(z)}\right\}, \quad |z| = 1, \]
and \(\lim_{n \to \infty} \Phi_n(0) = 0\) implies that (see Theorem 5 in [17])
\[
\lim_{n \to \infty} \int z^k |\varphi_n(z)|^2 \, d\sigma(z) = \frac{1}{2\pi} \int_0^{2\pi} z^k |dz|, 
\]
formula (29) follows from (28).

According to (17) and (29),
\[
\lim_{n \to \infty} w_n(z) g_n(z) + 1 = \lim_{n \to \infty} \int \frac{|w_n(\zeta)|^2}{1 - \zeta/z} \, d\sigma(\zeta) = \frac{2}{2\pi i} \int_T \frac{d\zeta}{\zeta (1 - \zeta/z)}.
\]
Applying the residue theorem to the last integral we arrive at (30) in the sense of pointwise limit. It is easy to see that the family of functions
\[
\left\{ \int \frac{|w_n(\zeta)|^2}{1 - \zeta/z} \, d\sigma(\zeta) \right\}_{n \in \mathbb{N}}
\]
is uniformly bounded on compact subsets of \(\mathbb{C} \setminus T\); therefore, the limit is uniform on compact subsets of \(\mathbb{C} \setminus T\). \(\square\)

A result analogous to (28) appears as Proposition 9.4.4 in [25]. The author assumes that \(\sigma' > 0\) a.e. on \(T\) and the conclusion is drawn for all \(f \in L_\infty\). To be precise, his proof goes through continuous functions and for that part only uses the fact that \(\lim_{n \to \infty} \Phi_n(0) = 0\). As a matter of fact, under that stronger assumption, limit (29) holds for all \(f \in L_\infty\) as well.

**Lemma 7.** If \(\sigma\) is such that \(\lim_{n \to \infty} \Phi_n(0) = 0\), then
\[
\lim_{n \to \infty} \frac{w_{n+1}(z)}{w_n(z)} = \begin{cases} 
  z, & K \subset \mathbb{C} \setminus \overline{D}, \\
  1, & K \subset D,
\end{cases}
\]
and
\[
\lim_{n \to \infty} \frac{g_{n+1}(z)}{g_n(z)} = \begin{cases} 
  1/z, & K \subset \overline{\mathbb{C} \setminus D}, \\
  -1, & K \subset D.
\end{cases}
\]

**Proof.** We have
\[
\frac{w_{n+1}(z)}{w_n(z)} = \frac{\varphi_{n+1}(z)}{\varphi_n(z)} \frac{1 + \tau_n \varphi_n^*(z)}{1 + \tau_n \varphi_n^*(z) / \varphi_n(z)}, \quad |z| > 1,
\]
and
\[
\frac{w_{n+1}(z)}{w_n(z)} = \frac{\varphi_{n+1}^*(z)}{\varphi_n^*(z)} \frac{\varphi_n(z)}{\varphi_n(z) / \varphi_n^*(z) + \tau_n}, \quad |z| < 1.
\]
Using the relations equivalent to \(\lim_{n \to \infty} \Phi_n(0) = 0\), (31) follows. Since
\[
\frac{g_{n+1}(z)}{g_n(z)} = \frac{w_n(z)}{w_{n+1}(z)} \frac{w_{n+1}(z) g_{n+1}(z)}{w_n(z) g_n(z)},
\]
the second statement is a combination of the first and (30). \(\square\)
Lemma 8. If $\sigma \in S$, then
\begin{equation}
\lim_{n \to \infty} \frac{w_n(z)}{z^n} = \frac{1}{S_{\sigma}(1/\overline{z})}, \quad K \subset \mathbb{C} \setminus \mathbb{D},
\end{equation}
and
\begin{equation}
\lim_{n \to \infty} \tau_n w_n(z) = S_{\sigma}^{-1}(z), \quad K \subset \mathbb{D}.
\end{equation}
Consequently,
\begin{equation}
\lim_{n \to \infty} z^n g_n(z) = \overline{S_{\sigma}(1/\overline{z})} = S_{\sigma}^{-1}(z), \quad K \subset \mathbb{C} \setminus \mathbb{D},
\end{equation}
and
\begin{equation}
\lim_{n \to \infty} \tau_n g_n(z) = -S_{\sigma}(z), \quad K \subset \mathbb{D}.
\end{equation}

Proof. Notice that $\sigma \in S$ implies that $\sigma' > 0$ a.e. on $T$. Therefore, by Rakhmanov’s theorem, $\lim_{n \to \infty} \Phi_n(0) = 0$ and we can use all the equivalent forms of this condition. The rest of the proof is an immediate consequence of the asymptotic relations satisfied by orthonormal polynomials corresponding to measures in $S$, and the formulae
\begin{align*}
w_n(z) &= \varphi_n(z)(1+\tau_n \Phi_n^*(z)/\Phi_n(z)), \quad |z| > 1, \\
w_n(z) &= \varphi_n^*(z)(\Phi_n(z)/\Phi_n^*(z) + \tau_n), \quad |z| < 1.
\end{align*}

5. ASYMPTOTICS OF STIELTJES-TYPE POLYNOMIALS

In the sequel, we assume that $m$ depends on $n$, i.e., $m = m_n$. We denote $\limsup_{n \to \infty} m_n/n = \overline{\rho}$ and $\liminf_{n \to \infty} m_n/n = \underline{\rho}$. Obviously, $0 \leq \underline{\rho} \leq \overline{\rho} \leq 1$.

Lemma 9. Let $\sigma \in \text{Reg} \ T$. Then, for each compact set $K$,
\begin{equation}
\limsup_{n \to \infty} \|s_{n,m,n,2} g_n - 1\|_K^{1/n} \leq \|1/z\|_K^{1-\overline{\rho}}, \quad K \subset \mathbb{C} \setminus \mathbb{D},
\end{equation}
and
\begin{equation}
\limsup_{n \to \infty} \|s_{n,m,n,1} g_n - 1\|_K^{1/n} \leq \|z\|_K^{\overline{\rho}}, \quad K \subset \mathbb{D}.
\end{equation}
If $0 < \underline{\rho} \leq \overline{\rho} < 1$, then for any $\varepsilon > 0$ there exists $n_0$, such that for $n \geq n_0$ the zeros of $s_{n,m,n,1}$ and $s_{n,m,n,2}$ are in $\{z : |z| \geq 1 - \varepsilon\}$ and $\{z : |z| \leq 1 + \varepsilon\}$, respectively.

Proof. For brevity, we will write $m$ instead of $m_n$ throughout the proof. Fix a compact subset $K$ of $\mathbb{C} \setminus \mathbb{D}$. Take the circle $\gamma_R$ in Lemma 2 of radius $R$ sufficiently close to 1 so that $K$ lies in the unbounded component of the complement of $\gamma_R$. Thus, (22) is satisfied for all $z \in K$ and
\begin{equation}
|s_{n,m,n,2}(z) g_n(z) - 1| \leq C \left( \frac{|z|}{R} \right)^{m+1} \frac{|g_n(z)|}{\inf_{\zeta \in \gamma_R} |g_n(\zeta)|},
\end{equation}
where $C$ is a constant independent of $n$. Using (27), given $\varepsilon > 0$, for all $n \geq n_0(\varepsilon)$, we have
\begin{equation}
|g_n(z)| \leq \frac{1}{(|z| - \varepsilon)^n}, \quad \inf_{\zeta \in \gamma_R} |g_n(\zeta)| \geq \frac{1}{(R + \varepsilon)^n}.
\end{equation}
Therefore, for all \( n \geq n_0(\varepsilon) \) and \( z \in K \),
\[
|s_{n,m,2}(z)g_n(z) - 1| \leq C \frac{|z|^{m+1}}{(|z| - \varepsilon)^n} \frac{(R + \varepsilon)^n}{R^{m+1}} \frac{|R|}{R^{m+1}} \frac{1}{R^n}
\]
that is,
\[
\|s_{n,m,2}(z)g_n(z) - 1\|_K \leq C \frac{1/|z|^{n-m-1}}{(1 - \varepsilon/|z|)^n} \frac{(R + \varepsilon)^n}{R^{m+1}}.
\]
Taking the \( n \)th root and letting \( n \to \infty \), \( \varepsilon \to 0 \), \( R \to 1 \), gives (37). The fact that (37) also holds on compact subsets of \( \mathbb{C} \setminus \mathbb{T} \) follows immediately from the maximum modulus principle. The proof of (38) is analogous and we leave it to the reader.

Notice that when \( 0 < \rho \leq \bar{\rho} < 1 \), (37) and (38) yield that
\[
\lim_{n \to \infty} s_{n,m,1}(z)g_n(z) = 1, \quad \lim_{n \to \infty} s_{n,m,2}(z)g_n(z) = 1,
\]
uniformly on compact subsets of \( \mathbb{D} \) and \( \mathbb{C} \setminus \mathbb{T} \), respectively. Since \( g_n \) has no poles in \( \mathbb{C} \setminus \mathbb{T} \) and the Hurwitz theorem imply the assertion concerning the zeros of \( s_{n,m,1} \) and \( s_{n,m,2} \).

The limit behavior of the zeros of the polynomials \( s_{n,m,1} \) and \( s_{n,m,2} \) is essential in the remaining part of this paper. It is convenient to have a similar result for the limit case when \( \rho = 0 \), \( \bar{\rho} = 1 \) even if this imposes some loss of generality.

**Lemma 10.** Let \( \sigma \in \mathbb{S} \) and \( \lim_{n \to \infty} m_n = \lim_{n \to \infty} n - m_n = \infty \). Then,
\[
\lim_{n \to \infty} s_{n,m,2}(z)g_n(z) = 1,
\]
uniformly on compact subsets of \( \mathbb{C} \setminus \mathbb{D} \) and
\[
\lim_{n \to \infty} s_{n,m,1}(z)g_n(z) = 1,
\]
uniformly on compact subsets of \( \mathbb{D} \). Consequently, for any \( \varepsilon > 0 \) there exists \( n_0(\varepsilon) \) such that for \( n \geq n_0 \) the zeros of \( s_{n,m,1} \) and \( s_{n,m,2} \) are in \( \{ z : |z| \geq 1 - \varepsilon \} \) and \( \{ z : |z| \leq 1 + \varepsilon \} \), respectively.

**Proof.** The proof is basically the same as the one above. Fix a compact subset \( K \) of \( \mathbb{C} \setminus \mathbb{T} \). Take the circle \( \gamma_R \) in Lemma 2 of radius \( R \) sufficiently close to \( 1 \) so that \( K \) lies in the unbounded component of the complement of \( \gamma_R \). Using (35), there exists \( n_0(\varepsilon) \), such that for all \( n \geq n_0(\varepsilon) \) and \( z \in K \),
\[
|g_n(z)| \leq C_1 \frac{1}{|z|^n}, \quad \inf_{\zeta \in \gamma_R} |g_n(\zeta)| \geq C_2 \frac{1}{R^n},
\]
where \( C_1, C_2 \) are positive constants. The representation (22) yields
\[
|s_{n,m,2}(z)g_n(z) - 1| \leq C \left( \frac{|R|}{|z|} \right)^{n-m_n+1},
\]
where \( C \) is a constant. Letting \( n \to \infty \) shows (40). The property of the zeros of \( s_{n,m,2} \) now follows from the Hurwitz theorem. Formula (11) and the property of the zeros of \( s_{n,m,1} \) are shown similarly.

The next result is the key to all subsequent developments in the paper.

Theorem 2. Let \( \sigma \in \text{Reg} \mathbb{T} \). Then, for each compact set \( K \),

\[
\limsup_{n \to \infty} \| s_{n, m, n} g_n - 1 \|^1/n_K \leq \begin{cases} 
\|1/z\|^{1-\rho}_K, & K \subset \mathbb{C} \setminus \overline{D}, \\
\|z\|^{\rho}_K, & K \subset \mathbb{D}.
\end{cases}
\]

If \( 0 < \rho \leq \rho < 1 \), then for any \( \varepsilon > 0 \) there exists \( n_0 \), such that for \( n \geq n_0 \) the zeros of \( s_{n, m, n} \) are in the annulus \( A_{\varepsilon} = \{ z \in \mathbb{C} : 1 - \varepsilon \leq |z| \leq 1 + \varepsilon \} \), and

\[
\lim_{n \to \infty} |s_{n, m, n}(z)|^{1/n} = \begin{cases} 
|z|, & z \in \mathbb{C} \setminus \overline{D}, \\
1, & z \in \mathbb{D},
\end{cases}
\]

uniformly on compact subsets of the indicated regions.

Proof. As before, we write \( m \) instead of \( m_n \). Fix a compact subset \( K \) of \( \mathbb{C} \setminus \overline{D} \). By the triangle inequality

\[
\|s_{n, m, n} g_n - 1\|_K \leq \|s_{n, m, 2} g_n - 1\|_K + \|s_{n, m, 1} g_n\|_K.
\]

Using (47), the first term in the right-hand side of this inequality has \( n \)-th root asymptotic behavior as \( n \) goes to \( \infty \) equal to the right-hand side of (42). To conclude the proof it is sufficient to show that the second term also has the same \( n \)-th root asymptotic behavior as \( n \) tends to \( \infty \).

As mentioned, \( s_m^{n, m, 1}(z) = z^m s_{n, m, 1}(1/z) \); then, using the second relation in (16), we get

\[
s_{n, m, 1}(z) g_n(z) = s_{n, m, 1}(z) \frac{z^n - m}{s_{n, m, 1}(z)} = \frac{z^n - m}{s_{n, m, 1}(1/z)} g_n(1/z).
\]

Since \( z \in K \), \( 1/z \) lies in a compact subset of \( \mathbb{D} \) and, according to (48), the product of the last two functions in the right-hand side converges uniformly to 1 for \( z \in K \). Hence,

\[
\lim_{n \to \infty} \|s_{n, m, n} g_n\|^{1/n}_K = 1.
\]

Writing \( s_{n, m, 1}(z) = c_n \prod_{k=1}^{m} (z - z_{n, k}) \), we have the expression

\[
\frac{s_{n, m, 1}(z)}{s_{n, m, 1}(1/z)} = \frac{c_n}{c_n} \prod_{k=1}^{m} \frac{z - z_{n, k}}{1 - z_{n, k} z}.
\]

According to the last assertion of Lemma 10 given \( \varepsilon > 0 \) there exists \( n_0(\varepsilon) \), such that for all \( n \geq n_0 \) all the zeros of \( s_{n, m, 1} \) are of absolute value greater than \( 1 - \varepsilon \). We take \( \varepsilon \) sufficiently small so that \( 1/z_{n, k} \not\in K \). In the rest of the proof we restrict our attention to such values of \( n \). If \( |z_{n, k}| \geq 1 \), it is well known and easy to verify, that

\[
\left| \frac{z - z_{n, k}}{1 - z_{n, k} z} \right| \leq 1, \quad z \in K.
\]

Let us consider the remaining \( z_{n, k} \) for which \( 1 - \varepsilon \leq |z_{n, k}| < 1 \). Then,

\[
|1/z_{n, k}| \leq (1 - \varepsilon)^{-1}
\]

and

\[
|1/z_{n, k} - z_{n, k}| \leq (1 - \varepsilon)^{-1} - (1 - \varepsilon) = \varepsilon (2 - \varepsilon)/(1 - \varepsilon)
\]
(the points 1/\(z_{n,k}\), \(z_{n,k}\) are symmetric with respect to \(T\)). Without loss of generality, we may assume that \(\varepsilon\) is chosen so that
\[
\inf_{z \in K} |z| \geq (1 + \varepsilon^{1/2}(2 - \varepsilon))/(1 - \varepsilon).
\]

Hence,
\[
\inf_{z \in K} |z - 1/\sigma_{n,k}| \geq \inf_{z \in K} |z| - |1/\sigma_{n,k}| \geq \varepsilon^{1/2}(2 - \varepsilon)/(1 - \varepsilon).
\]

For such points \(z_{n,k}\) and selection of \(\varepsilon\), it follows that
\[
\frac{|z - z_{n,k}|}{1 - \sigma_{n,k} z} \leq \frac{1}{|\sigma_{n,k}|} \frac{|z - 1/\sigma_{n,k}| + |1/\sigma_{n,k} - z_{n,k}|}{|z - 1/\sigma_{n,k}|} \leq \frac{1 + \varepsilon^{1/2}}{1 - \varepsilon}.
\]

Putting all of this together, we find
\[
\left\| \frac{s_{n,m,1}}{s^*_n,m,1} \right\|_K \leq \left( \frac{1 + \varepsilon^{1/2}}{1 - \varepsilon} \right)^m,
\]

which implies that
\[
\limsup_{n \to \infty} \left\| \frac{s_{n,m,1}}{s^*_n,m,1} \right\|_K^{1/n} \leq \left( \frac{1 + \varepsilon^{1/2}}{1 - \varepsilon} \right)^{\frac{m}{n}}.
\]

Letting \(\varepsilon \to 0\), we obtain
\[
(46) \quad \limsup_{n \to \infty} \left\| \frac{s_{n,m,1}}{s^*_n,m,1} \right\|_K^{1/n} \leq 1.
\]

To conclude this part of the proof, using (44)–(46), it follows that
\[
\limsup_{n \to \infty} \|s_{n,m,1}g_n\|_K^{1/n} \leq \|1/z\|_K^{1-\frac{m}{n}},
\]

as needed.

The case of compact subsets \(K \subset \mathbb{D}\) is treated analogously. We start with
\[
\|s_{n,m}g_n - 1\|_K \leq \|s_{n,m,1}g_n - 1\|_K + \|s_{n,m,2}g_n\|_K.
\]

The first term in the right-hand side behaves correctly according to (43). To show that the second term follows the same asymptotics, we define \(s^*_{n,m,2}(z) = z^n s_{n,m,2}(1/z)\) and, due to the second relation in (16), we obtain
\[
s_{n,m,2}(z)g_n(z) = \frac{s_{n,m,2}(z)}{s^*_{n,m,2}(z)} \cdot \frac{s_{n,m,2}(1/z)g_n(1/z)}{-\tau_n}.
\]

From (37), we have
\[
\limsup_{n \to \infty} \|s_{n,m,2}g_n\|_K^{1/n} = 1,
\]

and all we need to show is that
\[
\limsup_{n \to \infty} \left\| \frac{s_{n,m,2}}{s^*_{n,m,2}} \right\|_K^{1/n} \leq \|z\|^\frac{m}{n}_K.
\]

Indeed, this is the case since \(s_{n,m,2}(z) = z^{m+1} \prod_{k=1}^{n-m-1} (z - z_{n,k})\) has a zero at \(z = 0\) of multiplicity at least \(m + 1\) and, therefore,
\[
\frac{s_{n,m,2}(z)}{s^*_{n,m,2}(z)} = z^m \frac{\prod_{k=1}^{n-m-1} (z - z_{n,k})}{z - z_{n,k}}.
\]
The first factor in the right-hand side gives us
\[
\lim_{n \to \infty} \|z^{m+1}\|_{K}^{1/n} \leq \|z\|_{K}^{\rho},
\]
and one can show that
\[
\limsup_{n \to \infty} \left\| \prod_{k=1}^{n-1} \frac{z - z_{n,k}}{1 - z_{n,k}z} \right\|_{K}^{1/n} \leq 1
\]
in a similar fashion as we did above with the other Blaschke product.

To conclude, when 0 < \( \rho \leq \sigma < 1 \), \( (27) \) implies that
\[
\lim_{n \to \infty} s_{n,m}(z) g_n(z) = 1, \quad \lim_{n \to \infty} |s_{n,m}(z) g_n(z)|^{1/n} = 1,
\]
uniformly on compact subsets of \( \mathbb{C} \setminus \mathbb{T} \). The first one of these limits and the Hurwitz theorem give the statement concerning the zeros of \( s_{n,m} \). The second limit together with \( (27) \) imply \( (43) \).

The following theorem is the analogue of Theorem 2 under the assumptions of Lemma 10. The proof is similar to that of Theorem 2 and therefore is omitted.

**Theorem 3.** Let \( \sigma \in \mathbb{S} \) and \( \lim_{n \to \infty} m_n = \lim_{n \to \infty} n - m_n = \infty \). Then,
\[
\lim_{n \to \infty} s_{n,m}(z) g_n(z) = 1,
\]
uniformly on compact subsets of \( \mathbb{T} \setminus \mathbb{T} \). Consequently, for any \( \varepsilon > 0 \) there exists \( n_0 \), such that for \( n \geq n_0 \) the zeros of \( s_{n,m} \) are in the annulus \( A_\varepsilon \).

Theorem 2 shows that the zeros of the Stieltjes-type polynomials may only accumulate on \( \mathbb{T} \) when \( \sigma \in \text{Reg} \mathbb{T}, \rho > 0, \sigma < 1 \). This assertion is complemented by Theorem 3 below, whose formulation requires some additional definitions.

It is well known (see [24], Section 3.3) that among all probability measures \( \lambda \) supported on a compact set \( K \), there is a probability measure \( \lambda_K \) (which is unique if \( \text{cap} K > 0 \)) with support in \( K \), called the extremal or equilibrium measure of \( K \), which minimizes the energy
\[
I(\nu) = \int \int \log \frac{1}{|z - t|} d\lambda(z) d\lambda(t).
\]
Let \( P(\lambda; z) = -\int \log |z - t| d\lambda(t) \) be the potential of the measure \( \lambda \). There exists a constant \( F \), called the equilibrium constant of \( K \), such that
\[
\begin{cases}
P(\lambda_K; z) \leq F, & z \in \mathbb{C}, \\
P(\lambda_K; z) = F, & z \in K \setminus A \text{ with } \text{cap} A = 0.
\end{cases}
\]
It may be shown that \( (48) \) characterizes the equilibrium measure and that the equilibrium constant \( F \) is precisely the minimal energy \( I(\lambda_K) \). We also recall that \( \text{cap} K = \exp\{-F\} \).

If we take \( K = \mathbb{T} \), then \( F = 0 \) and \( \lambda_T = d\theta/(2\pi) \), since
\[
P(\theta/(2\pi); z) = \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{\log |z - e^{i\theta}|} d\theta = \begin{cases} -\log |z|, & |z| \geq 1, \\
0, & |z| < 1, \end{cases}
\]
which solves the equilibrium problem \( (48) \) for \( K = \mathbb{T} \).
Let \( \rho_n \) and \( \rho \) be finite Borel measures on \( \mathbb{C} \). By \( \rho_n \xrightarrow{\ast} \rho \), \( n \to \infty \), we denote the weak* convergence of \( \rho_n \) to \( \rho \) as \( n \) tends to infinity. This means that for every continuous function \( f \) on \( \mathbb{C} \),
\[
\lim_{n \to \infty} \int f(x) \, d\rho_n(x) = \int f(x) \, d\rho(x).
\]

For a given polynomial \( T \), we denote by \( \Theta_T \) the normalized zero counting measure of \( T \); that is,
\[
\Theta_T = \frac{1}{\deg T} \sum_{\xi : T(\xi) = 0} \delta_\xi.
\]
The sum is taken over all the zeros of \( T \) and \( \delta_\xi \) denotes the Dirac measure concentrated at \( \xi \).

**Theorem 4.** Let \( \sigma \in \text{Reg} \, T \) and \( 0 < \rho \leq \overline{\rho} < 1 \). Then
\[
\Theta_{S_{n,m_n}} \xrightarrow{\ast} \frac{d\theta}{2\pi}, \quad n \to \infty.
\]

**Proof:** Set \( \Theta_{S_{n,m_n}} \equiv \Theta_n \). All the measures \( \Theta_n \) are probability measures. Let \( \Delta \subset \mathbb{N} \) be a subsequence of indices, such that
\[
\Theta_n \xrightarrow{\ast} \Theta, \quad n \in \Delta, \quad n \to \infty.
\]
It suffices to show that \( \Theta \equiv \lambda_T \) for any such sequence \( \Delta \) of indices. We also may assume that the sequence \( m_n/n \) is convergent when \( n \in \Delta \).

According to Theorem 2, the support of \( \Theta \) is contained in \( T \). Taking (43) and (25) into account, we have that
\[
\lim_{n \in \Delta} P(\Theta_n; z) = -\lim_{n \in \Delta} \frac{1}{n} \log |S_{n,m_n}| = P(\lambda_T; z),
\]
uniformly on compact subsets of \( \mathbb{C} \setminus T \). On the other hand, from (49) one obtains
\[
\lim_{n \in \Delta} P(\Theta_n; z) = P(\Theta; z),
\]
uniformly on compact subsets of \( \mathbb{C} \setminus T \). Thus, \( P(\Theta; z) = P(\lambda_T; z) \) except for a set of Lebesgue measure zero in the complex plane; therefore, from Theorem 3.7.4 in [24], we obtain that \( \Theta \equiv \lambda_T \) as we wanted to show. \( \square \)

For the other two classes of measures, we have the following result.

**Corollary 1.** If \( \sigma \) is such that \( \lim_{n \to \infty} \Phi_n(0) = 0 \) and \( 0 < \rho \leq \overline{\rho} < 1 \), then
\[
\lim_{n \to \infty} \frac{s_{n+1,m_n}(z)}{s_{n,m_n}(z)} = \begin{cases} z, & z \in \mathbb{C} \setminus \overline{\mathbb{D}}, \\ -1, & z \in \mathbb{D}, \end{cases}
\]
uniformly on compact subsets of the indicated regions. When \( \sigma \in S \) and \( \lim_{n \to \infty} m_n = \lim_{n \to \infty} n - m_n = \infty \), we obtain
\[
\lim_{n \to \infty} \overline{\tau_n} s_{n,m_n}(z) = -S_{\sigma}^{-1}(z),
\]
uniformly on compact subsets of \( \mathbb{D} \) and
\[
\lim_{n \to \infty} \frac{s_{n,m_n}(z)}{z^n} = \frac{1}{S_\sigma(1/z)} = S_\sigma(z),
\]
uniformly on compact subsets of \( \mathbb{C} \setminus \overline{\mathbb{D}} \).
We write again $m$ instead of $m_n$ throughout the proof. Using (12) or (17), depending on the assumptions, we have
\[ \lim_{n \to \infty} s_{n,m}(z) g_n(z) = 1, \]
uniformly on compact subsets of $\mathbb{C} \setminus T$. For the proof of (50), notice that
\[ \lim_{n \to \infty} \frac{s_{n+1,m}(z)}{s_{n,m}(z)} = \lim_{n \to \infty} \frac{s_{n+1,m}(z) g_{n+1}(z)}{s_{n,m}(z) g_n(z)} = \lim_{n \to \infty} \frac{g_n(z)}{g_{n+1}(z)}, \]
and we only have to use (32) to conclude what we need. For (51), since
\[ \lim_{n \to \infty} \tau_n s_{n,m}(z) = \lim_{n \to \infty} s_{n,m}(z) g_n(z) \frac{1}{\tau_n g_n(z)} = \lim_{n \to \infty} \frac{1}{\tau_n g_n(z)}, \]
we denote by $\tau_n s_{n,m}(z)$, and apply (35).

### 6. Convergence of Quadrature Formulae

Fix $n \in \mathbb{N}$, $\tau_n \in \mathbb{T}$, and $m \in \{0, 1, \ldots, n - 1\}$. Let $L_{2n,m}$ be the polynomial of degree at most $2n$ given by
\[ \frac{L_{2n,m}(z)}{z^n} = \frac{1}{\zeta - z} \left( s_{n,m}(z) w_n^*(z) - s_{n,m}(\zeta) w_n^*(\zeta) \right) d\sigma(\zeta). \]
We denote by
\[ F_\sigma(z) = \int \frac{\zeta + z}{\zeta - z} d\sigma(\zeta) \]
the Carathéodory function associated with the measure $\sigma$ and define
\[ R_{2n,m}(z) = \frac{L_{2n,m}(z)}{s_{n,m}(z) w_n^*(z)}. \]

**Theorem 5.** Assume that either $\sigma \in \text{Reg} \mathbb{T}$ and $0 < \rho \leq \bar{\sigma} < 1$, or $\sigma \in \mathcal{S}$ and $\lim_{n \to \infty} m_n = \lim_{n \to \infty} n - m_n = \infty$. Then, for each compact set $K$,
\[ \limsup_{n \to \infty} \| F_\sigma - R_{2n,m} \|_K^{1/n} \leq \frac{1}{m} \frac{1}{K}, \quad K \subset \mathbb{C} \setminus \overline{D}, \]
\[ \frac{1}{m} \frac{1}{K}, \quad K \subset \mathbb{D}. \]

**Proof.** Formula (53) may be expressed as
\[ s_{n,m}(z) w_n^*(z) F_\sigma(z) - L_{2n,m}(z) = z^n \int \frac{\zeta + z}{\zeta - z} s_{n,m}(\zeta) w_n^*(\zeta) d\sigma(\zeta). \]
Since $(\zeta + z)/(\zeta - z) = 1 + 2z/\zeta$, using the identity $w_n(\zeta) = w_n^*(\zeta)/\zeta^n$ and orthogonality, we have
\[ s_{n,m}(z) w_n^*(z) F_\sigma(z) - L_{2n,m}(z) = -2 z^n \int \frac{s_{n,m}(\zeta) w_n(\zeta)}{1 - \zeta/z} d\sigma(\zeta) = 2 z^n \left( 1 - s_{n,m}(z) g_n(z) \right) \]
for $z \notin T$, where we have used (21) in the second equality. We may rewrite (55) as

$$ F_n(z) - R_{2n,m}(z) = \frac{2z^n g_n(z)}{s_{n,m}(z) g_n(z) w_n^*(z)}(1 - s_{n,m}(z) g_n(z)), \ z \notin T. \quad (56) $$

Fix a compact set $K$ contained either in $D$ or $\overline{C\setminus D}$ and choose $\varepsilon > 0$ sufficiently small, so that the annulus $A_\varepsilon = \{z \in C : 1 - \varepsilon \leq |z| \leq 1 + \varepsilon\}$ does not intersect $K$. According to Theorem 2 or 3, depending on the hypothesis, there exists $n_0$, such that for all $n \geq n_0$ all the zeros of $s_{n,m}$ lie in $A_\varepsilon$. We will only consider such values of $n$ and recall that $m = m_n$.

Using the definition of $w_n^*$, it is easy to verify that (26) is equivalent to

$$ \lim_{n \to \infty} |w_n^*(z)|^{1/n} = \begin{cases} |z|, & z \in C \setminus \overline{D} , \\ 1, & z \in \overline{D} , \end{cases} \quad (57) $$

uniformly on compact subsets of the indicated regions. On the basis of the error formula (55), (54) follows directly from (27), (42), (57), and (47) (when working with the second group of assumptions).

Since the zeros of $w_n$ are simple and lie on $T$, the same is true for the zeros of $w_n^*$. Regarding the zeros of $s_{n,m}$, all we know is that they accumulate on $T$ under appropriate assumptions, so they may be multiple, coincide with some zeros of $w_n^*$, or lie outside $T$. Nonetheless (see Lemma 1), $s_{n,m}(0) = -\tau_n/\|\Phi_n\| \neq 0$. Therefore, we have

$$ W_n(z) S_{n,m}(z) = \prod_{i=1}^{M} (z - z_{n,i})^{\alpha_i}, \quad \alpha_1 + \cdots + \alpha_M = 2n, $$

where $z_{n,i} \neq 0$ for $i = 1, \ldots, M$, and $W_n$ is $w_n^*$ normalized to be monic.

**Lemma 11.** The rational function $R_{2n,m}$ admits the representation

$$ R_{2n,m}(z) = \sum_{i=1}^{M} \sum_{j=0}^{\alpha_i-1} \lambda_{i,j} g_z^{(j)}(z_{n,i}), $$

where $g_z(w) = (w + z)/(w - z)$.

**Proof.** Consider the following decomposition into simple fractions

$$ \frac{R_{2n,m}(z)}{2z} = \frac{a}{2z} - \sum_{i=1}^{M} \sum_{j=0}^{\alpha_i-1} \frac{j! \lambda_{i,j}}{(z - z_{n,i})^{j+1}}. $$

Certainly, $a, M, \alpha_i$, and $\lambda_{i,j}$ depend on $n$ and $m$. However, since for the time being these indices remain fixed, we will for notational simplicity omit indicating this dependence.

Set $h_z(w) := 1/(z - w)$. Taking derivatives with respect to $w$, we find that $h_z^{(j)}(w) = j!/(z - w)^{j+1}$. With this notation, the previous formula may be written as

$$ R_{2n,m}(z) = a - 2z \sum_{i=1}^{M} \sum_{j=0}^{\alpha_i-1} \lambda_{i,j} h_z^{(j)}(z_{n,i}). $$

In particular, $R_{2n,m}(0) = a$ and $R_{2n,m}(\infty) = a - 2 \sum_{i=1}^{M} \lambda_{i,0}$. 

The interpolation conditions satisfied by $R_{2n,m}$ with respect to $F_\sigma$ at 0 and $\infty$ imply that $R_{2n,m}(0) = F_\sigma(0)$ and $R_{2n,m}(\infty) = F_\sigma(\infty)$; therefore,

$$R_{2n,m}(0) + R_{2n,m}(\infty) = 2 \left( a - \sum_{i=1}^{M} \lambda_{i,0} \right) = F_\sigma(0) + F_\sigma(\infty) = 0.$$  

It follows that

$$(58) \quad a = \sum_{i=1}^{M} \lambda_{i,0}. \quad \square$$

Notice that $g_z(w) = 1 - 2zh_z(w)$. Taking derivatives with respect to $w$, we obtain $g_z^{(j)}(w) = -2zh_z^{(j)}(w), j \geq 1$. With this notation and (58), we obtain

$$R_{2n,m}(z) = a - 2z \sum_{i=1}^{M} \lambda_{i,0} h_z(z_{n,i}) - 2z \sum_{i=1}^{M} \sum_{j=1}^{\alpha_i-1} \lambda_{i,j} h_z^{(j)}(z_{n,i})$$

$$= a - \sum_{i=1}^{M} \lambda_{i,0} (1 - g_z(z_{n,i})) + \sum_{i=1}^{M} \sum_{j=1}^{\alpha_i-1} \lambda_{i,j} g_z^{(j)}(z_{n,i})$$

$$= \sum_{i=1}^{M} \sum_{j=0}^{\alpha_i-1} \lambda_{i,j} g_z^{(j)}(z_{n,i}). \quad \square$$

Define the quadrature formula

$$(59) \quad \tilde{I}_{2n}(f) = \sum_{i=1}^{M} \sum_{j=0}^{\alpha_i-1} \lambda_{i,j} f^{(j)}(z_{n,i})$$

determined by the representation of $R_{2n,m}$ in Lemma 11. Let $\gamma_r = \{ z : |z| = r \}$. We also denote the corresponding circle with positive orientation by $\gamma_r$.

**Theorem 6.** Let $f$ be analytic in $\mathcal{A} = \{ z : r_1 < |z| < r_2 \}, r_1 < 1 < r_2$. Suppose that the zeros $z_{n,i}, i = 1, \ldots, M,$ of $W_n S_{a,m}$ lie in $\mathcal{A}$. Then

$$(60) \quad I_\sigma(f) - \tilde{I}_{2n}(f) = -\frac{1}{2\pi i} \int_{\gamma} (F_\sigma(\zeta) - R_{2n,m}(\zeta)) \frac{f(\zeta)}{2\zeta} d\zeta,$$

where $\gamma = \gamma_r - \gamma_{r'_1}, r_1 < r'_1 < |z| < r'_2 < r_2$ and $r'_1 < |z_{n,i}| < r'_2$.

**Proof.** Let $f$ be analytic in the annulus $\mathcal{A}$. From Cauchy’s integral formula, for all $z$ with $r_1 < r'_1 < |z| < r'_2 < r_2$, we have

$$(61) \quad f(z) = \frac{1}{2\pi i} \int_{\gamma} \frac{f(\zeta)}{\zeta - z} d\zeta = \frac{1}{2\pi i} \int_{\gamma} \frac{2\zeta - f(\zeta)}{2\zeta} d\zeta = \frac{1}{2\pi i} \int_{\gamma} \frac{\zeta + z - f(\zeta)}{\zeta - z} d\zeta,$$

where $\gamma = \gamma_{r'_2} - \gamma_{r'_1}$. Consequently, using Fubini’s theorem,

$$(62) \quad I_\sigma(f) = \int \left( \frac{-1}{2\pi i} \int_{\gamma} \frac{z + \zeta - f(\zeta)}{2\zeta} d\zeta \right) d\sigma(z) = \frac{1}{2\pi i} \int_{\gamma} F_\sigma(\zeta) \frac{f(\zeta)}{2\zeta} d\zeta.$$

From (61), we also obtain

$$(63) \quad f^{(j)}(z) = -\frac{1}{2\pi i} \int_{\gamma} g_z^{(j)}(\zeta) \frac{f(\zeta)}{2\zeta} d\zeta, \quad j \geq 0,$$

for all $z$ with $r'_1 < |z| < r'_2$. 
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Since the zeros of $S_{n,m}$ lie in the annulus $\{z : r_1^* < |z| < r_2^*\}$, on account of (63) and the representation of $R_{2n,m}$ in Lemma 11 we obtain

$$I_{2n}(f) = \sum_{i=1}^{M} \sum_{j=0}^{n_i-1} \lambda_{i,j} \int_{\gamma} g^{(j)}(z_n,k) \frac{f(\zeta)}{2\zeta} d\zeta$$

(64)

$$= -\frac{1}{2\pi i} \int_{\gamma} R_{2n,m}(\zeta) \frac{f(\zeta)}{2\zeta} d\zeta.$$

Finally, formula (60) is the difference between (62) and (64).

\[ \square \]

**Corollary 2.** The quadrature rule (59) is exact in $\Lambda_{n+m,2n-m-1}$ and therefore coincides with the interpolatory rule $I_{2n}$ considered in Theorem 11.

**Proof.** Combining the first equality in (55) and (14), with $L(z) = z^{-m}$ and $L(z) = 1/\zeta^m$, it follows that

$$F_\sigma(z) - R_{2n,m}(z) = \frac{-2z^{n-m}}{s_{n,m}(z)w_n(z)} \int \frac{\zeta^{n-m}s_{n,m}(\zeta)w_n(\zeta)}{1-\zeta/z} d\sigma(\zeta)$$

and

$$F_\sigma(z) - R_{2n,m}(z) = \frac{-2z^{n+m+1}}{s_{n,m}(z)w_n(z)} \int \frac{s_{n,m}(\zeta)w_n(\zeta)}{\zeta^m(\zeta - \zeta)} d\sigma(\zeta).$$

Therefore (recall that $s_{n,m}(0) w_n(0) \neq 0$),

$$F_\sigma(z) - R_{2n,m}(z) = \begin{cases}
O(z^{-m}), & z \to \infty,
O(z^{n+m}), & z \to 0.
\end{cases}$$

Consequently, if $L \in \Lambda_{n+m,2n-m-1}$, then

$$\frac{(F_\sigma(z) - R_{2n,m}(z))L(z)}{2z} = \begin{cases}
O(1/z^2), & z \to \infty,
O(1), & z \to 0.
\end{cases}$$

(65)

The Laurent polynomial $L$ is analytic in $\mathbb{C} \setminus \{0\}$. We may apply Theorem 11 with $r_1 = 0$ and $r_2 = +\infty$ and choose $r_1^*$ and $r_2^*$ sufficiently small and large, respectively, so that the zeros of $S_{n,m}$ belong to the set $\{z : r_1^* < |z| < r_2^*\}$. Then, formula (60) implies

$$I_\sigma(L) - \tilde{I}_{2n}(L) = -\frac{1}{2\pi i} \int_{\gamma_r} (F_\sigma(\zeta) - R_{2n,m}(\zeta)) \frac{L(\zeta)}{2\zeta} d\zeta$$

(66)

$$+ \frac{1}{2\pi i} \int_{\gamma} (F_\sigma(\zeta) - R_{2n,m}(\zeta)) \frac{L(\zeta)}{2\zeta} d\zeta.$$

Taking into consideration (65) and the fact that $(F_\sigma(z) - R_{2n,m}(z))L(z)/2z$ is analytic in open neighborhoods of $\{z : |z| \leq r_1^*\}$ and $\{z : |z| \geq r_2^*\}$, we obtain from Cauchy’s integral formula applied in those open sets that

$$\int_{\gamma_r^*} (F_\sigma(\zeta) - R_{2n,m}(\zeta)) \frac{L(\zeta)}{2\zeta} d\zeta = \int_{\gamma_r^*} (F_\sigma(\zeta) - R_{2n,m}(\zeta)) \frac{L(\zeta)}{2\zeta} d\zeta = 0,$$

which, together with (66), gives the result. \[ \square \]
Theorem 7. Let \( f \) be analytic in \( \mathbb{H} = \{ z : r_1 < |z| < r_2 \}, r_1 < 1 < r_2 \). Assume that either \( \sigma \in \text{Reg} \mathbb{H} \) and \( 0 < \rho \leq \mathfrak{p} < 1 \), or \( \sigma \in \mathbb{S} \) and \( \lim_{n \to \infty} m_n = \lim_{n \to \infty} n - m_n = \infty \). Then

\[
\limsup_{n \to \infty} |I_{\sigma}(f) - I_{2n}(f)|^{1/n} \leq \max \left\{ \left( \frac{1}{r_2} \right)^{\mathfrak{p} - 2}, \left( \frac{1}{r_1} \right)^{1+\mathfrak{p}} \right\}.
\]

Proof. Fix \( \varepsilon > 0 \). For all sufficiently large \( n \), from (64), we have

\[
\| F_{\sigma} - R_{2n,m_n} \|_{\gamma_{r_1}} \leq \left( r_2' - \varepsilon \right)^{\mathfrak{p} - 2},
\]

\[
\| F_{\sigma} - R_{2n,m_n} \|_{\gamma_{r_1}} \leq \left( r_1' + \varepsilon \right)^{1+\mathfrak{p}}.
\]

The zeros of \( S_{n,m_n} \) tend to \( T \) due to either Theorem 2 or 3. Using (90) and Corollary 2 it follows that

\[
|I_{\sigma}(f) - I_{2n}(f)| \leq \frac{1}{2\pi} \int_{\gamma_{r_1}} \left| (F_{\sigma}(\zeta) - R_{2n,m_n}(\zeta)) \frac{f(\zeta)}{2\zeta} \right| |d\zeta|
\]

\[
+ \frac{1}{2\pi} \int_{\gamma_{r_1}} \left| (F_{\sigma}(\zeta) - R_{2n,m_n}(\zeta)) \frac{f(\zeta)}{2\zeta} \right| |d\zeta|
\]

\[
\leq C \left[ \left( r_2' - \varepsilon \right)^{\mathfrak{p} - 2} + \left( r_1' + \varepsilon \right)^{1+\mathfrak{p}} \right],
\]

where \( C \) is a constant that depends on \( \| f(\zeta) / (2\zeta) \|_{\gamma} \) and the length of \( \gamma \) but is independent of \( n \). Hence,

\[
|I_{\sigma}(f) - I_{2n}(f)|^{1/n} \leq (2C)^{1/n} \max \left\{ \left( \frac{1}{r_2} \right)^{\mathfrak{p} - 2}, \left( \frac{1}{r_1} \right)^{1+\mathfrak{p}} \right\}.
\]

Taking limits as \( n \) goes to \( \infty \) and then letting \( \varepsilon \to 0 \), \( r_2' \to r_2 \), and \( r_1' \to r_1 \), gives (67).

Suppose that we have taken a sequence \( \{m_n\}, n \in \mathbb{N} \), such that \( \mathfrak{p} = \rho = \rho \) in the above theorem. Notice that the two elements under the maximum sign in the right-hand side of (67) react oppositely as \( \rho \) increases from 0 to 1 (for \( r_1, r_2 \) fixed). The first one increases with \( \rho \) and the second one decreases. In the bound we have to take the largest of the two. Therefore, to obtain the best possible estimate, depending on the region where \( f \) is analytic, we should choose the sequence \( \{m_n\}, n \in \mathbb{N} \), appropriately.

When \( r_1 r_2 = 1 \), the best possible estimate is obtained for \( \rho = 1/2 \). When \( r_1 r_2 < 1 \) we should interpolate more often at \( \infty \) than at 0. The contrary is appropriate when \( r_1 r_2 > 1 \). The best possible choice of \( \rho \) is such that \( \rho^{1+\rho} = (1/r_2)^{2-\rho} \); that is, \( \rho = (2 + \eta)/(1 - \eta) \), \( \eta = \log r_1 / \log r_2 \). Unfortunately, this choice is not always possible with \( \rho \in [0, 1] \). Therefore, the rule is the following: take a sequence \( \{m_n\}, n \in \mathbb{N} \), such that

\[
\rho = \begin{cases} 
0, & (2 + \eta)/(1 - \eta) < 0, \\
(2 + \eta)/(1 - \eta), & (2 + \eta)/(1 - \eta) \in [0, 1], \\
1, & (2 + \eta)/(1 - \eta) > 1.
\end{cases}
\]

The values \( \rho = 0 \) and \( \rho = 1 \) are only allowed if \( \lim_{n \to \infty} m_n = \lim_{n \to \infty} n - m_n = \infty \) and \( \sigma \in \mathbb{S} \). If this is not the case, then we must take values of \( \rho \) close to 0 or 1.
In order to extend this theorem to non-analytic integrands, it is convenient to find (non-trivial) families of measures for which the zeros of the Stieltjes-type polynomials lie on \( \mathbb{T} \) and are simple. This is a nice open problem. Nevertheless, we have found a number of examples for which either the corresponding Stieltjes-type polynomials satisfy such nice properties or there is numerical evidence of this good behavior.

The results of this section provide the foundation for the development of Gauss-Kronrod-type quadrature rules, referred to as Szegő-Kronrod rules, for the integration of \( 2\pi \)-periodic functions. A few low-order Szegő-Kronrod rules can be found in [13]. We are presently developing numerical methods for the determination of Szegő-Kronrod rules of arbitrary order. These methods along with the examples mentioned above will be presented in a forthcoming paper.

After this paper was submitted, we have learned that F. Peherstorfer [20] also has results on Szegő-Kronrod rules with good properties. His construction differs slightly from ours.
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