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Abstract. In this paper, we consider a new formulation with recourse for a class of stochastic nonlinear complementarity problems. We show that the new formulation is equivalent to a smooth semi-infinite program that no longer contains recourse variables. We then propose a combined Monte Carlo sampling and penalty method for solving the problem in which the underlying sample space is assumed to be compact. Furthermore, we suggest a compact approximation approach for the case where the sample space is unbounded. Two preliminary numerical examples are included as well.

1. Introduction

The nonlinear complementarity problem (NCP) is one of the fundamental problems in the optimization theory and its applications can be found in many fields. See the monographs [9] and [10] for details. Since in many practical problems, some elements may involve uncertain data, stochastic versions of NCP (called SNCP below) have been receiving more and more attention in the recent literature [6, 7, 14, 30, 11, 12, 17]. In this paper, we consider the following stochastic nonlinear complementarity problem: Find a vector $x$ such that

$$\mathcal{P} \{ \omega \in \Omega \mid 0 \leq x \perp F(x, \omega) \geq 0 \} = 1,$$

where $(\Omega, \Xi, \mathcal{P})$ is the underlying probability space, $F : \mathbb{R}^n \times \Omega \to \mathbb{R}^n$ is a given function, and the symbol $\perp$ means the two vectors are perpendicular to each other. This problem can be rewritten as

$$0 \leq x \perp F(x, \omega) \geq 0, \quad \omega \in \Omega \text{ a.s.},$$

where “a.s.” is the abbreviation for “almost surely” under the given probability measure. Throughout, we suppose that $F(x, \omega)$ is continuously differentiable with respect to $x$.

Note that problem (1.1) may not have a solution in general. There have been proposed three ways to deal with (1.1): One way is suggested by Gürkan et al. [12], who use an expectation instead to give a single nonlinear complementarity problem. Another way is presented by Chen and Fukushima [6], who make use of the so-called NCP functions to present the expected residual minimization formulation for (1.1).
See [7, 13, 30, 11] for recent developments along this way. The last is proposed by Lin and Fukushima [17], who formulate (1.1) as the following model:

\[
\begin{align*}
\min \quad & \mathbb{E}[d^T z(\omega)] \\
\text{s.t.} \quad & 0 \leq x \perp (F(x, \omega) + z(\omega)) \geq 0, \\
& z(\omega) \geq 0, \quad \omega \in \Omega \text{ a.s.,}
\end{align*}
\]

where \( \mathbb{E} \) means expectation with respect to the random variable \( \omega \in \Omega \), \( z(\omega) \) is a recourse variable, and \( d \in \mathbb{R}^n \) is a constant vector with positive elements. A smoothing penalty method based on some reformulations of (1.2) has been proposed in [17] for the case where \( \Omega \) has finite elements. In this paper, we continue to study the last way and focus on dealing with a general case where \( \Omega \) is a subset of \( \mathbb{R}^l \).

Note that problem (1.2) is actually a stochastic mathematical program with equilibrium constraints (SMPEC), which plays an important role in many fields such as engineering design, economic equilibrium, and multilevel games. See [20, 1, 15, 16, 21, 22, 26, 27, 28, 29] for details. Problem (1.2) has the following main difficulties:

- The problem contains an expectation and a recourse variable depending on \( \omega \). Both of them may cause computational difficulty in general.
- Because of the presence of complementarity constraints, problem (1.2) fails to satisfy a standard constraint qualification at any feasible point [8].

Based on these observations, our first purpose is to eliminate the recourse variable. To this end, we propose the following formulation of SNCP, which slightly differs from (1.2):

\[
\begin{align*}
\min \quad & \mathbb{E}[\|z(\omega)\|^2] \\
\text{s.t.} \quad & 0 \leq x \perp (F(x, \omega) + z(\omega)) \geq 0, \\
& z(\omega) \geq 0, \quad \omega \in \Omega \text{ a.s.,}
\end{align*}
\]

The reasons we consider (1.3) instead of (1.2) can be stated as follows:

- Since both \( d^T z(\omega) \) and \( \|z(\omega)\|^2 \) serve as penalty terms for the possible violation of the complementarity constraint \( 0 \leq x \perp F(x, \omega) \geq 0 \), problems (1.2) and (1.3) are essentially the same.
- The quadratic penalty \( \|z(\omega)\|^2 \) yields an equivalent problem

\[
\begin{align*}
\min \quad & \mathbb{E}[\|u(x, \omega)\|^2] \\
\text{s.t.} \quad & x \geq 0, \\
& x \circ F(x, \omega) \leq 0, \quad \omega \in \Omega \text{ a.s.,}
\end{align*}
\]

which has a differentiable objective function, but the linear penalty \( d^T z(\omega) \) yields an equivalent problem

\[
\begin{align*}
\min \quad & \mathbb{E}[d^T u(x, \omega)] \\
\text{s.t.} \quad & x \geq 0, \\
& x \circ F(x, \omega) \leq 0, \quad \omega \in \Omega \text{ a.s.,}
\end{align*}
\]

whose objective function is not differentiable everywhere. Here, \( u : \mathbb{R}^n \times \Omega \to \mathbb{R}^n \) is a function defined by

\[
u(x, \omega) := \max \{-F(x, \omega), \ 0\}
\]
and \( \circ \) denotes the Hadamard product, i.e.,

\[
x \circ F(x, \omega) := (x_1 F_1(x, \omega), \ldots, x_n F_n(x, \omega))^T.
\]

See Section 2 for a proof of the equivalence between (1.3) and (1.4). Note that problem (1.4) no longer contains the recourse variable.

As known to us, the sample average approximation (SAA) approach is well-known and most popular in the literature on SMPEC, and it has been extensively studied [21, 22, 27, 28, 19]. In general, SAA methods for SMPEC always require some techniques to deal with the variational inequality or complementarity constraints. For example,

- for the case where the variational inequality or complementarity constraints take on a form of the expectations of the functions involved, Lin et al. [19] utilize some merit function to rewrite the constraints as nonsmooth equations and then employ a smoothing and penalty technique to get some approximation problems, whereas Meng and Xu [22] make use of regularization or smoothing technique to handle the constraints;

- for the case where the variational inequality or complementarity constraints are not described by expectations, a popular way is to apply some implicit function theorems as well as some techniques including regularization or smoothing technique; see for instance Meng and Xu [21] and Shapiro and Xu [27, 28].

Thanks to an effort to remove the recourse variable, problem (1.2) has been successfully reformulated to (1.4), which does not contain complementarity constraints. However, problem (1.4) is actually a semi-infinite programming problem with a large number of complementarity-like constraints and it also involves an expectation in the objective function. Therefore, problem (1.4) is generally more difficult to handle than an ordinary semi-infinite programming problem. In this paper, as in the works [21, 22, 27, 28, 19], we will make use of a Monte Carlo sampling method to handle the expectation and employ a penalty technique to deal with the complementarity-like constraints. Throughout, we denote by \( F \) the feasible region of problem (1.4). It is clear that \( F \) is nonempty.

2. Equivalence between (1.3) and (1.4)

We show the equivalence between problems (1.3) and (1.4) below.

**Theorem 2.1.** If \( x^* \) solves (1.4), then \((x^*, u(x^*, \cdot))\) is an optimal solution of problem (1.3). Conversely, if \((x^*, z^*(\cdot))\) is an optimal solution of problem (1.3), then \( x^* \) solves (1.4).

**Proof.** (i) Suppose that \( x^* \) is an optimal solution of (1.4). We then have from (1.5) that

\[
F(x^*, \omega) + u(x^*, \omega) \geq 0, \quad \forall \omega \in \Omega.
\]

Note that, if \( x^*_i > 0 \) for some \( i \), there must hold \( F_i(x^*, \omega) \leq 0 \) for almost all \( \omega \in \Omega \) and so \( u_i(x^*, \omega) = -F_i(x^*, \omega) \) for almost all \( \omega \in \Omega \). Therefore, we have

\[(x^*)^T (F(x^*, \omega) + u(x^*, \omega)) = 0, \quad \omega \in \Omega \text{ a.s.}\]

This indicates that \((x^*, u(x^*, \cdot))\) is feasible to problem (1.3). Let \((x, z(\cdot))\) be an arbitrary feasible point of problem (1.3). It then follows that, for almost every
\[ \omega \in \Omega, \]
\[ z(\omega) - u(x, \omega) = \min \{ F(x, \omega) + z(\omega), z(\omega) \} \geq 0 \]
and hence \( z(\omega) \geq u(x, \omega) \geq 0 \). This implies that
\[ E[\|z(\omega)\|^2 - \|u(x, \omega)\|^2] \geq 0. \]
\[ (2.1) \]
On the other hand, it follows from the feasibility of \( (x, z(\cdot)) \) in (1.3) that
\[ x \circ F(x, \omega) = -x \circ z(\omega) \leq 0, \quad \omega \in \Omega \text{ a.s.,} \]
and so \( x \) is a feasible point of (1.4). Thus, we have from the optimality of \( x^* \) in (1.4) that
\[ E[\|u(x, \omega)\|^2] \geq E[\|u(x^*, \omega)\|^2]. \]
\[ (2.2) \]
It follows from (2.1) and (2.2) that
\[ E[\|z(\omega)\|^2] - E[\|u(x^*, \omega)\|^2] \]
\[ = E[\|u(x, \omega)\|^2] - E[\|u(x^*, \omega)\|^2] + E[\|z(\omega)\|^2 - \|u(x, \omega)\|^2] \]
\[ \geq 0. \]
This indicates that \( (x^*, u(x^*, \cdot)) \) is an optimal solution of problem (1.3).

(ii) Suppose that \( (x^*, z^*(\cdot)) \) is an optimal solution of (1.3). It is not difficult to see that \( z^*(\omega) = u(x^*, \omega) \) for almost all \( \omega \in \Omega \). Let \( x \) be an arbitrary feasible point of (1.4). In a similar way to (i), we can show that \( (x, u(x, \cdot)) \) is feasible to problem (1.3). Since \( (x^*, z^*(\cdot)) \) solves (1.3), there holds
\[ E[\|u(x, \omega)\|^2] \geq E[\|z^*(\omega)\|^2] = E[\|u(x^*, \omega)\|^2]. \]
This implies that \( x^* \) is an optimal solution of problem (1.4).

3. BOUNDEDNESS OF LEVEL SETS

In this section, we discuss conditions for boundedness of the level sets of the objective function in problem (1.4). For simplicity, we denote by
\[ f(x) := E[F(x, \omega)], \]
\[ \theta(x) := E[\|u(x, \omega)\|^2], \]
and consider the level set defined by
\[ L^c_f(c) := \left\{ x \in \mathcal{F} \mid \theta(x) \leq c \right\}, \]
where \( c \geq 0 \) is a given scalar. Recall that \( f \) is an \( R_0 \)-function on \( \mathcal{F} \) if for any sequence \( \{x^k\} \subseteq \mathcal{F} \) satisfying
\[ \lim_{k \to \infty} \|x^k\| = +\infty, \]
\[ \limsup_{k \to \infty} \|f(x^k)\| < +\infty, \]
there exists an index \( j \) such that \( x^k_j \to +\infty \) and \( f_j(x^k) \to +\infty \) as \( k \to +\infty \). This property is a generation of the so-called \( R_0 \) matrix, whose definition will be given in the next section, and it relates closely to boundedness of level sets in complementarity theory. See [4, 5, 10] for more details.
Theorem 3.1. Assume that \( f \) is an \( R_0 \)-function on \( \mathcal{F} \). Then, for any nonnegative scalar \( c \), the level set \( L^c_\theta(x) \) is bounded.

Proof. Suppose that there is a nonnegative number \( \bar{c} \) such that the level set \( L^\bar{c}_\theta(x) \) is unbounded. This implies that there exists a sequence \( \{x^k\} \subseteq L^\bar{c}_\theta(x) \) such that \( \lim_{k \to \infty} \|x^k\| = +\infty \). It is obvious that, for each \( k \),

\[
\bar{c} \geq \sum_{i=1}^{n} \mathbb{E}[u_i^2(x^k, \omega)]
\]

\[
\geq \sum_{i=1}^{n} \left( \mathbb{E}[u_i(x^k, \omega)] \right)^2
\]

\[
= \sum_{i=1}^{n} \left( \mathbb{E}[\max\{-F_i(x^k, \omega), 0\}] \right)^2
\]

\[
\geq \sum_{i=1}^{n} \max^2\{-f_i(x^k), 0\},
\]

where the last two inequalities follow from Jensen’s inequality. From (3.2), we have

\[
f_i(x^k) \geq -\sqrt{\bar{c}}, \quad \forall i, \ \forall k.
\]

Note that \( x^k \geq 0 \) for every \( k \). This together with (3.3) indicates that condition (3.1) is satisfied. Since \( f \) is an \( R_0 \)-function on \( \mathcal{F} \), there exists an index \( j \) such that

\[
\lim_{k \to \infty} x^k_j = +\infty, \quad \lim_{k \to \infty} f_j(x^k) = +\infty.
\]

On the other hand, for each \( k \), by the feasibility of \( x^k \) in problem (1.4), we have

\[x^k \circ F(x^k, \omega) \leq 0, \quad \omega \in \Omega \ a.s.
\]

and so \( x^k \circ f(x^k) \leq 0 \) for each \( k \). This obviously contradicts (3.4) and hence the proof is complete. \( \square \)

Since \( \mathcal{F} \) is nonempty, we see from Theorem 3.1 that problem (1.4) has at least one optimal solution when \( f \) is an \( R_0 \)-function on \( \mathcal{F} \).

4. Monte Carlo Sampling and Penalty Approximations

Let \( \Omega \) be a compact set and \( \phi : \Omega \to \mathbb{R} \) an integrable function. The Monte Carlo sampling estimate for \( \mathbb{E}[\phi(\omega)] \) is obtained by taking independently and identically distributed random samples \( \Omega_k := \{\omega_1, \ldots, \omega_{N_k}\} \) from \( \Omega \) and letting \( \mathbb{E}[\phi(\omega)] \approx \frac{1}{N_k} \sum_{\omega_i \in \Omega_k} \phi(\omega_i) \). The strong law of large numbers guarantees that this procedure converges with probability one (abbreviated by “w.p.1” below), i.e.,

\[
\lim_{k \to \infty} \frac{1}{N_k} \sum_{\omega_i \in \Omega_k} \phi(\omega_i) = \mathbb{E}[\phi(\omega)] := \int_{\Omega} \phi(\omega)dp \quad \text{w.p.1.}
\]

See [23, 26] for more details about the Monte Carlo sampling methods.
Applying the above method and using a penalty technique, we obtain the problem
\[
\min \frac{1}{N_k} \sum_{\omega \in \Omega_k} \left( \|u(x, \omega)\|^2 + \rho_k \|x \circ v(x, \omega)\|^2 \right)
\]
\[\text{s.t. } x \geq 0,
\]
which is a smooth approximation of problem (1.4). Here, \(\rho_k > 0\) is a penalty parameter tending to \(\infty\) as \(k \to \infty\), \(u : \mathbb{R}^n \times \Omega \to \mathbb{R}^n\) is defined by (1.5), and \(v : \mathbb{R}^n \times \Omega \to \mathbb{R}^n\) is given by
\[
v(x, \omega) := \max\{F(x, \omega), 0\}.
\]
Note that, by (1.5) and (4.3), we have
\[
v(x, \omega) = F(x, \omega) + u(x, \omega), \quad (x, \omega) \in \mathbb{R}^n \times \Omega.
\]
Problem (4.2) is neither a semi-infinite program nor an MPEC and it is generally much easier to deal with than those problems. Note that the feasible region of problem (4.2) does not depend on \(k\).

4.1. **Existence of solutions.** We next discuss the existence conditions of solutions of problem (4.2). For simplicity, we assume that \(F\) is affine with respect to \(x\) and given by
\[
F(x, \omega) := M(\omega)x + q(\omega),
\]
where \(M : \Omega \to \mathbb{R}^{n \times n}\) and \(q : \Omega \to \mathbb{R}^n\) are continuous.

**Definition 4.1.** We call \(\bar{M} \in \mathbb{R}^{n \times n}\) an \(R_0\)-matrix if
\[
x \geq 0, \quad \bar{M}x \geq 0, \quad x^T \bar{M}x = 0 \implies x = 0.
\]

There are a number of matrix classes having been given in the monograph [9]. These matrix classes play important roles in the theory of the linear complementarity problems. In particular, \(R_0\)-matrices are often employed in existence theory of solutions and convergence analysis of algorithms. It is well known that the classes, which at least include positive definite matrix class, \(P\)-matrix class, and strictly copositive matrix class, belong to the \(R_0\)-matrix class [9]. In addition, as mentioned in Section 3, these properties have been extended to nonlinear cases; see [4, 5, 10] for details.

**Lemma 4.2.** Let \(\{M_k\} \subset \mathbb{R}^{n \times n}\) be convergent to \(\bar{M} \in \mathbb{R}^{n \times n}\) and let \(\bar{M}\) be an \(R_0\)-matrix. Then, there exists an integer \(k_0 > 0\) such that \(M_k\) is an \(R_0\)-matrix for every \(k \geq k_0\).

This lemma is easy to verify and so we omit its proof here.

**Theorem 4.3.** Let \(\Omega_k = \{\omega_1, \ldots, \omega_{N_k}\}\) be a set of independently and identically distributed random samples drawn from \(\Omega\) for each \(k\) and \(\rho_k\) tend to \(+\infty\) as \(k \to \infty\). Suppose that \(\frac{1}{N_k} \sum_{\omega \in \Omega_k} M(\omega)\) converges to an \(R_0\)-matrix \(\bar{M}\). We then have the following statements almost surely:

(i) Problem (4.2) has at least one optimal solution when \(k\) is sufficiently large.
(ii) Let \(x^k\) be an optimal solution of (4.2) for each \(k\) sufficiently large. Then the sequence \(\{x^k\}\) is bounded.
Proof: (i) For each \( k \), let \( M_k := \frac{1}{N_k} \sum_{\omega_j \in \Omega_k} M(\omega) \). It follows that \( \bar{M} = \lim_{k \to \infty} M_k \). Since \( \bar{M} \) is an \( R_0 \)-matrix, by Lemma 4.2, there exists an integer \( k_0 > 0 \) such that \( M_k \) is an \( R_0 \)-matrix for every \( k \geq k_0 \).

Let \( k \geq k_0 \) be fixed. Note that the objective function of problem (4.2) is bounded below on \( R_n^+ \). Then, there exists a sequence \( \{x^j\} \subseteq R_n^+ \) such that

\[
(4.6) \quad \lim_{j \to \infty} \frac{1}{N_k} \sum_{\omega_j \in \Omega_k} \left( \|u(x^j, \omega_j)\|^2 + \rho_k \|x^j \circ v(x^j, \omega_j)\|^2 \right)
= \inf_{\omega_j \in \Omega_k} \frac{1}{N_k} \sum_{\omega_j \in \Omega_k} \left( \|u(x, \omega)\|^2 + \rho_k \|x \circ v(x, \omega)\|^2 \right).
\]

Since \( \rho_k \) is a positive constant, it follows from (4.6) that the sequences

\[
\left\{ \frac{1}{N_k} \sum_{\omega_j \in \Omega_k} \|u(x^j, \omega_j)\|^2 \right\}_{j=0,1,...}
\]

and

\[
\left\{ \frac{1}{N_k} \sum_{\omega_j \in \Omega_k} \|x^j \circ v(x^j, \omega_j)\|^2 \right\}_{j=0,1,...}
\]

are bounded. This along with (4.3) implies that

\[
\left\{ \frac{1}{N_k} \sum_{\omega_j \in \Omega_k} u(x^j, \omega) \right\}_{j=0,1,...}
\]

and

\[
\left\{ \frac{1}{N_k} \sum_{\omega_j \in \Omega_k} (x^j)^T \left( M(\omega_j) x^j + q(\omega_j) + u(x^j, \omega_j) \right) \right\}_{j=0,1,...}
\]

are also bounded. Note that the latter sequence can be rewritten as

\[
(4.7) \quad \left\{ (x^j)^T \left( M_k x^j + \frac{1}{N_k} \sum_{\omega_j \in \Omega_k} q(\omega_j) + \frac{1}{N_k} \sum_{\omega_j \in \Omega_k} u(x^j, \omega_j) \right) \right\}_{j=0,1,...}.
\]

On the other hand, it is obvious from the definition of \( u \) that, for each \( j \),

\[
(4.8) \quad x^j \geq 0, \quad M_k x^j + \frac{1}{N_k} \sum_{\omega_j \in \Omega_k} q(\omega_j) + \frac{1}{N_k} \sum_{\omega_j \in \Omega_k} u(x^j, \omega_j) \geq 0.
\]

Suppose the sequence \( \{x^j\} \) is unbounded. Taking a subsequence if necessary, we assume that

\[
(4.9) \quad \lim_{j \to \infty} \|x^j\| = +\infty, \quad \lim_{j \to \infty} \frac{x^j}{\|x^j\|} = \bar{x}, \quad \|\bar{x}\| = 1.
\]

Then, dividing (4.7) and (4.8) by \( \|x^j\|^2 \) and \( \|x^j\| \), respectively, and letting \( j \to +\infty \), we obtain

\[
0 \leq \bar{x} \perp M_k \bar{x} \geq 0.
\]

Since \( M_k \) is an \( R_0 \)-matrix, we have \( \bar{x} = 0 \). This contradicts (4.9) and hence \( \{x^j\} \) is bounded.

Therefore, \( \{x^j\} \) is bounded. Since \( R_n^+ \) is closed, we see from (4.6) that any accumulation point of \( \{x^j\} \) must be an optimal solution of (4.2). This completes the proof of (i).
(ii) Let \( x^k \) be an optimal solution of (4.2) for each sufficiently large \( k \). We next prove that \( \{ x^k \} \) is almost surely bounded. Since \( x^k \) is an optimal solution of (4.2), we have
\[
\mathbb{E} \left( u(x^k, \omega) \right) - \frac{1}{N_k} \sum_{\omega \in \Omega_k} \left( u(x^k, \omega) \right) \leq \frac{1}{N_k} \sum_{\omega \in \Omega_k} \left( u(x^k, \omega) \right)
\]
and, by the definitions (1.7) and (4.3),
\[
\frac{1}{N_k} \sum_{\omega \in \Omega_k} M(\omega) x^k \leq \mathbb{E} \left( u(x^k, \omega) \right) - \frac{1}{N_k} \sum_{\omega \in \Omega_k} \left( u(x^k, \omega) \right) + \frac{1}{N_k} \sum_{\omega \in \Omega_k} \left( u(x^k, \omega) \right) \geq 0, \quad x^k \geq 0.
\]
Noting that \( \mathbb{E}[F(0, \omega)] < +\infty \) by the continuity of \( F \) and the compactness of \( \Omega \), we have from (4.1) that \( \left\{ \frac{1}{N_k} \sum_{\omega \in \Omega_k} \left( u(0, \omega) \right) \right\} \) is almost surely bounded. So, the sequences
\[
\left\{ \frac{1}{N_k} \sum_{\omega \in \Omega_k} \left( u(x^k, \omega) \right) \right\} \quad \text{and} \quad \left\{ \frac{\rho_k}{N_k} \sum_{\omega \in \Omega_k} \left( x^k \circ v(x^k, \omega) \right) \right\}
\]
are almost surely bounded. By Cauchy-Schwarz inequality, we have
\[
\left( \sum_{\omega \in \Omega_k} u_i(x^k, \omega) \right)^2 \leq N_k \sum_{\omega \in \Omega_k} \left( u_i(x^k, \omega) \right)^2, \quad i = 1, \ldots, n
\]
for each \( k \) and hence
\[
\left( \frac{1}{N_k} \sum_{\omega \in \Omega_k} u(x^k, \omega) \right)^2 = \frac{1}{N_k} \sum_{i=1}^n \left( \sum_{\omega \in \Omega_k} u_i(x^k, \omega) \right)^2 \leq \frac{1}{N_k} \sum_{i=1}^n \sum_{\omega \in \Omega_k} \left( u_i(x^k, \omega) \right)^2 = \frac{1}{N_k} \sum_{\omega \in \Omega_k} \left( u(x^k, \omega) \right)^2.
\]
(4.12)
Similarly, we have
\[
\left( \frac{1}{N_k} \sum_{\omega \in \Omega_k} (x^k)^T \left( M(\omega) x^k + q(\omega) + u(x^k, \omega) \right) \right)^2
\]
\[
= \frac{1}{N_k^2} \left\{ \sum_{i=1}^n \sum_{\omega \in \Omega_k} x_i^k v_i(x^k, \omega) \right\}^2 \leq \frac{n}{N_k^2} \sum_{i=1}^n \left( \sum_{\omega \in \Omega_k} x_i^k v_i(x^k, \omega) \right)^2 \leq \frac{n}{N_k} \sum_{\omega \in \Omega_k} \left( \sum_{i=1}^n x_i^k v_i(x^k, \omega) \right)^2 \leq \frac{n}{N_k} \sum_{\omega \in \Omega_k} \left( \sum_{i=1}^n x_i^k v_i(x^k, \omega) \right)^2 \leq \frac{n}{N_k} \sum_{\omega \in \Omega_k} \left( \sum_{i=1}^n \left( x_i^k v_i(x^k, \omega) \right) \right)^2 \leq \frac{n}{N_k} \sum_{\omega \in \Omega_k} \| x^k \circ v(x^k, \omega) \|^2.
\]
(4.13)
It follows from (4.12) and (4.13) that both \( \left\{ \frac{1}{N_k} \sum_{\omega \in \Omega_k} u(x^k, \omega) \right\} \) and
\[
\left\{ \frac{1}{N_k} \sum_{\omega \in \Omega_k} (x^k)^T \left( M(\omega) x^k + q(\omega) + u(x^k, \omega) \right) \right\}
\]
(4.14)
are almost surely bounded. Suppose that the sequence \( \{x^k\} \) is unbounded with probability \( \pi > 0 \). Taking a subsequence if necessary, we assume that

\[
\lim_{k \to \infty} \|x^k\| = +\infty, \quad \lim_{k \to \infty} \frac{x^k}{\|x^k\|} = \bar{x}, \quad \|\bar{x}\| = 1
\]

hold with positive probability \( \pi \). Note that \( \{x^k\} \) and \( \left\{ \frac{1}{N_k} \sum_{\omega \in \Omega_k} u(x^k, \omega) \right\} \) are almost surely bounded and, by (4.1),

\[
\lim_{k \to \infty} \frac{1}{N_k} \sum_{\omega \in \Omega_k} M(\omega) = \bar{M}, \quad \lim_{k \to \infty} \frac{1}{N_k} \sum_{\omega \in \Omega_k} q(\omega) = \int_{\Omega} q(\omega) d\rho
\]

with probability one. Dividing (4.11) and (4.14) by \( \|x^k\| \) and \( \|x^k\|^2 \), respectively, and letting \( k \to +\infty \), we have \( 0 \leq \bar{x} \perp \bar{M} \bar{x} \geq 0 \) with positive probability \( \pi \). Since \( \bar{M} \) is an \( R_0 \)-matrix, we have \( \bar{x} = 0 \) with positive probability \( \pi \). This contradicts (4.15) and hence, the sequence \( \{x^k\} \) is almost surely bounded. This completes the proof of (ii).

4.2. Convergence analysis. In this subsection, we investigate convergence properties of the Monte Carlo sampling and penalty method. For each \( k \), let \( \{\omega_1, \ldots, \omega_{N_k}\} \) be independently and identically distributed random samples drawn from \( \Omega \).

Definition 4.4 ([24]). Let \( \tau > 0 \) and \( \kappa \geq 0 \) be constants. We say \( G : \mathbb{R}^n \to \mathbb{R}^m \) is Hölder continuous on \( K \subseteq \mathbb{R}^n \) with order \( \tau \) and Hölder constant \( \kappa \) if

\[
\|G(x) - G(y)\| \leq \kappa \|x - y\|^\tau
\]

holds for all \( x \) and \( y \) in \( K \).

This concept is a generalization of the Lipschitz continuity, which is, by definition, Hölder continuity with order \( \tau = 1 \). Note that, for two different positive numbers \( \tau \) and \( \tau' \), Hölder continuous functions with order \( \tau \) and those with order \( \tau' \) constitute different subclasses. For example, the function \( G(x) := \sqrt{\|x\|} \) is Hölder continuous with order \( \tau = \frac{1}{2} \) but not Lipschitz continuous. See [24] for more details on Hölder continuity.

Theorem 4.5. Suppose that \( F \) is Hölder continuous in \( x \) on \( \mathbb{R}^n_+ \) with order \( \tau > 0 \) and Hölder constant \( \kappa(\omega) \) satisfying \( E[\kappa(\omega)] < +\infty \). Assume that \( \lim_{k \to \infty} \rho_k = +\infty \), \( x^k \) solves problem (4.2) for each \( k \), and \( x^* \) is an accumulation point of \( \{x^k\} \). Then \( x^* \) is an optimal solution of problem (1.4) with probability one.

Proof. Without loss of generality, we suppose that \( \lim_{k \to \infty} x^k = x^* \).

(i) We first prove that \( x^* \) is almost surely feasible to (1.4). It is obvious that \( x^* \geq 0 \). Therefore, it is sufficient to show

\[
x^* \circ F(x^*, \omega) \leq 0, \quad \omega \in \Omega \text{ a.s.}
\]
In fact, since \(x^k\) is an optimal solution of problem (4.2), we have
\[
\frac{\rho_k}{N_k} \sum_{\omega \in \Omega_k} \|x^k \circ v(x^k, \omega_t)\|^2 
\leq \frac{1}{N_k} \sum_{\omega \in \Omega_k} \left(\|u(x^k, \omega_t)\|^2 + \rho_k \|x^k \circ v(x^k, \omega_t)\|^2\right) 
\leq \frac{1}{N_k} \sum_{\omega \in \Omega_k} \|u(0, \omega_t)\|^2.
\]
(4.17)

Since \(\Omega\) is compact, the function \(u(0, \cdot)\) is bounded on \(\Omega\). Thus, we have from (4.17) that \(\left\{\frac{\rho_k}{N_k} \sum_{\omega \in \Omega_k} \|x^k \circ v(x^k, \omega_t)\|^2\right\}\) is bounded. As a result,
\[
\left\{\frac{\rho_k}{N_k} \sum_{\omega \in \Omega_k} (x^k_t)^2 (F(x^k, \omega_t) + u(x^k, \omega_t))^2\right\}
\]
is bounded for each \(i\) and, since
\[
x^k \geq 0, \quad F(x^k, \omega_t) + u(x^k, \omega_t) = v(x^k, \omega_t) \geq 0
\]
for every \(k\) and \(\ell\), \(\left\{\frac{\rho_k}{N_k} \sum_{\omega \in \Omega_k} (x^k)^T(F(x^k, \omega_t) + u(x^k, \omega_t))\right\}\) is bounded. Noting that \(\lim_{k \to \infty} \rho_k = +\infty\), we have
\[
\lim_{k \to \infty} \frac{1}{N_k} \sum_{\omega \in \Omega_k} (x^k)^T(F(x^k, \omega_t) + u(x^k, \omega_t)) = 0.
\]
(4.18)

On the other hand, by the assumptions of the theorem, there holds
\[
\|F(x, \omega) - F(x', \omega)\| \leq \kappa(\omega)\|x - x'|\|^{\tau}
\]
for any \(x, x' \in \mathbb{R}_+^n\) and \(\omega \in \Omega\). It follows that, for any \(k\) and \(\ell\),
\[
\|(F(x^k, \omega_t) + u(x^k, \omega_t)) - (F(x^*, \omega_t) + u(x^*, \omega_t))\| \leq 2 \|F(x^k, \omega_t) - F(x^*, \omega_t)\| 
\leq 2 \kappa(\omega_t)\|x^k - x^*\|^{\tau}
\]
and then
\[
\lim_{k \to \infty} \left|\frac{1}{N_k} \sum_{\omega \in \Omega_k} (x^k)^T(F(x^k, \omega_t) + u(x^k, \omega_t)) - (F(x^*, \omega_t) + u(x^*, \omega_t))\right| 
\leq \lim_{k \to \infty} 2 \|x^k\| \|x^k - x^*\|^{\tau} \frac{1}{N_k} \sum_{\omega \in \Omega_k} \kappa(\omega_t) 
\leq 0 \text{ w.p.1.}
\]
(4.20)

We have from (4.18) and (4.20) that
\[
0 = \lim_{k \to \infty} \frac{1}{N_k} \sum_{\omega \in \Omega_k} (x^k)^T(F(x^k, \omega_t) + u(x^k, \omega_t)) 
= \lim_{k \to \infty} \frac{1}{N_k} \sum_{\omega \in \Omega_k} (x^k)^T(F(x^*, \omega_t) + u(x^*, \omega_t)) 
= \int_{\Omega} (x^*)^T(F(x^*, \omega) + u(x^*, \omega_t))d\rho \quad \text{w.p.1,}
\]
where the last equality follows from (4.11). Noting that both \((x^*)^T(F(x^*, \cdot) + u(x^*, \cdot))\) and \((x^*)^Tu(x^*, \cdot)\) are nonnegative on \(\Omega\), we obtain (4.16) from (4.21) immediately.
Let \( x \) be an arbitrary feasible solution of (1.4). If \( x_i > 0 \) for some \( i \), then \( F_i(x, \omega) \leq 0 \) holds for almost all \( \omega \in \Omega \) and so \( u_i(x, \omega) = -F_i(x, \omega) \) for almost all \( \omega \in \Omega \). This means

(4.22) \[ x \circ v(x, \omega) = x \circ (F(x, \omega) + u(x, \omega)) = 0, \quad \omega \in \Omega \ \text{a.s.} \]

Since \( x^k \) is an optimal solution of problem (4.2), we have almost surely that

(4.23) \[
\frac{1}{N_k} \sum_{\omega \in \Omega_k} \|u(x, \omega)\|^2 = \frac{1}{N_k} \sum_{\omega \in \Omega_k} \left(\|u(x, \omega)\|^2 + \rho_k \|x \circ v(x, \omega)\|^2\right) \\
\geq \frac{1}{N_k} \sum_{\omega \in \Omega_k} \left(\|u(x^k, \omega)\|^2 + \rho_k \|x^k \circ v(x^k, \omega)\|^2\right) \\
\geq \frac{1}{N_k} \sum_{\omega \in \Omega_k} \|u(x^k, \omega)\|^2.
\]

As a result, we have

(4.24) \[
\frac{1}{N_k} \sum_{\omega \in \Omega_k} \|u(x^*, \omega)\|^2 - \frac{1}{N_k} \sum_{\omega \in \Omega_k} \|u(x, \omega)\|^2 \\
\leq \frac{1}{N_k} \sum_{\omega \in \Omega_k} \|u(x^*, \omega)\|^2 - \frac{1}{N_k} \sum_{\omega \in \Omega_k} \|u(x^k, \omega)\|^2 \\
\leq \frac{1}{N_k} \sum_{\omega \in \Omega_k} \|u(x^*, \omega) - u(x^k, \omega)\| \left(\|u(x^*, \omega)\| + \|u(x^k, \omega)\|\right) \quad \text{w.p.1.}
\]

It follows from (4.5) and (4.19) that

\[
\|u(x^*, \omega) - u(x^k, \omega)\| \leq \|F(x^*, \omega) - F(x^k, \omega)\| \\
\leq \kappa(\omega)\|x^k - x^*\|, \quad \ell = 1, \ldots, N_k.
\]

By the boundedness of the sequence \( \left\{ \frac{1}{N_k} \sum_{\omega \ell \in \Omega_k} (\|u(x^*, \omega_\ell)\| + \|u(x^k, \omega_\ell)\|) \right\} \), we have

(4.24) \[
\lim_{k \to \infty} \frac{1}{N_k} \sum_{\omega \ell \in \Omega_k} \|u(x^*, \omega_\ell) - u(x^k, \omega_\ell)\| \left(\|u(x^*, \omega_\ell)\| + \|u(x^k, \omega_\ell)\|\right) = 0.
\]

Letting \( k \to +\infty \) in (4.23) and taking (4.24) and (4.1) into account, we obtain

\[
\mathbb{E}[\|u(x^*, \omega)\|^2] \leq \mathbb{E}[\|u(x, \omega)\|^2] \quad \text{w.p.1,}
\]

which indicates that \( x^* \) is an optimal solution of (1.4) with probability one. \( \square \)

Remark 4.6. In a recent publication [2], Bastin et al. also studied the Monte Carlo methods for stochastic programming. Their purpose was to investigate the limiting behavior of stationary points of the approximation problems. Some convergence results based on first-order or second-order conditions are given. Compared with this paper, the original stochastic programming of [2] has a deterministic and compact feasible region and so it is different from (1.4) which has a random feasible region. Moreover, the convergence results given in [2] require a uniformly convergence assumption of the mappings including the objective functions, constraint functions, and their gradients. See [2] for details.
4.3. Numerical examples. We have tested the proposed method on the following examples.

Example 4.7. Consider the stochastic complementarity problem (1.1) in which $\omega$ is uniformly distributed on $\Omega := [0, 1]$ and $F : \mathbb{R}^3 \times \Omega \to \mathbb{R}^3$ is given by

$$F(x, \omega) := \begin{pmatrix} x_1 - \omega x_2 + 3 - 2\omega \\ -\omega x_1 + 2x_2 + \omega x_3 - 2 - \omega \\ \omega x_2 + 3x_3 - 3 - \omega \end{pmatrix}.$$ 

This problem has a unique solution $x^* = (0, 1, 1)$ for each $\omega \in \Omega$. Therefore, the optimal value of (1.3) corresponding to this example is zero, as shown in Table 1.

Example 4.8. Consider the stochastic complementarity problem (1.1) in which $\omega$ is uniformly distributed on $\Omega := [0, 1]$ and $F : \mathbb{R}^2 \times \Omega \to \mathbb{R}^2$ is given by

$$F(x, \omega) := \begin{pmatrix} x_1 + \omega x_2 - 2 + \omega \\ \omega x_1 + 2x_2 + 1 + \omega \end{pmatrix}.$$ 

This problem has no common solution for all $\omega \in \Omega$. Note that (1.3) becomes

$$\min \quad \mathbb{E}[\|z(\omega)\|^2]$$

s.t. $0 \leq \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \perp \begin{pmatrix} x_1 + \omega x_2 - 2 + \omega \\ \omega x_1 + 2x_2 + 1 + \omega \end{pmatrix} + z(\omega) \geq 0,$

$$z(\omega) \geq 0, \quad \omega \in [0, 1].$$

Let $(x_1, x_2, z(\cdot))$ be an arbitrary feasible point of (1.26). Since $\omega x_1 + 2x_2 + 1 + \omega > 0$ for $\omega \in [0, 1]$, we have $x_2 = 0$. Let $z^*(\omega) := \begin{pmatrix} 2 - \omega - x_1 \\ 0 \end{pmatrix}$. Note that, if $x_1 \neq 0$, then $x_1 - 2 + \omega + z_1(\omega) = 0$ holds. It follows that $(x_1, x_2, z^*(\cdot))$ is feasible to problem (1.26) and $z(\omega) \geq z^*(\omega) \geq 0$ for any $\omega \in [0, 1]$. Furthermore, we have

$$\mathbb{E}[\|z(\omega)\|^2] \geq \mathbb{E}[\|z^*(\omega)\|^2] = \int_0^1 (2 - \omega - x_1)^2 d\omega = x_1^2 - 3x_1 + \frac{7}{3}.$$ 

Recall that $x_1 \leq 2 - \omega$ for any $\omega \in [0, 1]$. It follows that $x_1 \in [0, 1]$. Thus, we get an optimal solution $(1, 0, z^*(\cdot))$ of (1.26) with $z^*(\omega) := \begin{pmatrix} 1 - \omega \\ 0 \end{pmatrix}$. It is easy to see that the optimal value of problem (1.26) is $\frac{7}{3}$.

Since the functions given in Examples 4.7 and 4.8 have the form of (4.5), they are evidently Lipschitz continuous in $x$ with Lipschitz constant $\kappa(\omega) = \|M(\omega)\|$. Here $\|M(\omega)\|$ denotes the Euclidean operator norm of $M(\omega)$. By straightforward calculations, we have

- for Example 4.7,

$$\mathbb{E}[M(\omega)] = \begin{pmatrix} 1 & -1/2 & 0 \\ -1/2 & 2 & 1/2 \\ 0 & 1/2 & 3 \end{pmatrix}$$

is an $R_0$ matrix and $\mathbb{E}[\kappa(\omega)] = \mathbb{E}[2 + \sqrt{1 + 2\omega^2}] < +\infty$;

- for Example 4.8,

$$\mathbb{E}[M(\omega)] = \begin{pmatrix} 1 & 1/2 \\ 1/2 & 2 \end{pmatrix}$$

is an $R_0$ matrix and $\mathbb{E}[\kappa(\omega)] = \mathbb{E}[\frac{3 + \sqrt{1 + 4\omega^2}}{2}] < +\infty$.

This means that the assumptions made in Theorems 4.3 and 4.5 are satisfied.
In our experiments, we set the initial values of $N_k$ and $\rho_k$ as $N_1 := 10^2$ and $\rho_1 := 10^2$, respectively. Then, we employed the random number generator \texttt{rand} in Matlab 6.5 to generate independently and identically distributed random samples \{$\omega_1, \ldots, \omega_{N_k}$\} from $\Omega$ and we solved the subproblems

$$
(4.26) \quad \min_{x \geq 0} \frac{1}{N_k} \sum_{\omega \in \Omega_k} \left( \| \max(-F(x, \omega), 0) \|^2 + \rho_k \| x \circ \max(F(x, \omega), 0) \|^2 \right)
$$

by the solver \texttt{fmincon} in Matlab 6.5 to get a point $x^k$. The initial point was chosen to be $(0, \ldots, 0)$ and the computed solution $x^k$ was used as the starting point in the next iteration. In addition, the parameters were updated by $N_k := 10N_k$ and $\rho_k := \min\{10\rho_k, \bar{\rho}\}$ with $\bar{\rho} = 10^5$. The computational results for Examples 4.7 and 4.8 are shown in Table 1, in which \texttt{Obj} denotes the values of the objective function of (4.26) at the current point. The results shown in the table reveal that the proposed method was able to solve the examples successfully.

## 5. The Case Where $\Omega$ is Unbounded

In the last section, the sample space $\Omega$ is simply assumed to be compact. In this section, we discuss the case where $\Omega$ is an unbounded and closed subset of $\mathbb{R}^l$. For this case, one popular way is to consider compact approximations of (1.4). That is, given a sufficiently large number $\nu$, we define a compact approximation of $\Omega$ by

$$
\Omega_\nu := \{ \omega \in \Omega \mid \| \omega \| \leq \nu \}
$$

and consider the following approximation problem of (1.4):

$$
(5.1) \quad \min_{\nu} \theta_\nu(x) := \int_{\Omega_\nu} \| u(x, \omega) \|^2 \rho(\omega) d\omega
$$

s.t. $x \geq 0$,

$$
x \circ F(x, \omega) \leq 0, \quad \omega \in \Omega_\nu \quad \text{a.s.}
$$

Since problem (5.1) has a compact sample space, we may employ the method proposed in Section 4 to solve (5.1). Further convergence results are stated as follows.

**Theorem 5.1.** Suppose that $F$ is Hölder continuous in $x$ on $\mathcal{F}$ with order $\tau > 0$ and Hölder constant $\kappa(\omega)$ satisfying $\mathbb{E}[\kappa^2(\omega)] < +\infty$. Suppose that there exists a vector $\hat{x}$ in $\mathcal{F}$ such that $\mathbb{E}[\| F(\hat{x}, \omega) \|^2] < +\infty$. Let $x^\nu$ be an optimal solution of problem (5.1) for each $\nu$ and let $\bar{x}$ be an accumulation point of $\{x^\nu\}$. Then $\bar{x}$ is an optimal solution of problem (1.4).
Proof. Without loss of generality, we assume that \( \lim_{\nu \to \infty} x^\nu = \bar{x} \). It is obvious that \( \bar{x} \in \mathcal{F} \). Since both \( \mathbb{E}[\kappa^2(\omega)] \) and \( \mathbb{E}[\|F(\bar{x}, \omega)\|^2] \) are finite, it follows from Cauchy-Schwarz inequality that \( \mathbb{E}[\kappa(\omega) \|F(\bar{x}, \omega)\|] \) is also finite. Thus, by the Hölder continuity of \( F \) in \( x \), we have

\[
\begin{align*}
\mathbb{E}[\|F(\bar{x}, \omega)\|^2] &\leq \mathbb{E}
\left[
\left(
\|F(\bar{x}, \omega)\| + \|F(\bar{x}, \omega) - F(\bar{x}, \omega)\|
\right)^2
\right] \\
&\leq \mathbb{E}
\left[
\left(\kappa(\omega) \|\bar{x} - \hat{x}\|^\tau + \|\bar{x} - \hat{x}\|^\tau \mathbb{E}[\kappa(\omega) \|F(\bar{x}, \omega)\|]
\right)^2
\right] \\
&\leq \mathbb{E}[\|F(\bar{x}, \omega)\|^2 + 2\|\bar{x} - \hat{x}\|^\tau \mathbb{E}[\kappa(\omega) \|F(\bar{x}, \omega)\|] + \|\bar{x} - \hat{x}\|^{2\tau} \mathbb{E}[\kappa^2(\omega)]] < +\infty
\end{align*}
\]

and, using Cauchy-Schwarz inequality again,

\[
\mathbb{E}[\kappa(\omega) \|F(\bar{x}, \omega)\|] < +\infty.
\]

(i) We show

\[
\lim_{\nu \to \infty} \theta_\nu(x^\nu) = \theta(\bar{x}),
\]

where \( \theta \) is the same as in Section 3. On the one hand, we have from (5.2) that

\[
\begin{align*}
|\theta_\nu(\bar{x}) - \theta(\bar{x})| &= \int_{\Omega \setminus \Omega_\nu} \|u(\bar{x}, \omega)\|^2 \rho(\omega) d\omega \\
&\leq \int_{\Omega \setminus \Omega_\nu} \|F(\bar{x}, \omega)\|^2 \rho(\omega) d\omega \\
&\to 0 \quad \text{as} \quad \nu \to +\infty.
\end{align*}
\]

On the other hand, we have from the Hölder continuity of \( F \), the fact that \( \mathbb{E}[\kappa^2(\omega)] \) is finite, and (5.3) that

\[
\begin{align*}
|\theta_\nu(x^\nu) - \theta_\nu(\bar{x})| &= \left| \int_{\Omega_\nu} \left(\|u(x^\nu, \omega)\|^2 - \|u(\bar{x}, \omega)\|^2\right) \rho(\omega) d\omega \right| \\
&\leq \int_{\Omega_\nu} \left(\|u(x^\nu, \omega)\| + \|u(\bar{x}, \omega)\|\right) \left(\|u(x^\nu, \omega) - u(\bar{x}, \omega)\| \rho(\omega) d\omega \right) \\
&\leq \int_{\Omega_\nu} \left(\|u(x^\nu, \omega) - u(\bar{x}, \omega)\|^2 + 2\|u(\bar{x}, \omega)\| \|u(x^\nu, \omega) - u(\bar{x}, \omega)\| \rho(\omega) d\omega \right) \\
&\leq \int_{\Omega_\nu} \left(\|F(x^\nu, \omega) - F(\bar{x}, \omega)\|^2 + 2\|F(\bar{x}, \omega)\| \|F(x^\nu, \omega) - F(\bar{x}, \omega)\| \rho(\omega) d\omega \right) \\
&\leq \|x^\nu - \bar{x}\|^{2\tau} \int_{\Omega_\nu} \kappa(\omega) \rho(\omega) d\omega + 2\|x^\nu - \bar{x}\|^\tau \int_{\Omega_\nu} \kappa(\omega) \|F(\bar{x}, \omega)\| \rho(\omega) d\omega \\
&\to 0 \quad \text{as} \quad \nu \to +\infty.
\end{align*}
\]

By (5.3)–(5.6) and

\[
|\theta_\nu(x^\nu) - \theta(\bar{x})| \leq |\theta_\nu(x^\nu) - \theta_\nu(\bar{x})| + |\theta_\nu(\bar{x}) - \theta(\bar{x})|,
\]

we get (5.4) immediately.
(ii) Note that $x^{\nu}$ is an optimal solution of problem (5.1) for each $\nu$ and any $x \in F$ must be feasible to (5.1). Therefore, we have

\[(5.7) \quad \theta_{\nu}(x^{\nu}) \leq \theta_{\nu}(x) \leq \theta(x), \quad \forall x \in F.\]

Letting $\nu \to +\infty$ in (5.1) and taking (5.4) into account, we obtain

\[\theta(\bar{x}) \leq \theta(x), \quad \forall x \in F.\]

This indicates that $\bar{x}$ is an optimal solution of (1.4). \hfill \Box

6. Conclusions

We have presented a new formulation for SNCP and shown that the new formulation is actually equivalent to a smooth semi-infinite programming problem (1.4). Then, we employed a Monte Carlo sampling method and a penalty technique to get some approximations of (1.4) with compact sample space. We have also presented a compact approximation approach for the case where the sample space is unbounded.

On the other hand, recall that the sample space $\Omega$ is assumed to have infinitely many elements in the paper. Actually, if $\Omega$ has only a finite number of elements, we may present a similar method without resorting to a Monte Carlo sampling approximation technique.
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