COMPUTATION OF OPTIMAL MONOTONICITY
PRESERVING GENERAL LINEAR METHODS

DAVID I. KETCHESON

ABSTRACT. Monotonicity preserving numerical methods for ordinary differential equations prevent the growth of propagated errors and preserve convex boundedness properties of the solution. We formulate the problem of finding optimal monotonicity preserving general linear methods for linear autonomous equations, and propose an efficient algorithm for its solution. This algorithm reliably finds optimal methods even among classes involving very high order accuracy and that use many steps and/or stages. The optimality of some recently proposed methods is verified, and many more efficient methods are found. We use similar algorithms to find optimal strong stability preserving linear multistep methods of both explicit and implicit type, including methods for hyperbolic PDEs that use downwind-biased operators.

1. INTRODUCTION

This work is concerned with the numerical solution of the initial value problem (IVP)

\[ \dot{u} = F(u, t), \quad u(t_0) = u_0 \]

where \( u \in \mathbb{R}^m \), and the function \( F : \mathbb{R}^m \times \mathbb{R} \to \mathbb{R}^m \) is such that

\[ ||u(t + \Delta t)|| \leq ||u(t)|| \quad \forall \Delta t \geq 0. \]

Here \( || \cdot || \) may be a norm, or more generally any convex functional.

Throughout this work it is assumed that \( F \) satisfies a discrete analog of (2) when the forward Euler method is employed with a sufficiently small stepsize, i.e.,

\[ ||u + \Delta t F(u, t)|| \leq ||u|| \quad \text{for } 0 < \Delta t \leq \Delta t_{FE}, \quad \text{for all } (u, t) \in \mathbb{R}^m \times \mathbb{R}. \]

Here, \( u_n \) is a numerical approximation to \( u(t_0 + n\Delta t) \). We are interested in higher order accurate (multistage and/or multistep) numerical methods that preserve the monotonicity property

\[ ||u_n|| \leq \max\{||u_{n-1}||, \ldots, ||u_{n-k}||\} \quad \text{for } 0 \leq \Delta t \leq \Delta t_{\text{max}} \]

whenever the forward Euler condition (3) holds. Here \( k \) represents the number of previous steps used to compute the next solution value. The monotonicity property (4) is desirable in that it mimics property (2) of the true solution and prevents growth of errors.
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Strong stability preserving (SSP) methods have been developed to satisfy the monotonicity property (4) for the IVP (1) whenever the forward Euler condition (3) is fulfilled. The monotonicity property is guaranteed under the maximum timestep $\Delta t_{\text{max}} = c\Delta t_{\text{FE}}$, where the SSP coefficient $c$ depends only on the numerical integration method (not on $F$). Considerable research effort has been devoted to finding methods with the largest value of $c$ among various classes (see, e.g., [7, 14, 12]).

Often, the monotonicity property (4) is of interest when equation (1) results from a method of lines of semi-discretization of the hyperbolic conservation law (5)
\[ U_t + \nabla \cdot f(U) = 0. \]
In this case, the semi-discrete operator $F$ (meant to approximate $-\nabla \cdot f$) typically involves an upwind-biased discretization. If the discretization is biased in the opposite (downwind) direction and negated, the resulting operator $\tilde{F}$ is just the reverse-time version of $F$, and so will also satisfy the forward Euler condition, i.e.,
\[ ||u + \Delta t \tilde{F}(u, t)|| \leq ||u|| \text{ for } 0 < \Delta t \leq \Delta t_{\text{FE}}, \text{ for all } (u, t) \in \mathbb{R}^m \times \mathbb{R}. \]

**SSP methods with downwinding** satisfy the monotonicity property (4) whenever the forward Euler conditions (3) and (6) are fulfilled, under the maximum timestep $\Delta t_{\text{max}} = \tilde{c}\Delta t_{\text{FE}}$, where the SSP coefficient $\tilde{c}$ depends only on the numerical method.

Several authors have considered the monotonicity property (4) in the simpler case that the function $F$ in (1) is linear and autonomous [25, 17, 26, 19, 20, 5]. Then (1) simplifies to
\[ u' = Lu, \quad u(t_0) = u_0 \]
where $L \in \mathbb{R}^{m \times m}$ is a constant matrix, and the forward Euler condition (3) simplifies to the circle condition
\[ ||I + \Delta t L|| \leq 1 \text{ for } 0 < \Delta t \leq \Delta t_{\text{FE}}. \]

**Contractive** methods have been developed to satisfy the monotonicity property (4) for the linear autonomous IVP (7) whenever the circle condition (8) is fulfilled. The monotonicity property is guaranteed under the maximum timestep $\Delta t_{\text{max}} = R\Delta t_{\text{FE}}$, where the threshold factor $R$ depends only on the numerical integration method (not on $L$). Since (7) is a special case of (1), clearly $c \leq R$.

Important examples of the linear IVP (7) include semi-discretizations of the partial differential equations describing acoustics, linear elasticity, and electromagnetic waves. Optimally contractive methods may be used to integrate such semi-discretizations, including those with time-dependent source terms [3, 2]. For instance, they have been used for integration of Maxwell’s equations [2, 21] and geometrical optics [3], using discontinuous Galerkin semi-discretizations. They are also useful for providing strong stability bounds when applied to spectral semi-discretizations [4, 10, 6].

In the present work we are mainly interested in finding methods with optimal values of $R$. Previous studies have investigated optimally contractive one-step, multistage methods [17, 26, 6] and one-stage, multistep methods [19, 20]. In the present work we investigate optimally contractive methods of general (i.e. multistage, multistep) type. The key to the present approach lies in reformulating the associated

1 Note that the definition of $\tilde{F}$ here differs from the usual definition by a factor of $-1$. This results in slightly simpler linear programming problems in Section 3.
nonlinear optimization problem as a series of linear programming (LP) feasibility problems to which highly efficient LP solvers can then be applied. We will see that this approach is also useful for efficiently finding linear multistep methods with optimal values of \( c \) and \( \tilde{c} \).

In Section 2, we investigate optimal contractive general linear methods for the linear IVP. In Section 3, we investigate optimal strong stability preserving multistep methods for the general IVP. We conclude in Section 4.

2. Optimal threshold factors for explicit general linear methods

2.1. General linear methods. When applied to the linear autonomous IVP (7), most numerical methods (including Runge-Kutta and multistep methods) take the form

\[
 u_n = \psi_1(\Delta t L) u_{n-1} + \psi_2(\Delta t L) u_{n-2} + \cdots + \psi_k(\Delta t L) u_{n-k}.
\]

We will refer to (9) as a general linear method for (7) (see, e.g., [1, 11] for a fuller description of general linear methods). The present section deals with explicit methods, for which each function \( \psi_i \) is a polynomial whose degree is at most the number of stages of the method, denoted by \( s \):

\[
 \psi_i = \sum_{j=0}^{s} a_{ij} z^j \quad 1 \leq i \leq k.
\]

The method (9) approximates the solution of (7) to order \( p \) if

\[
 e^{kz} = \psi_1(z) e^{(k-1)z} + \psi_2(z) e^{(k-2)z} + \cdots + \psi_k(z) + O(z^{p+1}) \text{ for } z \to 0.
\]

Writing the exponential functions in (11) as Taylor series and equating coefficients of powers of \( z \), we find the order conditions for order \( p \) in terms of the coefficients \( a_{ij} \):

\[
 \sum_{i=1}^{k-1} \sum_{j=0}^{q} a_{ij} \frac{(k-i)^{q-j}}{(q-j)!} = \frac{k^q}{q!} \quad 1 \leq q \leq p.
\]

In Section 3, we will consider multistep methods, which also take the form (9), but with \( \psi_i \) being linear functions (for explicit methods) or rational functions with linear numerator and denominator (for implicit methods).

2.2. Absolute monotonicity. When solving the linear IVP (7) by the general linear method (9), the timestep restriction for monotonicity preservation depends on the radius of absolute monotonicity of the functions \( \psi_i \).

**Definition 1** (Radius of absolute monotonicity). The radius of absolute monotonicity \( R(\psi) \) of a function \( \psi : \mathbb{R} \to \mathbb{R} \) is the largest value of \( r \) such that \( \psi(z) \) and all of its derivatives exist and are nonnegative for \( z \in (-r, 0] \).

When considering absolute monotonicity, it is often helpful to write a function in the form

\[
 \psi_i(z) = \sum_j \gamma_{ij} \left( 1 + \frac{z}{r} \right)^j \quad \text{with } \gamma_{ij} = \frac{r^j}{j!} \psi_i^{(j)}(-r).
\]
The coefficients in (13) have the following useful properties:

(14a) \[ \gamma_{ij} \geq 0 \iff r \leq R(\psi_i), \]

(14b) \[ \sum_{i,j} \gamma_{ij} = 1. \]

The following result may be viewed as a special case of [25, Theorem 3.5], generalized to convex functionals.

**Theorem 1.** Assume the matrix \( L \) and convex functional \( \| \cdot \| \) satisfy the circle condition (8). Then the monotonicity property (4) holds for the solution of the linear autonomous IVP (7) by a consistent general linear method (9) if the timestep satisfies

(15) \[ \Delta t \leq R \Delta t_{FE} \]

where the threshold factor \( R = \min_i R(\psi_i(z)) \).

**Proof.** Using (13) with \( r = R \), we have

\[
\| u_{n+1} \| = \| \sum_i \psi_i(\Delta tL)u_{n-i} \|
\]

\[
= \left\| \sum_{i,j} \gamma_{ij} \left( I + \frac{\Delta t}{R} L \right)^j u_{n-i} \right\|
\]

\[
\leq \sum_{i,j} \gamma_{ij} \left\| \left( I + \frac{\Delta t}{R} L \right)^j u_{n-i} \right\|
\]

\[
\leq \sum_{i,j} \gamma_{ij} \| u_{n-i} \| \leq \max_i \| u_{n-i} \|.
\]

The first inequality follows from (14) and convexity of \( \| \cdot \| \), while the second follows from the circle condition (8). \[\square\]

In [24], it is shown also that for \( L \) corresponding to a first-order upwind discretization of the advection equation and \( \| \cdot \| = \| \cdot \|_\infty \), the result of Theorem 1 is sharp (i.e., the strong stability bound (4) is violated for some \( u \) whenever the timestep (15) is exceeded). This suggests that the timestep bound (15) may be important for semi-discretizations of hyperbolic PDEs.

We can now define the object of interest of the present work. Let \( \Pi_{s,k,p} \) denote the set of all ordered sets of \( k \) polynomials \( (\psi_1, ..., \psi_k) \) of degree at most \( s \) satisfying the order conditions (12) up to order \( p \).

**Definition 2.** For given integers \( s, k, p \), the optimal threshold factor \( R_{s,k,p} \) is the largest threshold factor \( R \) among all explicit \( k \)-step, \( s \)-stage general linear methods of order at least \( p \):

(16) \[ R_{s,k,p} = \sup \left\{ \min_i R(\psi_i) \mid (\psi_1, ..., \psi_k) \in \Pi_{s,k,p} \right\}. \]

In the following sections, we will determine values of \( R_{s,k,p} \) and corresponding optimal methods, using bisection on \( R \). The results below justify this approach. The following lemma can be seen as a special case of [13, Lemma 3.1].

**Lemma 1.** A polynomial \( \psi(z) \) is absolutely monotonic at \( z = -\xi < 0 \) if and only if \( \psi \) has radius of absolute monotonicity \( R(\psi) \geq \xi \).
Proof. Suppose $R(\psi) \geq \xi$. Then $\psi$ is absolutely monotonic on the interval $(-\xi, 0]$, so by continuity $\psi$ is absolutely monotonic at $-\xi$.

On the other hand, suppose $\psi(z)$ is absolutely monotonic at $z = -\xi < 0$. Then writing $\psi$ in form (13) with $r = \xi$, using (14a), and differentiating term-by-term shows that $\psi(z)$ is absolutely monotonic on $(-\xi, 0]$. □

Lemma 1, combined with Definition 2, leads immediately to the following result, which will be useful in constructing our solution algorithm.

**Corollary 1.** Let $r > 0$. Then $R_{s,k,p} \geq r$ if and only if there exists $(\psi_1, \ldots, \psi_k) \in \Pi_{s,k,p}$ such that each $\psi_i$ is absolutely monotonic at $-r$.

2.3. Solution Algorithm. We now present an algorithm for finding optimal threshold factors $R_{s,k,p}$ and corresponding methods $(\psi_1, \ldots, \psi_k)$ for a given number of stages $s$, steps $k$, and order $p$. Corollary 1 indicates that $R_{s,k,p}$ can be found by bisection, as follows:

**Optimization Algorithm**

Inputs: Positive integers $s, k, p$ and real numbers $\epsilon$ and $r_{\text{max}}$ such that $R_{s,k,p} \leq r_{\text{max}}$

Output: $r$ satisfying $R_{s,k,p} - \epsilon \leq r \leq R_{s,k,p}$

1. $r_{\text{min}} := 0$.
2. Set $r := (r_{\text{max}} + r_{\text{min}})/2$.
3. Determine whether there exists $(\psi_1, \ldots, \psi_k) \in \Pi_{s,k,p}$ such that each $\psi_i$ is absolutely monotonic at $-r$. If so, set $r_{\text{min}} := r$; otherwise set $r_{\text{max}} := r$.
4. If $r_{\text{max}} - r_{\text{min}} < \epsilon$, set $r := r_{\text{min}}$ and stop. Otherwise, return to step 2.

Two ingredients are necessary for the execution of this approach: a value for $r_{\text{max}}$ and a method to solve the feasibility problem in step 3. The following theorem provides the bound $r_{\text{max}}$.

**Theorem 2.** For any $s, k, p > 0$, the optimal threshold factor for explicit $s$-stage, $k$-step, order $p$ general linear methods is at most equal to the number of stages; i.e., $R_{s,k,p} \leq s$.

Proof. Take any $(\psi_1, \ldots, \psi_k) \in \Pi_{s,k,p}$, and let $R$ be the threshold factor of this method. Writing out explicitly the first two order conditions (i.e., (12) for $p = 0, 1$) gives

\begin{align}
\sum_{i=1}^{k} a_{i0} &= 1, \\
\sum_{i=1}^{k} (a_{i1} + (k - i)a_{i0}) &= k.
\end{align}

Equating the right-hand sides of equations (10) and (13) gives the following relation between the coefficients $a_{il}$ and $\gamma_{ij}$:

\begin{equation}
 a_{il} = \frac{1}{l!R^l} \sum_{j=0}^{s} \gamma_{ij} \prod_{n=0}^{l-1} (j - n).
\end{equation}
Substituting (18) in (17) yields

\[(19a) \quad \sum_{i=1}^{k} \sum_{j=0}^{s} \gamma_{ij} = 1,\]

\[(19b) \quad \sum_{i=1}^{k} \sum_{j=0}^{s} \gamma_{ij} (j + R(k - i)) = kR.\]

Subtracting \(ks\) times (19a) from (19b) gives

\[(20) \quad \sum_{i=1}^{k} \sum_{j=0}^{s} \gamma_{ij} (j + R(k - i) - ks) = k(R - s).\]

Since (for \(1 \leq i \leq k, 0 \leq j \leq s\))

\[(21) \quad j + R(k - i) - ks = (j - s) + R(1 - i) + (R - s)(k - 1) \leq (R - s)(k - 1),\]

then

\[k(R - s) = \sum_{i=1}^{k} \sum_{j=0}^{s} \gamma_{ij} (j + R(k - i) - ks) \leq (k - 1)(R - s) \sum_{i=1}^{k} \sum_{j=0}^{s} \gamma_{ij} = (k - 1)(R - s),\]

which implies that \(R \leq s\). \(\square\)

An alternate proof is as follows. Let \(R\) denote the threshold factor of the method given by \((\psi_1, \ldots, \psi_k) \in \Pi_{s,k,p}\). Consider the disk

\[(22) \quad D_R = \{z \in \mathbb{C} \mid |z + R| \leq R\}.\]

For \(z \in D_R, |1 + z/R| \leq 1\), so using (13) and (14), we find \(|\sum_i \psi(z)| \leq 1\). Hence the region of absolute stability for this method contains \(D_R\). Then [13, Theorem 3.1] asserts that \(R \leq s\).

2.4. The Feasibility Problem. We now show that the feasibility problem in step 3 of our algorithm above is a linear programming problem (LP). Using equations (12) and (18), the conditions for the method to be accurate to order \(p\) can be written as

\[(23) \quad \sum_{i=1}^{k} \sum_{j=0}^{s} \gamma_{ij} \sum_{l=0}^{q} \binom{q}{l} \frac{(k-i)^{q-l}}{R^l} \prod_{n=0}^{l-1} (j-n) = k^q, \quad 1 \leq q \leq p.\]

Thus the feasibility problem can be stated very simply: Determine whether there exist \(\gamma_{ij} \geq 0\) satisfying (23). Since (23) is linear in \(\gamma_{ij}\), for a fixed value of \(R\) this is a linear programming feasibility problem. Set

\[(24a) \quad \mathbf{y} = (\gamma_{10}, \ldots, \gamma_{1s}, \gamma_{20}, \ldots, \gamma_{2s}, \ldots, \gamma_{k0}, \ldots, \gamma_{ks})^T,\]

\[(24b) \quad \mathbf{k} = (1, k, k^2, \ldots, k^p)^T,\]

\[(24c) \quad [\mathbf{B}(r)]_{q,m} = \sum_{l=0}^{q} \binom{q}{l} \frac{(k-i)^{q-l}}{r^l} \prod_{n=0}^{l-1} (j-n).\]
where \(1 \leq i \leq k\), \(0 \leq j \leq s\), \(1 \leq q \leq p\), and \(m = s(i-1) + i + j\). Then the problem is given by the standard form feasibility LP (for given \(s, k\))

**LP 1.** Determine whether there exists \(\gamma \geq 0\) such that \(B(r)\gamma = k\).

Modern and highly efficient LP solvers can be applied to LP 1. These solvers also return the coefficients describing \(\psi_1, \ldots, \psi_k\). In the present work, the LP solvers included in MATLAB and Maple have been used. Scripts are available from the SSP website [10].

### 2.5. Optimal Methods

In this section we present optimal methods found using the algorithm described above. Two important and simpler subclasses of general linear methods are one-stage (i.e., linear multistep) and one-step (i.e., Runge-Kutta) methods. Optimal polynomials corresponding to Runge-Kutta methods were investigated in [17]. The present algorithm was also applied to find such optimal polynomials, in [13]. Optimal linear multistep methods were considered in [19] (20, 10, 8), and are investigated further in Section 3 of the present work.

We now consider the general case of multistage, multistep methods. Optimization of the threshold factor has not been previously attempted for such methods.

Table 1 gives optimal threshold factors for two-, three- and four-step methods with up to ten steps (for one-step methods, we recover the results presented in [19]).

Table 2 gives optimal threshold factors for two-, three- and four-stage methods with up to ten stages (for one-stage methods, we recover the results presented in [17]).

In general, less is gained from additional steps than from additional stages. For instance, for first-order methods, the optimal threshold factor is the same regardless of the number of steps, but increases linearly with the number of stages.

Some of the particularly simple methods are described here. The optimal second-order two-step, s-stage method has \(R_{s,2,2} = \sqrt{s(s-1)}\) and is given by

\[
(25) \quad u_n = \frac{2(s + R) - 2}{2(s + R) - 1} \left( I + \frac{\Delta t L}{R} \right)^s u_{n-1} + \frac{1}{2(s + R) - 1} u_{n-2}.
\]

The optimal second-order k-step, two-stage method

\[
(26) \quad u_n = \frac{kR}{2 + R(k-1)} \left( I + \frac{\Delta t L}{R} \right)^2 u_{n-k+1} + \frac{2 - R}{2 + R(k-1)} u_{n-k}
\]

has \(R_{2,k,2} = 2/(\sqrt{(k-1)^2 + 1} - k + 2)\). The optimal third-order two-step, eight-stage method

\[
(27) \quad u_n = \frac{2}{3} \left( I + \frac{\Delta t L}{R} \right)^8 u_{n-1} + \frac{1}{3} \left( I + \frac{\Delta t L}{R} \right)^8 u_{n-2}
\]

has \(R_{3,2,3} = 6\). The optimal third order three-step, three-stage method

\[
(28) \quad u_n = \frac{3}{4} \left( I + \frac{\Delta t L}{R} \right)^3 u_{n-1} + \frac{1}{4} \left( I + \frac{\Delta t L}{R} \right)^3 u_{n-3}
\]

has \(R_{3,3,3} = 2\).

The methods are presented here in a form corresponding to (13). This form is useful for implementation because it can be shown (see [19] Lemma 2.4(ii)) that any optimal method will have at most \(p\) nonzero coefficients \(\gamma_{ij}\). The last two methods above are remarkable in that they have only \(p-1\) nonzero coefficients. They can be
implemented very efficiently by storing only the quantities $(I + \Delta t L)^s u$ for each solution vector $u$.

The second-order methods are of particular interest because they are also optimal second-order SSP methods in their respective classes. For instance, the optimal second-order two-stage methods have been proposed as SSP methods in [12], while the optimal second-order two-step methods have been proposed in [15]. The present results imply that these methods, which in some cases were obtained by nonlinear optimization, are indeed optimal, even among much larger classes of methods than those considered in [12, 15]. These results also imply the optimality of the third-order SSP general linear methods with up to three stages or three steps in [12, 15].

3. Strong stability preserving linear multistep methods

In the previous section, we investigated methods with optimal values of the threshold factor $R$, which governs the maximum timestep for monotonicity in the

---

**Table 1.** Threshold factors $R_{s,k,p}$ of optimal two-, three- and four-step general linear methods.

<table>
<thead>
<tr>
<th>$p$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>1.414</td>
<td>0.732</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.0</td>
<td>2.449</td>
<td>1.651</td>
<td>1.284</td>
<td>0.654</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4.0</td>
<td>3.464</td>
<td>2.507</td>
<td>2.118</td>
<td>1.620</td>
<td>1.217</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=2</td>
<td>5.0</td>
<td>4.472</td>
<td>3.385</td>
<td>2.929</td>
<td>2.355</td>
<td>1.977</td>
<td>1.447</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6.0</td>
<td>5.477</td>
<td>4.229</td>
<td>3.775</td>
<td>3.071</td>
<td>2.614</td>
<td>2.027</td>
<td>1.465</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7.0</td>
<td>6.481</td>
<td>5.093</td>
<td>4.662</td>
<td>3.649</td>
<td>3.137</td>
<td>2.567</td>
<td>2.099</td>
<td>1.501</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8.0</td>
<td>7.484</td>
<td>6.0</td>
<td>5.433</td>
<td>4.274</td>
<td>3.737</td>
<td>3.078</td>
<td>2.641</td>
<td>2.180</td>
<td>1.562</td>
</tr>
<tr>
<td>10</td>
<td>10.0</td>
<td>9.487</td>
<td>7.352</td>
<td>6.797</td>
<td>5.461</td>
<td>4.979</td>
<td>4.239</td>
<td>3.796</td>
<td>3.335</td>
<td>3.000</td>
</tr>
<tr>
<td>11</td>
<td>1.0</td>
<td>0.500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>1.618</td>
<td>1.113</td>
<td>0.822</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.0</td>
<td>2.637</td>
<td>2.0</td>
<td>1.586</td>
<td>1.123</td>
<td>0.466</td>
<td>0.051</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4.0</td>
<td>3.646</td>
<td>2.617</td>
<td>2.241</td>
<td>1.728</td>
<td>1.466</td>
<td>1.083</td>
<td>0.716</td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=3</td>
<td>5.0</td>
<td>4.651</td>
<td>3.393</td>
<td>3.060</td>
<td>2.489</td>
<td>2.151</td>
<td>1.879</td>
<td>1.655</td>
<td>1.342</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6.0</td>
<td>5.653</td>
<td>4.229</td>
<td>3.897</td>
<td>3.284</td>
<td>2.994</td>
<td>2.582</td>
<td>2.291</td>
<td>2.011</td>
<td>1.668</td>
</tr>
<tr>
<td>7</td>
<td>7.0</td>
<td>6.655</td>
<td>5.093</td>
<td>4.777</td>
<td>4.016</td>
<td>3.701</td>
<td>3.135</td>
<td>2.846</td>
<td>2.412</td>
<td>2.093</td>
</tr>
<tr>
<td>8</td>
<td>8.0</td>
<td>7.657</td>
<td>6.0</td>
<td>5.624</td>
<td>4.633</td>
<td>4.307</td>
<td>3.708</td>
<td>3.393</td>
<td>2.989</td>
<td>2.515</td>
</tr>
<tr>
<td>11</td>
<td>1.0</td>
<td>0.667</td>
<td>0.333</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>1.721</td>
<td>1.243</td>
<td>0.934</td>
<td>0.542</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.0</td>
<td>2.732</td>
<td>2.0</td>
<td>1.684</td>
<td>1.223</td>
<td>0.928</td>
<td>0.555</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4.0</td>
<td>3.737</td>
<td>2.617</td>
<td>2.331</td>
<td>1.883</td>
<td>1.664</td>
<td>1.406</td>
<td>1.188</td>
<td>0.602</td>
<td>0.325</td>
</tr>
<tr>
<td>k=4</td>
<td>5.0</td>
<td>4.740</td>
<td>3.393</td>
<td>3.143</td>
<td>2.639</td>
<td>2.400</td>
<td>2.035</td>
<td>1.751</td>
<td>1.525</td>
<td>1.235</td>
</tr>
<tr>
<td>6</td>
<td>6.0</td>
<td>5.742</td>
<td>4.229</td>
<td>3.975</td>
<td>3.403</td>
<td>3.124</td>
<td>2.676</td>
<td>2.437</td>
<td>2.123</td>
<td>1.903</td>
</tr>
<tr>
<td>7</td>
<td>7.0</td>
<td>6.743</td>
<td>5.093</td>
<td>4.847</td>
<td>4.039</td>
<td>3.770</td>
<td>3.230</td>
<td>2.996</td>
<td>2.640</td>
<td>2.443</td>
</tr>
<tr>
<td>8</td>
<td>8.0</td>
<td>7.744</td>
<td>6.0</td>
<td>5.723</td>
<td>4.633</td>
<td>4.384</td>
<td>3.801</td>
<td>3.572</td>
<td>3.197</td>
<td>2.969</td>
</tr>
<tr>
<td>10</td>
<td>10.0</td>
<td>9.745</td>
<td>7.352</td>
<td>7.081</td>
<td>5.884</td>
<td>5.628</td>
<td>4.987</td>
<td>4.742</td>
<td>4.237</td>
<td>4.005</td>
</tr>
</tbody>
</table>
Table 2. Threshold factors $R_{s,k,p}$ of optimal two-, three-, and four-stage general linear methods.

<table>
<thead>
<tr>
<th>k</th>
<th>s=2</th>
<th>s=3</th>
<th>s=4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
</tr>
<tr>
<td>3</td>
<td>0.732</td>
<td>1.284</td>
<td>1.620</td>
</tr>
<tr>
<td>4</td>
<td>0.823</td>
<td>1.233</td>
<td>1.646</td>
</tr>
<tr>
<td>5</td>
<td>0.542</td>
<td>0.928</td>
<td>1.083</td>
</tr>
<tr>
<td>6</td>
<td>0.263</td>
<td>0.945</td>
<td>1.063</td>
</tr>
<tr>
<td>7</td>
<td>0.434</td>
<td>1.143</td>
<td>1.099</td>
</tr>
<tr>
<td>8</td>
<td>0.174</td>
<td>0.388</td>
<td>1.131</td>
</tr>
<tr>
<td>9</td>
<td>0.115</td>
<td>0.800</td>
<td>1.062</td>
</tr>
<tr>
<td>10</td>
<td>0.010</td>
<td>0.308</td>
<td>0.706</td>
</tr>
</tbody>
</table>

We now investigate methods with optimal values of the SSP coefficient $c$ (or $\tilde{c}$), which governs the maximum timestep for monotonicity in the solution of the nonlinear nonautonomous problem (1). For multistage methods, the problem of finding optimal SSP methods involves highly nonlinear order conditions, and cannot be solved by the technique used here. For linear multistep methods, however, the order conditions and the equations describing the SSP coefficient are linear in the coefficients of the method, and it is possible to solve the relevant optimization problem using bisection and solving a series of feasibility LPs. In each case, the appropriate LP is obtained by combining the order conditions and the inequalities that are necessarily satisfied by the SSP coefficient.

Note that, for explicit linear multistep methods, the quantities $R$ and $c$ are equal. For implicit linear multistep methods, the difference between the two is generally small (see Thm. 4.3 and Cor. 4.4 of [20]).
In the following, we consider implicit and explicit linear multistep methods, including methods with downwinding.

3.1. Explicit methods. Optimal explicit linear multistep methods have been studied previously [23, 24, 19, 9]. Known results include optimal explicit methods of up to seventh-order and twenty steps, as well as an algorithm for finding the optimal methods of arbitrary order with arbitrary number of steps. Using the present algorithm we have computed optimal methods of up to fiftieth-order. Note that, since $c = R$ for explicit linear multistep methods, this problem is just a special case of the problem discussed in the previous section, and the methods given here are optimal in terms of both threshold factor and SSP coefficient.

For simplicity, we use here the traditional notation for multistep methods, rather than the notation of the previous section. A $k$-step linear multistep method has the form

$$u_n = \sum_{j=0}^{k-1} \alpha_j u_{n-k+j} + \Delta t \beta_j F(u_{n-k+j}).$$

The method is accurate to order $p$ if

$$(29) \sum_{j=0}^{k-1} (\alpha_j j^i + \beta_j j^{i-1}) = k^i \quad (0 \leq i \leq p)$$

and has SSP coefficient $c \geq r$ if

$$(30) \beta_j \geq 0 \quad \alpha_j - r \beta_j \geq 0 \quad (0 \leq j \leq k-1).$$

If (30) is satisfied for some $r > 0$, then clearly it is satisfied for any smaller positive value of $r$. This implies that bisection can be used to find $c$.

Introducing $\delta_j = \alpha_j - r \beta_j$, the feasibility problem in this case (equivalent to LP1 with $s = 1$) takes the form (for given positive integers $k, p$ with $p \leq k$)

**LP 2.** Given $r$, determine whether there exist $\beta_j, \delta_j$ such that

$$\beta_j, \delta_j \geq 0 \quad (0 \leq j \leq k-1),$$

$$\sum_{j=0}^{k-1} ((\delta_j + r \beta_j) j^i + \beta_j j^{i-1} - \tilde{\beta}_j j^{i-1}) = k^i \quad (0 \leq i \leq p).$$

Thus optimal methods may be found by applying the algorithm of Section 2.3 where the feasibility problem in step 3 is replaced by LP 2. Computed optimal values of the SSP coefficient for $1 \leq k \leq 50, 1 \leq p \leq 15$ are shown in Table 3. Again, these values are also optimal threshold factors for methods in their classes. In the notation of the previous sections, the optimal coefficients are values of $R_{1,k,p}$.

3.2. Explicit methods with downwinding. A $k$-step linear multistep method with downwinding takes the form

$$u_n = \sum_{j=0}^{k-1} \alpha_j u_{n-k+j} + \Delta t \beta_j F(u_{n-k+j}) + \Delta t \tilde{\beta}_j \tilde{F}(u_{n-k+j}).$$

The method is accurate to order $p$ if

$$(32) \sum_{j=0}^{k-1} (\alpha_j j^i + \beta_j j^{i-1} - \tilde{\beta}_j j^{i-1}) = k^i \quad (0 \leq i \leq p)$$
and has SSP coefficient $\tilde{c} \geq r$ if

\[
\beta_j, \tilde{\beta}_j \geq 0 \quad (0 \leq j \leq k - 1),
\]

\[
\alpha_j - r(\beta_j + \tilde{\beta}_j) \geq 0 \quad (0 \leq j \leq k - 1).
\]

Optimal SSP explicit linear multistep methods with downwinding have been studied previously \[24, 10, 22, 8\]. Previous searches for methods in this class were restricted to methods satisfying $\beta_j \tilde{\beta}_j = 0$. The following lemma shows that this restriction is automatically satisfied by optimal methods.

**Lemma 2.** Any optimal SSP method of the form (31) has the property that $\beta_j \tilde{\beta}_j = 0$ for each $j$.

**Proof.** Note that the order conditions (32) depend only on the difference $\beta_j - \tilde{\beta}_j$, while the inequality constraint (33b) can be written as (setting $r = \tilde{c}$)

\[
\tilde{c} \leq \alpha_j / (\beta_j + \tilde{\beta}_j).
\]
Suppose that an optimal method has $\beta_j > \tilde{\beta}_j > 0$ for $j \in J_1 \subset (0,1,\ldots,k-1)$ and $\tilde{\beta}_j > \beta_j > 0$ for $j \in J_2 \subset (0,1,\ldots,k-1)$. Then for $j \in J_1$ set $\beta_j^* = \beta_j - \tilde{\beta}_j$ and $\beta_j^* = 0$; for $j \in J_2$ set $\beta_j^* = \tilde{\beta}_j - \beta_j$ and $\beta_j^* = 0$. Then $(\alpha, \beta^*)$ satisfies \[33\] and \[32\] with a larger value of $c$, which is a contradiction. □

Lemma 2 could be used to write the optimization problem in terms of fewer variables, as was done in [22], [8]. However, by retaining all of the $\beta_j, \tilde{\beta}_j$, the problem can be solved more easily. If \[33\] is satisfied for some positive value of $\tilde{c}$, then it holds for any smaller positive value. Hence we are again justified in using bisection to find optimal methods. The feasibility problem to be solved at each step is (with $\delta_j = \alpha_j - r(\beta_j + \tilde{\beta}_j)$):

**LP 3.** Given $r$, determine whether there exist $\beta, \tilde{\beta}, \delta$ such that

\[
\beta_j, \tilde{\beta}_j, \delta_j \geq 0 \quad (0 \leq j \leq k-1), \\
\sum_{j=0}^{k-1} \left( (\delta_j + r\beta_j + r\tilde{\beta}_j) j^i + \beta_j ij^{i-1} - \tilde{\beta}_j ij^{i-1} \right) = k^i \quad (0 \leq i \leq p).
\]

Optimal coefficients are known for methods with up to $k = 10$ steps and order $p = 6$ [8]. Optimal SSP coefficients for $1 \leq k \leq 50, 1 \leq p \leq 15$ are given in Table 4. For $p \leq 6, k \leq 10$, these values agree with those reported in [8]. The remaining values are new. Note that, for large values of $k$, there is little or no difference between the SSP coefficient for the optimal methods with and without downwinding.

### 3.3. Implicit methods.

A $k$-step implicit linear multistep method has the form

\[
\mathbf{u}_n - \Delta t/\beta_k F(\mathbf{u}_n) = \sum_{j=0}^{k-1} \alpha_j \mathbf{u}_{n-k+j} + \Delta t/\beta_j F(\mathbf{u}_{n-k+j}).
\]

The method is accurate to order $p$ if

\[
\sum_{j=0}^{k-1} \alpha_j j^i + \sum_{j=0}^{k} \beta_j ij^{i-1} = k^i \quad (0 \leq i \leq p).
\]

and has SSP coefficient $\tilde{c} \geq r$ if

\[
\beta_j \geq 0, \quad \alpha_j - r\beta_j \geq 0 \quad (0 \leq j \leq k).
\]

Again we can find optimal methods in this class using bisection, but with the following feasibility LP (where $\delta_j = \alpha_j - r\beta_j$):

**LP 4.** Given $r$, determine whether there exist $\delta_j, \beta_j$ such that

\[
\beta_j, \delta_j \geq 0 \quad (0 \leq j \leq k-1), \\
\sum_{j=0}^{k-1} (\delta_j + r\beta_j) j^i + \sum_{j=0}^{k} \beta_j ij^{i-1} = k^i \quad (0 \leq i \leq p).
\]

SSP coefficients of optimal methods for $1 \leq k \leq 20, 1 \leq p \leq 8$ were computed in [20]. SSP coefficients of optimal methods for $1 \leq k \leq 50, 1 \leq p \leq 15$ are listed in Table 5.
3.4. Implicit methods with downwinding. As a final application we consider the SSP properties of implicit linear multistep methods with downwinding, which take the form

$$u_n - \Delta t \tilde{\beta}_k F(u_{n}) - \Delta t \tilde{\beta}_k \tilde{F}(u_n) = \sum_{j=0}^{k-1} \alpha_j u_{n-k+j} + \Delta t \tilde{\beta}_j \tilde{F}(u_{n-k+j}) + \Delta t \tilde{\beta}_j \tilde{F}(u_{n-k+j}).$$

As far as we know, methods of this type have not been studied previously. The method is accurate to order $p$ if

$$\sum_{j=0}^{k-1} \alpha_j j^i + \sum_{j=0}^{k} (\beta_j - \tilde{\beta}_j) j^i = k^i \quad (0 \leq i \leq p).$$
and has SSP coefficient \( \tilde{c} \geq r \) if

\[
(36) \quad \beta_j, \tilde{\beta}_j \geq 0 \quad (0 \leq j \leq k - 1),
\]

\[
(37) \quad \alpha_j - r(\beta_j + \tilde{\beta}_j) \geq 0 \quad (0 \leq j \leq k - 1).
\]

Setting \( \delta_j = \alpha_j - r(\beta_j + \tilde{\beta}_j) \), the relevant LP feasibility problem is

**LP 5.** Given \( r \), determine whether there exist \( \beta_j, \tilde{\beta}_j, \delta_j \) such that

\[
\beta_j, \tilde{\beta}_j, \delta_j \geq 0 \quad (0 \leq j \leq k - 1)
\]

\[
\sum_{j=0}^{k-1} \left( \delta_j + r(\beta_j + \tilde{\beta}_j) \right)^j + \sum_{j=0}^{k} (\beta_j - \tilde{\beta}_j) i j^{i-1} = k^i \quad (0 \leq i \leq p)
\]

As for explicit methods with downwinding, it is straightforward to show that the optimal solution will always have \( \beta_j \tilde{\beta}_j = 0 \) for each \( j \). SSP coefficients of optimal methods for \( 1 \leq k \leq 40, 1 \leq p \leq 15 \) are given in Table 5.
Table 6. SSP coefficients of optimal implicit linear multistep methods with downwinding

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
<tr>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td>1.975</td>
<td></td>
</tr>
</tbody>
</table>

4. Conclusion

A new approach to determining optimal monotonicity preserving methods has been proposed and applied to several classes of methods. The algorithm efficiently computes optimal explicit methods for solution of linear autonomous systems, among the full class of general linear methods for which the theory of contractivity preservation was established in [25]. As special cases, known results from [17], [19], [20] are recovered.

Many of the resulting methods allow larger contractive timesteps for linear differential equations than do previously known methods, even when this is normalized by the cost of each step. Furthermore, the results verify the optimality of some known strong stability preserving methods.

A similar algorithm has been applied to find optimal SSP methods of linear multistep type. Extensive results have been obtained for explicit and implicit methods, with and without downwinding, including methods of up to fifteenth-order of accuracy. This is the first investigation of implicit SSP methods with downwinding.

To save space, only a few of the optimal methods have been provided. Optimal methods may easily be found using the scripts available from [16].
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