COMPUTATION OF $p$-UNITS IN RAY CLASS FIELDS OF REAL QUADRATIC NUMBER FIELDS
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Abstract. Let $K$ be a real quadratic field, let $p$ be a prime number which is inert in $K$ and let $K_p$ be the completion of $K$ at $p$. As part of a Ph.D. thesis, we constructed a certain $p$-adic invariant $u \in K_p^\times$, and conjectured that $u$ is, in fact, a $p$-unit in a suitable narrow ray class field of $K$. In this paper we give numerical evidence in support of that conjecture. Our method of computation is similar to the one developed by Dasgupta and relies on partial modular symbols attached to Eisenstein series.

1. Introduction

Let $K$ be a real quadratic number field, let $p$ be a prime number which is inert in $K$ and let us denote by $K_p$ the completion of $K$ at $p$. In [DD06], Darmon and Dasgupta proposed a $p$-adic construction of elements $u_{\text{ring}} \in K_p^\times$ and conjectured that $u_{\text{ring}}$ is a global $p$-unit lying in a suitable narrow ring class field of $K$. In [Cha07a], we proposed a $p$-adic construction of elements $u_{\text{ray}} \in K_p^\times$ and, in a similar way, we conjectured that $u_{\text{ray}}$ is, in fact, a global $p$-unit lying in a suitable narrow ray class field of $K$. Our $p$-adic invariant $u_{\text{ray}}$ can be viewed as a natural extension of the $p$-adic invariant $u_{\text{ring}}$. In Section 5.2 of [Cha07b], it is shown that the $p$-adic invariant $u_{\text{ray}}$ is compatible with the $p$-adic invariant $u_{\text{ring}}$.

We formulated a conjectural “Shimura reciprocity law” which describes the action of the Galois group $G_K = \text{Gal}(\overline{K}/K)$ on $u_{\text{ray}}$ (see Conjecture 2.2). In [Cha07b] we showed that the truth of this conjecture implies the $p$-adic Gross-Stark conjecture for real quadratic number fields (see Theorem 5.1 of [Cha07b]). It is also expected that $u_{\text{ray}}$ can be written in terms of the Gross-Stark $p$-units $u_{\text{GS}}$ which were predicted by Conjecture 3.13 of [Gros81]. In [Gros88], Gross proposed a $p$-adic formula for the image of $u_{\text{GS}}$ in $K_p^\times / \hat{O}_K^\times$ where $\hat{O}_K^\times$ is the closure of $O_K^\times$ in $K_p^\times$. Recently, Dasgupta in [Das07b] has proposed an exact $p$-adic formula for the image of $u_{\text{GS}}$ inside $K_p^\times$, which we denote by $u_D$. His formula allows him, at least conjecturally, to construct $p$-units in any CM abelian extension of a given totally real number field $L$. In the case where $L = K$, it can be shown that the $p$-adic invariant $u_{\text{ray}}$ can be written in terms of the $p$-adic invariants $u_D$. This fact will be addressed elsewhere.
In [Cha07b], we gave some theoretical evidence for the algebraicity of $u_{ray}$. Roughly speaking we showed that the norm of $u_{ray}$ down to a cyclotomic field is a product of normalized Gauss sums (see Theorem 6.1 of [Cha07b]). The norm here is taken analytically using the Shimura reciprocity law described above. Thus, this norm makes sense even though we do not know the algebraicity of $u_{ray}$.

In this paper we wish to give numerical evidence for the algebraicity of $u_{ray}$. We use an approach which is very similar to the one developed in [Das07a]. The computations were carried out on a computer at the Max Planck Institute for Mathematics. Our code was written in Magma. Some of the results of this paper can be found in a somewhat different form in the author’s Ph.D. thesis [Cha]. Finally, the author would like to acknowledge the efforts of the anonymous referee whose suggestions greatly improved the quality of the presentation.

2. Definition of the Eisenstein series and the $p$-adic invariant

We now describe the construction of our $p$-adic invariant. Let $(p, N_0, f)$ be a triple of strictly positive integers which are pairwise coprime and where $p$ is a prime number. Let $K$ be a real quadratic number field with the ring of algebraic integers $\mathcal{O}_K$. We assume that the prime number $p$ is inert in $K$ and that there exists an ideal $\mathfrak{N}$ such that $\mathcal{O}_K/\mathfrak{N} \simeq \mathbb{Z}/N_0\mathbb{Z}$, the so-called “Heegner hypothesis”.

**Definition 2.1.** We define $D(N_0, f)$ to be the free abelian group generated by the symbols of $\{[d_0, r] : 0 < d_0|N_0, r \in \mathbb{Z}/f\mathbb{Z}\}$. A typical element $\delta \in D(N_0, f)$ will be denoted by

$$\delta = \sum_{0 < d_0|N_0, r \in \mathbb{Z}/f\mathbb{Z}} n(d_0, r)[d_0, r],$$

We have a natural action of $(\mathbb{Z}/f\mathbb{Z})^\times$ on $D(N_0, f)$ given by $j \ast [d_0, r] := [d_0, jr]$ where $j \in (\mathbb{Z}/f\mathbb{Z})^\times$ and we extend this action $\mathbb{Z}$-linearly to all of $D(N_0, f)$. We will use the shorthand notation

$$\delta_j := j \ast \delta.$$

Let $\delta = \sum_{d_0|N_0, r \in \mathbb{Z}/f\mathbb{Z}} n(d_0, r)[d_0, r] \in D(N_0, f)$ be such that the integers $n(d_0, r)$ are subject to the following three conditions:

1. If $r \equiv 0 \pmod{f}$, then for all $d_0|N_0$ we have $n(d_0, r) = 0$.
2. For all $r \in \mathbb{Z}/f\mathbb{Z}$, $\sum_{d_0|N_0} n(d_0, r)d_0 = 0$.
3. For all $d_0|N_0$ and $r \in \mathbb{Z}/f\mathbb{Z}$, $n(d_0, pr) = n(d_0, r)$.

An element $\delta \in D(N_0, f)$ satisfying (1) and (2) and (3) will be called a **good divisor** for the triple $(N_0, f, p)$.

We want to associate Eisenstein series to any good divisor $\delta \in D(N_0, f)$. Let

$$E_k(r, \tau) := \left(-1\right)^k(2\pi i)^k \frac{1}{(k - 1)!} \sum_{\substack{(m, n) \in \mathbb{Z}^2 \\ (0, 0) \neq (m, n)}} e^{-2\pi i m \tau} (m + nf\tau)^k$$

$$= \frac{-\bar{B}_k(r/f)}{k} + \frac{1}{f^k} \sum_{b=0}^{f-1} e^{-2\pi i br/f} \sum_{m \geq 1} \sum_{n \geq 1} m^{k-1} (q_{n\tau+b/f}^m + (-1)^k q_{n\tau-b/f}^m),$$
where \( \tau \in \mathcal{H} = \{ x + iy \in \mathbb{C} : y > 0 \} \) (the complex upper half-plane), \( r \in \mathbb{Z}/f\mathbb{Z} \), 
\( q_{n\tau + b/f} = e^{2\pi i(n\tau + b/f)} \) and 
\( B_k(x) := B_k(\{ x \}) \), where \( B_k(x) \) is the \( k \)-th Bernoulli polynomial and \( 0 \leq \{ x \} < 1 \) is the fractional part of \( x \). When \( k \geq 3 \) the convergence of the right-hand side of (2.1) is absolute and therefore \( E_k(r, \tau) \) is a modular form of weight \( k \) for the modular group \( \Gamma_1(f) \). When \( k = 2 \) the convergence is not absolute. Nevertheless, the corresponding \( q \)-expansion of (2.1) still converges and therefore we take it as the definition of \( E_2(r, \tau) \). In the case where \( r \not\equiv 0 \pmod{f} \) and \( k = 2 \), one can show that \( E_k(r, \tau) \) satisfies the correct transformation formula and therefore corresponds to a holomorphic modular form of weight \( 2 \) for the modular group \( \Gamma_1(f) \).

Next we want to associate Eisenstein series to a good divisor \( \delta \in D(N_0, f) \).

**Definition 2.2.** Let \( \delta = \sum_{d_0\mid N_0, r \in \mathbb{Z}/f\mathbb{Z}} n(d_0, r)[d_0, r] \in D(N_0, f) \) be a fixed good divisor. To any integer \( k \geq 2 \) we associate the Eisenstein series

\[
F_{k, \delta}(\tau) := \sum_{d_0\mid N_0, r \in \mathbb{Z}/f\mathbb{Z}} d_0 n(d_0, r) E_k(r, d_0\tau),
\]

and its “\( p \)-stabilized” version,

\[
F_{k, \delta, p}(\tau) := F_{k, \delta}(\tau) - p^{k-1} F_{k, \delta}(p\tau).
\]

For every \( j \in (\mathbb{Z}/f\mathbb{Z})^\times /\langle p \rangle \) we also set

\[
\tilde{F}_k(r, z) := -12jF_{k, \delta, j}(z) \quad \text{and} \quad \tilde{F}_{k, p}(r, z) := -12F_{k, \delta, , p}(z).
\]

Because the divisor \( \delta \) satisfies the condition (2), the constant terms of the \( q \)-expansions of \( \tilde{F}_k(r, \tau) \) vanish at the cusps \( \Gamma_0(fN_0)\{\infty\} \) where \( \infty \) stands for the cusp \( \frac{fN_0}{N_0} \). It is “well known” that the period integrals

\[
(2.2) \quad \int_{c_1}^{c_2} z^n \tilde{F}_k(r, z)dz
\]

are rational numbers for \( c_1, c_2 \in \Gamma_0(fN_0)\{\infty\} \) and \( 0 \leq n < k \). For explicit formulas of these periods given in terms of Dedekind sums see Proposition 11.1 of [Cha].

We need to introduce some background about \( p \)-adic integration. Let

\[
\mathbb{X} := (\mathbb{Z}_p \times \mathbb{Z}_p) \setminus (p\mathbb{Z}_p \times p\mathbb{Z}_p).
\]

**Definition 2.3.** Let \( A \) be an abelian group. An \( A \)-valued distribution on \( \mathbb{X} \) is a map

\[
\mu : \{ \text{Compact open sets of } \mathbb{X} \} \to A
\]

which is finitely additive, i.e., for any disjoint union \( \bigcup_{i=1}^n U_i \) of compact open sets of \( \mathbb{X} \) we have

\[
\mu \left( \bigcup_{i=1}^n U_i \right) = \sum_{i=1}^n \mu(U_i).
\]

A distribution is said to be a **measure** if \( A \) can be chosen to be a bounded subgroup of \( \mathbb{Q}_p \).

Let

\[
\Gamma_0 := \left\{ \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) : \gamma \in GL_2(\mathbb{Z}[1/p]) : \det(\gamma) > 0, c \equiv 0 \pmod{fN_0} \right\},
\]

where \( a, b, c, d \in \mathbb{Z} \) and \( \det(\gamma) \) is the determinant of the matrix \( \gamma \).
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and
\[ \Gamma_1 := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} : \gamma \in \tilde{\Gamma}_0 : \det(\gamma) = 1, a \equiv 1 \pmod{fN_0} \right\}. \]

The next theorem is the crucial technical ingredient for the definition of our p-adic invariant.

**Theorem 2.1.** There exists a unique collection of p-adic measures \( \bar{\mu}_r \{ c_1 \to c_2 \} \) on \((\mathbb{Q}_p \times \mathbb{Q}_p) \setminus \{0,0\}\) taking values in \(\mathbb{Z}\) and indexed by triples \((r,c_1,c_2)\)
\[ (r,c_1,c_2) \in (\mathbb{Z}/f\mathbb{Z})^\times /\langle \mathfrak{p} \rangle \times \tilde{\Gamma}_0 \{ \infty \} \times \tilde{\Gamma}_0 \{ \infty \}, \]
such that:

1. For every homogeneous polynomial \( h(x,y) \in \mathbb{Z}_p[x,y] \) of degree \( k - 2 \),
\[ \int_{\mathbb{Z}_p \times \mathbb{Z}_p} h(x,y) d\bar{\mu}_r \{ c_1 \to c_2 \}(x,y) = (1 - p^{k-2}) \int_{c_1} h(z,1) \tilde{F}_k(r,z) dz. \]

2. For all \( \gamma \in \tilde{\Gamma}_0 \) and all compact open subsets \( U \subseteq \mathbb{Q}_p^2 \setminus \{0,0\} \),
\[ \bar{\mu}_r \{ c_1 \to c_2 \}(U) = \bar{\mu}_{\gamma,r} \{ \gamma c_1 \to \gamma c_2 \}(\gamma U). \]

3. For every homogeneous polynomial \( h(x,y) \in \mathbb{Z}_p[x,y] \) of degree \( k - 2 \),
\[ \int_{\mathbb{Z}_p \times \mathbb{Z}_p} h(x,y) d\bar{\mu}_r \{ c_1 \to c_2 \}(x,y) = \int_{c_1} h(z,1) \tilde{F}_{k,p}(r,z) dz. \]

**Proof.** See Section 3 of [Cha07a]. \( \square \)

Now we introduce certain notions in order to give a precise definition of our p-adic invariant. Let \( \mathcal{H}_p = \mathbb{P}^1(\mathbb{C}_p) \setminus \mathbb{P}^1(\mathbb{Q}_p) \) be the so-called p-adic upper half-plane endowed with its structure of rigid analytic space. Let \( \mathcal{T} = \mathcal{T}_0 \cup \mathcal{T}_1 \) be the Bruhat-Tits tree for \( \text{PGL}_2(\mathbb{Q}_p) \) where \( \mathcal{T}_0 \) corresponds to its set of vertices and \( \mathcal{T}_1 \) corresponds to its set of edges. We let \( \mathfrak{v}_0 \) be the standard vertex of \( \mathcal{T} \) which corresponds to the homothety class of \( \mathbb{Z}_p \oplus \mathbb{Z}_p \). Finally, we let \( \text{red} : \mathcal{H}_p \to \mathcal{T} \) be the reduction map.

**Definition 2.4.** A point \( \tau \in \mathcal{H}_p \) is said to be reduced if \( \text{red}(\tau) = \mathfrak{v}_0 \). This is equivalent to saying that \( |\tau - t|_p \geq 1 \) for \( t = 0,1,\ldots,p-1 \) and \( |\tau|_p \leq 1 \) where \( | \cdot |_p \) stands for the p-adic valuation on \( \mathbb{C}_p \) normalized in such a way that \( |\frac{1}{p}|_p = \frac{1}{p} \).

For a short introduction to the objects defined in the previous paragraph see Chapter 5 of [Dar04].

Let \( \mathcal{K}_p \) be the completion of \( K \) at the prime \( p \). Note that \( \mathcal{H}_p \cap K \neq \emptyset \). For certain pairs \( (r,\tau) \in \mathbb{Z}/f\mathbb{Z} \times (\mathcal{H}_p \cap K) \) we want to associate a p-adic invariant \( u(r,\tau) \in \mathcal{K}_p^\times \). Let us fix an embedding \( \mathcal{K} \subseteq \mathbb{R} \). For every \( r \in K - Q \) we define the order \( \mathcal{O}_r \) as \( \text{End}_K(\Lambda_r) \) where \( \Lambda_r \) is the lattice \( \mathbb{Z} + \tau \mathbb{Z} \). For an element \( \tau \in K - Q \) we define \( Q_\tau(x,y) := Ax^2 + Bxy + Cy^2 \) to be the unique normalized binary quadratic form such that \( A\tau^2 + B\tau + C = 0 \), \( \text{gcd}(A,B,C) = 1 \) and \( A > 0 \). We define the set
\[ \mathcal{H}_p(N_0,f) := \{ \tau \in \mathcal{H}_p \cap K : \mathcal{O}^{(p)}_\tau = \mathcal{O}^{(p)}_{N_0,\tau} = \mathcal{O}^{(p)}_K, (\Lambda^{(p)}_\tau,f\mathcal{O}^{(p)}_K) = 1, |\tau - \tau^\sigma|_p > 0 \}, \]
where for a \( \mathbb{Z}\)-module \( M \), \( M^{(p)} := M \otimes_{\mathbb{Z}} \mathbb{Z}[\frac{1}{p}] \). The notation \( (\Lambda^{(p)}_\tau,f\mathcal{O}^{(p)}_K) = 1 \) means that \( \Lambda^{(p)}_\tau = \frac{a}{b} \) where \( a, b \) are integral \( \mathcal{O}^{(p)}_K \)-ideals which are coprime to \( f \). This is equivalent to saying that \( (A,f) = 1 \) where \( A \) is the leading coefficient of \( Q_\tau(x,y) = Ax^2 + Bxy + Cy^2 \).
We are now ready to define our \( p \)-adic invariant.

**Definition 2.5.** Let \((r, \tau) \in (\mathbb{Z}/f\mathbb{Z})^\times \times \mathcal{H}_p(N_0, f)\) where \( \tau \) is reduced. We define the \( p \)-adic invariant

\[
(2.3) \quad u(\delta_r, \tau) = u(r, \tau) : = p \psi_r(\infty \to \gamma_r \infty) \int_X (x - \tau y) d\tilde{\mu}_r(\infty \to \gamma_r \infty)(x, y) \in K_p^\times,
\]

where \( \gamma_r \) is an oriented generator of the stabilizer of \( \tau \) under the action of \( \Gamma_1 \), i.e., \( \gamma_r \) is chosen in such a way that it generates the quotient \( \text{Stab}_{r_1}(\tau)/(\pm 1) \simeq \mathbb{Z} \) and

\[
\gamma_r \left( \begin{array}{c} \tau \\ 1 \end{array} \right) = \epsilon \left( \begin{array}{c} \tau \\ 1 \end{array} \right)
\]

with \( \epsilon > 1 \). For any pair of cusps \( c_1, c_2 \in \Gamma_0(fN_0)\{\infty\} \), the quantity \( \psi_r\{c_1 \to c_2\} \) is defined by the integral

\[
(2.4) \quad \psi_r\{c_1 \to c_2\} := \frac{1}{2\pi i} \int_{c_1}^{c_2} \tilde{F}_2(r, \tau) d\tau,
\]

where the complex line integral on the right-hand side is taken along the unique geodesic \( C \) in the complex upper half-plane \( \mathcal{H} \) connecting the cusps \( c_1 \) and \( c_2 \).

It is explained in Section 2 of [Cha07a] that the rational number \( \psi_r\{c_1 \to c_2\} \) is in fact always an integer. Some explanations about the multiplicative integral appearing in (2.3) are in order. This \( p \)-adic integral is defined by

\[
(2.5) \quad \int_X (x - \tau y) d\tilde{\mu}_r(\infty \to \gamma_r \infty)(x, y) := \lim_{||U|| \to 0} \prod_{U \in \mathcal{U}} (x_U - \tau y_U) \tilde{\mu}_r(\infty \to \gamma_r \infty)(U) \in K_p^\times,
\]

where \( \mathcal{U} \) is a cover of \( X \) by disjoint compact open sets, \((x_U, y_U)\) is an arbitrary point of \( U \in \mathcal{U} \), and the \( p \)-adic limit is taken over increasingly fine covers \( \mathcal{U} \). The product in (2.5) makes sense since the measures \( \tilde{\mu}_r\{c_1 \to c_2\} \) are \( \mathbb{Z} \)-valued and not only \( \mathbb{Z}_p \)-valued.

**2.1. Statement of the conjectures.** We conjecture that the element \( u(r, \tau) \) lies in the narrow ray class field \( K \) of conductor \( f \) which we denote by \( K(f\infty) \). More precisely:

**Conjecture 2.1.** Let \( L := K(f\infty)^{Frob}(p/\wp) \) where \( \wp = p\mathcal{O}_K \) and \( p \) is a prime ideal of \( K(f\infty) \) above \( \wp \). Then the element \( u(r, \tau) \in K_p^\times \) is a “strong \( p \)-unit” in \( L \), i.e., an element of \( \mathcal{O}_L[\frac{1}{p}]^\times \), such that \( |u(r, \tau)|_\nu = 1 \) for all infinite places \( \nu \) of \( L \).

The appellation \( p \)-adic invariant for the quantity \( u(r, \tau) \) is appropriate in light of the following theorem.

**Theorem 2.2.** Let \((r, \tau), (r', \tau') \in (\mathbb{Z}/f\mathbb{Z})^\times \times \mathcal{H}_p(N_0, f)\) where \( \tau \) and \( \tau' \) are reduced. Furthermore, assume that

\[
\gamma \ast (r, \tau) := (\gamma \ast r, \gamma \tau) = (r', \tau'), \quad \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma_0.
\]

Then

\[
(2.6) \quad u(r, \tau) \equiv u(r', \tau') \pmod{(K_p^\times)_{\text{tor}}}.
\]

where \( (K_p^\times)_{\text{tor}} = \mu_{p^2-1} \).

**Proof.** See Theorem 1.2 of [Cha07a]. \( \square \)
It is a natural question to ask if (2.6) remains valid without working modulo \( \mu_{p^2-1} \). The author did not attempt to prove it but numerical examples suggest that this refinement is true.

Now we would like to state a conjectural “Shimura reciprocity law” which describes the action of \( \text{Gal}(L/K) \) on the \( p \)-adic invariant \( u(r, \tau) \). We need to set up some definitions. Define the set \( \mathcal{M}_K(N_0, f, p) \) to be

\[
\{(L, M) : \text{pairs of } Z[\frac{1}{p}]\text{-modules of rank 2 in } K, \text{End}_K(L) = \text{End}_K(M) = O_K^{(p)},
\]

\[
(L, f \mathcal{O}_K^{(p)}) = (M, f \mathcal{O}_K^{(p)}) = 1 \text{ and } L/M \simeq Z/N_0Z\}.
\]

We have a natural equivalence relation on \( \mathcal{M}(N_0, f, p) \) which we denote by \( \sim \), where \( (L, M) \sim (L', M') \) if and only if there exists a totally positive element \( \lambda \in 1 + fL^{-1} \) such that \( (L, M) = (\lambda L', \lambda M') \).

**Proposition 2.1.** There exists a natural bijection of sets, which we denote by \( \psi \), between

\[
\psi : \left((Z/fZ)^{\times} \times \mathcal{H}_p(N_0, f)\right) / \Gamma_0 \rightarrow \mathcal{M}_K(N_0, f, p) / \sim.
\]

**Proof.** See Proposition 4.1 of [Cha07a]. \( \square \)

Using Proposition 2.1 one may define an action of \( G_{L/K} \) on

\[
((Z/fZ)^{\times} \times \mathcal{H}_p(N_0, f)) / \Gamma_0.
\]

In order to do so, we first need to recall a reciprocity isomorphism given by Class field theory in our context.

Let \( \mathfrak{f} = f \mathcal{O}_K \). We let \( I_{\mathcal{O}_K}(\mathfrak{f}) \) be the monoid of integral ideals coprime to \( \mathfrak{f} \). Let \( a, b \in I_{\mathcal{O}_K}(\mathfrak{f}) \). We say that \( a \sim_\mathfrak{f} b \) if and only if there exists an element \( \lambda \in 1 + f\mathfrak{a}^{-1} \), \( \lambda \gg 0 \) (totally positive), such that \( \lambda a = b \). Also, let

\[
P_{\mathcal{O}_K}(\mathfrak{f}\infty) = \left\{ \frac{\alpha}{\beta} \in K : \alpha, \beta \in \mathcal{O}_K, \alpha \equiv \beta (mod \mathfrak{f}), \frac{\alpha}{\beta} \gg 0 \right\}.
\]

It is easy to see that for \( a, b \in I_{\mathcal{O}_K}(\mathfrak{f}) \), \( a \sim_\mathfrak{f} b \) if and only if there exists a \( \lambda \in P_{\mathcal{O}_K}(\mathfrak{f}\infty) \) such that \( \lambda a = b \). We can thus think of \( I_{\mathcal{O}_K}(\mathfrak{f}) / \sim_\mathfrak{f} \) as \( I_{\mathcal{O}_K}(\mathfrak{f}) / P_{\mathcal{O}_K}(\mathfrak{f}\infty) \).

Class field theory gives us a reciprocity isomorphism

\[
\text{rec} : G_{L/K} \rightarrow I_{\mathcal{O}_K}(\mathfrak{f}) / (P_{\mathcal{O}_K}(\mathfrak{f}\infty), p\mathcal{O}_K).
\]

We define an action of \( G_{L/K} \) on \( ((Z/fZ)^{\times} \times \mathcal{H}_p(N_0, f)) / \Gamma_0 \) given by the following rule: Let \( [(r, \tau)] \in ((Z/fZ)^{\times} \times \mathcal{H}_p(N_0, f)) / \Gamma_0 \) and \( \psi[(r, \tau)] = [(L, M)] \). Now define

\[
\text{rec}^{-1}(b) \star [(r, \tau)] := \psi^{-1}([(bL, bM)]).
\]

We can now state a refinement of Conjecture 2.1

**Conjecture 2.2.** Let \( (r, \tau) \in (Z/fZ)^{\times} \times \mathcal{H}_p(N_0, f) \) where \( \text{red}(\tau) = v_0 \). Then

\[
u(r, \tau) \in O_L[\frac{1}{p}]^{\times},
\]

where \( L = K(\mathfrak{f}\infty)^{(F_{\nu^0})}, \mathfrak{f} = f \mathcal{O}_K \) and \( \nu = p\mathcal{O}_K \). Moreover, we have a Shimura reciprocity law: for \( \sigma \in G_{L/K} \),

\[
u(k, \tau)^{\sigma^{-1}} = u(k', \tau') \pmod{\mu_{p^2-1}},
\]

where \( \sigma \star [(k, \tau)] = [(k', \tau')] \).
Remark 2.1. Note that the Shimura reciprocity law is only stated modulo \((\mod \mu_p^2-1)\) since the pair \((r', \tau')\) (for \(\tau'\) reduced) is only well defined modulo the left action of \(\bar{\Gamma}_0 \cap SL_2(\mathbb{Z})\).

The goal of this article is the numerical verification of Conjecture 2.2 in many cases.

3. Dedekind sums and distributions

In this section, we first recall certain facts about Bernoulli polynomials. We then introduce certain Dedekind sums and distributions that play a key role for the explicit computation of \(u(r, \tau)\).

Definition 3.1. We define the \(n\)-th Bernoulli polynomial \(B_n(x)\) (for \(n \geq 1\)) by the identity
\[
\frac{te^x}{e^t-1} = \sum_{n \geq 0} B_n(x) \frac{t^n}{n!}.
\]
The \(n\)-th Bernoulli number \(B_n\) is defined as \(B_n := B_n(0)\). A direct computation using (3.1) shows that
\[
B_n(x) = \sum_{i=0}^{n} \binom{n}{i} B_i x^{n-i}.
\]
For \(n \geq 2\), we also define the \(n\)-th “periodic Bernoulli polynomial” as
\[
\widetilde{B}_n(x) := B_n(\{x\})
\]
where \(\{x\} = x - [x]\) is the fractional part of \(x\). For \(n = 1\), we define
\[
\widetilde{B}_1(x) := \{x\} - \frac{1}{2} + \frac{\mathbb{1}_\mathbb{Z}(x)}{2},
\]
where \(\mathbb{1}_\mathbb{Z}(x)\) is the characteristic function of the set \(\mathbb{Z}\), \(\widetilde{B}_1(x)\) being the famous sawtooth function.

Using (3.1), one can deduce the useful formula \(B_n(1-x) = (-1)^n B_n(x)\). From this, one sees that \(\widetilde{B}_n(-x) = (-1)^n \widetilde{B}_n(x)\).

We can now introduce the Dedekind sums that will play a crucial role for the computation of our \(p\)-adic invariant.

Definition 3.2. Let \(a\) and \(0 < c\) be two integers which are not necessarily coprime and assume that \(f|c\). Let \(s, t \geq 1\) be integers and choose a residue class \(r \in \mathbb{Z}/f\mathbb{Z}\).

We define the Dedekind sum
\[
D_{s,t}^{(\mod f)}(a, c) := e^{s-1} \sum_{\substack{1 \leq h \leq c \mod f \\mod f \equiv r \mod f}} \frac{\widetilde{B}_s(h/c) \widetilde{B}_t(ha/c)}{s/t},
\]
where \(\widetilde{B}_n\) is the \(n\)-th periodic Bernoulli polynomial.

Let \(e \geq 1\) be a positive integer divisible by \(fN_0\) but not by \(p\) and let
\[
Z = \lim_{n \to \infty} \mathbb{Z}/ep^n\mathbb{Z} \simeq \mathbb{Z}/e\mathbb{Z} \times \mathbb{Z}_p.
\]
Definition 3.3. Let $\delta = \sum_{d_0|N_0, r \in \mathbb{Z}/f\mathbb{Z}} n(d_0, r) [d_0, r] \in D(N_0, f)$ be a good divisor with respect to the data $(N_0, f, p)$. For each integer $k \geq 1$ and $r \in \mathbb{Z}/f\mathbb{Z}$ we define a distribution $F_{k, r}$ on $\mathbb{Z}$ by the rule

$$F_{k, r}(a + ep^n Z) := \sum_{d_0|N_0} n(d_0, r) \left( \frac{ep^n}{d_0} \right)^{k-1} \tilde{B} \left( \frac{a}{ep^n/d_0} \right),$$

where $a$ is any integer.

We have a natural action of $(\mathbb{Z}/f\mathbb{Z})^\times$ on the distributions $F_{k, r}$ given by $j \cdot F_{k, r} = F_{k, r^j}$. Note that for any compact open set $U \subseteq \mathbb{Z}$ we have

$$F_{k, r}(pU) = p^{k-1}F_{k, r}(U).$$

For $x \in \mathbb{Z}$ we let $x_p$ denote the projection of $x$ on $\mathbb{Z}_p$.

Proposition 3.1. The distributions $F_{k, r}$ are $\mathbb{Z}_p$-valued measures, and for every compact open set $U \subseteq \mathbb{Z}$, every integer $k \geq 1$ and residue class $r \in \mathbb{Z}/f\mathbb{Z}$, we have

$$F_{k, r}(U) = \int_U x_p^{k-1}dF_{k, r}(x).$$

Proof. See Proposition 3.1 of [Das07a].

4. Explicit formulas

In this section we record various explicit formulas which are used for the computation of $u(r, \tau)$.

Let us start by giving an explicit formula for the measures $\widetilde{\mu}_j \{ \infty \to \frac{a}{c} \}$ when evaluated on the compact open sets of the form $(u + p^s\mathbb{Z}_p) \times (v + p^s\mathbb{Z}_p)$ for $u, v \in \mathbb{Z}$ and $(u, v, p) = 1$.

Proposition 4.1. Let $u, v \in \mathbb{Z}$ such that $(u, v) \in \mathbb{X}$. For a positive integer $s$, let $U_{u, v, s}$ denote the ball of radius $\frac{1}{p^s}$ around $(u, v) \in \mathbb{X}$, i.e.,

$$U_{u, v, s} = (u + p^s\mathbb{Z}_p) \times (v + p^s\mathbb{Z}_p) \subseteq \mathbb{X}.$$

Let $\frac{a}{c} \in \Gamma_0(fN_0)\{\infty\}$. Then

$$\widetilde{\mu}_j \{ \infty \to \frac{a}{c} \}(U_{u, v, s})$$

$$= -12 \sum_{d_0, r} n(d_0, r) \sum_{\substack{1 \leq h \leq p^sc/d_0 \\ h \equiv \bar{f}v \pmod{p^s} \\ h \equiv r \pmod{f}}} \tilde{B} \left( \frac{ah}{p^sc/d_0} - \frac{d_0fu}{p^s} \right) \tilde{B} \left( \frac{h}{p^sc/d_0} \right).$$

Proof. See the proof of Proposition 3.2 in [Das07b] or that of Proposition 14.1 in [Cha].

We now record explicit formulas for the moments of the measures $\widetilde{\mu}_j \{ \infty \to \frac{a}{c} \}$ appearing in Theorem 2.1. These formulas are crucial for the explicit computation of the $p$-adic invariant $u(r, \tau)$ appearing in (2.3).
Proposition 4.2. Let \( \xi = \frac{2}{c} \in \Gamma_0(fN_0)\{\infty\} \) with \( c \geq 1 \) and let \( \tilde{\mu}_j \{ i \rightarrow \infty \} \) be as in Theorem 2.1. Then we have
\[
\int_{\mathbb{Z}^n} x^n y^m \, d\tilde{\mu}_j \{ \infty \rightarrow \frac{a}{c} \}(x, y) = (1 - p^{n+m}) \int_{\xi} \frac{z^n \mathcal{F}_{n+m+2}(j, z)}{z} \, dz
\]
(4.2)
\[
= -\frac{12}{f^{n+m}}(1 - p^{n+m}) \sum_{l=0}^{n} \binom{n}{l} \left( \frac{a}{c} \right)^{-l} (-1)^l \cdot \sum_{d_0 \mid N_0, r \in \mathbb{Z}/f^2} n(d_0, r) (-p^{n+m-l+1, l+1}) (a, c/d_0).
\]

Proof. See Proposition 11.5 in [Cha]. □

Proposition 4.3. Let \( \gamma \in \Gamma_0(fN_0) \) where \( \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \) and \( c \geq 1 \). Then we have
\[
\psi_j \{ \infty \rightarrow \infty \} = \int_{\infty}^\gamma \mathcal{F}_2(j, \tau) \, d\tau = -\frac{12}{f^{n+m}} \sum_{d_0 \mid N_0, r \in \mathbb{Z}/f^2} n(d_0, r) D_{1,1}^{fr} \left( \begin{array}{c} m \end{array} \right) (a, c/d_0).
\]

Proof. Use the fact that \( \log \beta_d(\tau) = 2\pi i \mathcal{F}_2(j, \tau) \) in Proposition 5.4 of [Cha]. □

Proposition 4.4. Let \( \tilde{\mu}_j \{ \infty \rightarrow \infty \} \) be as in Theorem 2.1 with \( c \geq 1 \). Then we have
\[
\int_{\mathbb{Z}_p^m \times \mathbb{Z}_p^n} x^n y^m \, d\tilde{\mu}_j \{ \infty \rightarrow \frac{a}{c} \}(x, y) = \int_{\xi} \frac{z^n \mathcal{F}_{n+m+2,p}(j, z)}{z} \, dz
\]
(4.3)
\[
= -\frac{12}{f^{n+m}} \sum_{l=0}^{n} \binom{n}{l} \left( \frac{a}{c} \right)^{-l} (-1)^l \cdot \sum_{d_0 \mid N_0, r \in \mathbb{Z}/f^2} n(d_0, r) (-p^{n+m-l+1, l+1}) (a, c/d_0).
\]

Proof. See Proposition 11.6 in [Cha]. □

5. Method to Compute \( u(r, \tau) \)

Conjecture 2.1 asserts the existence of strong \( p \)-units in abelian extensions of real quadratic number fields. In order to make sure that such units exist, one needs to impose a number of conditions on the real quadratic field \( K \). To fix the ideas, let us assume that \( f = 3, N_0 = 4 \) and that
\[
\delta = 2[1, 1] - 3[2, 1] + 1[4, 1] \in D(4, 3).
\]

Let \( K = \mathbb{Q}(\sqrt{D}) \) be a real quadratic field where \( D = \text{disc}(K) \). In order to facilitate the existence of nontrivial strong \( p \)-units in \( K(3\infty) \) one requires the following:

1. \((D, 3) = 1 \) (3 is unramified in \( K \)).
2. \( D \equiv 1 \mod 8 \) (2 is split in \( K \)).
3. \( \left( \frac{D}{p} \right) = -1 \) (\( p \) is inert in \( \mathbb{Q}(\sqrt{D}) \)).
4. The index \( n = [\mathcal{O}_K(\frac{1}{p})(3)^\times : \mathcal{O}_K(\frac{1}{p})(3\infty)^\times] \) is equal to 1 or 2. The group \( \mathcal{O}_K(\frac{1}{p})(3)^\times \) (resp. \( \mathcal{O}_K(\frac{1}{p})(3\infty)^\times \)) stands for the group of units (resp. totally positive units) of \( \mathcal{O}_K(\frac{1}{p}) \) which are congruent to 1 modulo 3.
Remark 5.1. For a general integer \( f > 0 \), if the index \( n = \left[ \mathcal{O}_K \left( \frac{1}{2} \right) / (f)^\times : \mathcal{O}_K \left( \frac{1}{2} \right) / (f^\infty)^\times \right] \) is equal to 4, one can prove that \( K(f^\infty)^{\mathrm{Frob}(p/\wp)} = K(f)^{\mathrm{Frob}(p/\wp)} \) is a totally real field \((\wp = p\mathcal{O}_K \text{ and } p \text{ is a prime ideal of } K(f^\infty) \text{ above } \wp)\). When the class field \( K(f^\infty)^{\mathrm{Frob}(p/\wp)} \) is totally real, it is easy to see that there are no strong \( p \)-units in \( K(f^\infty)^{\mathrm{Frob}(p/\wp)} \) other than \( \{\pm 1\} \). See Section 7 for more details.

A discriminant \( D > 0 \) satisfying these four conditions will be called admissible. A congruence modulo 3 shows that there exists no unit \( \epsilon \in \mathcal{O}_K(3)^\times \) such that \( N(\epsilon) = -1 \). Therefore, the fourth condition is always satisfied and can thus be dropped. Using class field theory, one deduces that

\[
(5.1) \quad K(3^\infty) \supseteq K(\zeta_3) = K(\sqrt[3]{-3}),
\]

where \( \zeta_3 = e^{2\pi i/3} \). From (5.1), it follows that \( K(3^\infty) = K(\sqrt[3]{-3}) \) when the narrow ray class group \( K \) of conductor 3 has order 2.

Conjecture(2.1) predicts that the strong \( p \)-units arising from our construction lie in \( K(3^\infty)^{\mathrm{Frob}(p/\wp)} \). Since we would like our strong \( p \)-units to be primitive elements of \( K(3^\infty) \) over \( K \), we will impose the additional condition that \( \mathrm{Frob}(p/\wp) = 1 \). This is equivalent by class field theory to the congruence \( p \equiv 1 \pmod{3} \). Note that the last condition is a necessary condition for the strong \( p \)-units to be primitive, but it is in general not sufficient as the tables show. The author does not know of a condition which is sufficient.

Let us fix an embedding \( K \subseteq \mathbb{R} \). We define \( I_1(3) \) to be the group of fractional ideals of \( K \) coprime to 3 and we let \( P_{K,1}(3^\infty) \) be the group of principal fractional ideals of \( K \) which can be generated by a totally positive element congruent to 1 modulo 3. We also define \( P_{K,1}(3) \) to be the group of principal fractional ideals of \( K \) which can be generated by an element congruent to 1 modulo 3. Let \( n = [\mathcal{O}_K(3)^\times : \mathcal{O}_K(3^\infty)^\times] \). Because \( f = 3 \), we always have that \( n = 1 \) or 2. A calculation shows that the quotient \( P_{K,1}(3)/P_{K,1}(3^\infty) \simeq (\mathbb{Z}/2\mathbb{Z})^{3-n} \). When \( n = 1 \) the quotient group \( P_{K,1}(3)/P_{K,1}(3^\infty) \simeq (\mathbb{Z}/2\mathbb{Z})^2 \) can be generated by the ideal classes \((1+3\sqrt{D})\mathcal{O}_K \) and \((1-3\sqrt{D})\mathcal{O}_K \). When \( n = 2 \) there exists a unit \( \epsilon \in \mathcal{O}_K(3)^\times \) such that \( \epsilon < 0 \) and \( \epsilon^2 > 0 \) and therefore the ideal \((1-3\sqrt{D})\mathcal{O}_K = \epsilon(1-3\sqrt{D})\mathcal{O}_K \) is equivalent to \((1+3\sqrt{D})\mathcal{O}_K \) modulo \( P_{K,1}(3^\infty) \).

For every admissible discriminant \( D \) the narrow class group of \( K = \mathbb{Q}(\sqrt{D}) \) of conductor 3 is given by \( I_1(3)/P_{K,1}(3^\infty) \). Let \( J := \langle 2, \omega \rangle \) be a prime ideal of \( K \) above 2, where \( \omega = \frac{1+i\sqrt{2}}{2} \). For every ideal class \( C \in I_1(3)/P_{K,1}(3^\infty) \) we pick an ideal \( a_C \in C \). Since the quotient \( a_C/(a_CJ^2) \) is isomorphic to \( \mathbb{Z}/4\mathbb{Z} \) we can always find elements \( \omega_1, \omega_2 \in \mathcal{O}_K \), such that

\[
(5.2) \quad a_C = Z\omega_1 + Z\omega_2, \quad a_CJ^2 = Z\omega_1 + Z\omega_2 \text{ and } \omega_1 > 0.
\]

Moreover, an easy calculation shows that one can always choose \( \omega_1 \) in such a way that

\[
(5.3) \quad \omega_1 \equiv \text{ integer} \pmod{3}.
\]

Now assume that \( \omega_1, \omega_2 \) satisfy (5.2) and (5.3). Then if we set \( \tau = \frac{a_C}{\omega_1} \) we readily see that \( r\Lambda_\tau \) is equivalent to \( a_C \) modulo \( P_{K,1}(3) \), where \( \Lambda_\tau = \mathbb{Z} + r\mathbb{Z} \). Note that \( r\Lambda_\tau \) is equivalent to \( a_C \) modulo \( P_{K,1}(3^\infty) \) precisely when \( N_{K/\mathbb{Q}}(\omega_1) > 0 \). We set

\[
(5.4) \quad s = \text{ sign}(N_{K/\mathbb{Q}}(\omega_1)) \in \{\pm 1\}.
\]
We require two more conditions on the choice of \( \tau \), namely that \( |\tau - i|_p = 1 \) for \( 0 \leq i \leq p - 1 \) (i.e., \( \tau \) is reduced) and also that \( \tau - \tau^\sigma > 0 \) (\( \tau \) is oriented) where \( \sigma \) is the nontrivial automorphism of \( K \). Let \( \epsilon > 1 \) be such that \( \mathcal{O}_K(3\infty) = \epsilon^{\mathbb{Z}} \). Let \( \gamma_\tau \) be the matrix corresponding to the action of \( \epsilon \) on \( \Lambda_\tau \) with respect to the ordered basis \( \{ \tau, 1 \} \):

\[
\gamma_\tau \left( \begin{array}{c} \tau \\ 1 \end{array} \right) = \epsilon \left( \begin{array}{c} \tau \\ 1 \end{array} \right).
\]

If we write \( \gamma_\tau = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \), then one can verify that \( c \equiv 0 \pmod{12} \) and \( d \equiv 1 \pmod{3} \). For this ideal class \( C \) we associate the following \( p \)-adic invariant

\[
u(C) := u(r, \tau)^a = \left( p^{\nu_r(\infty \rightarrow \gamma_\tau \infty)} \int \mathbb{F}(x - \tau y) d\mu_r(\infty \rightarrow \gamma_\tau \infty)(x, y) \right)^a \in K_p^\times.
\]

Note that the pair \((r, \tau)\) (for \( \tau \) reduced) which is associated to the ideal class \( C \) is only well defined modulo the action of \( \mathbb{F}_0 \cap \mathrm{SL}_2(\mathbb{Z}) \) and therefore, in light of Theorem 2.2, the invariant \( u(C) \) is only well defined modulo \( \mu_{p^2-1} \) even though the quantity \( u(r, \tau) \) is a well defined element of \( K_p^\times \).

Assuming Conjecture 2.1 we may deduce that the polynomial

\[
P_D(x) := \prod_{C \in \mathcal{I}_K(3)/\mathcal{P}_{K,1}(3\infty)} (x - u(C)) \in K_p[x]
\]

has coefficients in \( \mathcal{O}_K \left( \frac{1}{p} \right) \). Let \( c_\infty \) be a complex conjugation of \( K(f(\infty))/K \) (a complex conjugation of \( K(f(\infty)) \) is not necessarily unique); then Conjecture 2.1 predicts that \( u(r, \tau)^{c_\infty} = u(r, \tau)^{-1} \). Because of this, the polynomial \( P_D(x) \) is a palindromic polynomial. Because of the presence of the factor 12 in the definition of \( \mathbb{F}_K(j, \tau) \), it turns out that very often our units \( u(C) \) are powers of other units. For this reason, for every admissible \( D \), we define a certain integer \( n_D \). The integer \( n_D \) is chosen to be the largest positive integer dividing 12 for which

\[
2\tilde{P}_D(x) \in \left\{ f(x) \in \mathbb{Z}[\frac{1}{p}][\sqrt{D}][x] : f(x) = \sum a_i + b_i \sqrt{D} \right\} \mod p^{M/3} \mathcal{O}_K,
\]

where

\[
\tilde{P}_D(x) := \prod_{C \in \mathcal{I}_K(f)/\mathcal{P}_{K,1}(f(\infty))} (x - u(C)^{1/n_D}) \in K_p[x].
\]

The factor 2 which multiplies \( \tilde{P}_D(x) \) in (5.7) comes from the fact that \( \mathcal{O}_K = \mathbb{Z}[\frac{1}{p} + \sqrt{D}] \).

We will compute the \( p \)-adic invariant \( u(C) = u(r, \tau) \) in three steps. The completion \( K_p \) is the unique quadratic unramified extension of \( \mathbb{Q}_p \). Let \( \log_p : K_p^\times \to \mathcal{O}_K \) denote the branch of the \( p \)-adic logarithm which vanishes on \( p \). Let \( \zeta \) be a primitive \((p^2 - 1)\)-th root of unity in \( K_p^\times \) and let \( \log_\zeta \) denote the discrete logarithm with base \( \zeta \):

\[
\log_\zeta : K_p^\times \to \mathbb{Z}/(p^2 - 1)\mathbb{Z}.
\]
where \( \frac{w}{p^m p(x)} \log_p(x) \in 1 + p\mathcal{O}_{K_p} \) for all \( x \in K_p^\times \). For odd \( p \) we have a decomposition
\[
K_p^\times \cong \mathbb{Z} \times \mathbb{Z}/(p^2 - 1) \times p\mathcal{O}_{K_p}
\]
given by \( x \mapsto (\text{ord}_p(x), \log_p(x), \log_p(x)) \).

Using the assumption that \( \tau \) is reduced we see that the computation of \( u(r, \tau) \) boils down to the computation of the following three quantities:
\[
\text{ord}_p(u(r, \tau)) = \psi_r(\infty \to \gamma_r \infty),
\]
\[
\log_p u(r, \tau) = \int_{\mathbb{X}} \log_p(x - \tau y) d\mu_r(\gamma_r \infty \to \gamma_r \infty)(x, y),
\]
\[
\log_p u(r, \tau) = \int_{\mathbb{X}} \log_p(x - \tau y) d\mu_r(\gamma_r \infty \to \gamma_r \infty)(x, y).
\]

5.1. Computation of \( \text{ord}_p(u(r, \tau)) \). Let \( N \) be an arbitrary integer and let \( \{g_1, \ldots, g_r\} \) be a finite set of generators of \( \Gamma_0(N) \). Any element \( g \in G \) can be written as a reduced word \( g = w_1 w_2 \ldots w_n \) where \( w_i \in \{g_1, g_1^{-1}, \ldots, g_r, g_r^{-1}\} \) and \( w_i \neq x_i^{-1} \) for all \( 1 \leq i \leq n - 1 \). For any integer \( k \geq 1 \) we let \( W_k = \prod_{i=1}^k w_i \). A direct computation reveals that
\[
[\infty] - [g(\infty)] = \sum_{i=1}^n W_{n-i} ([\infty] - [w_{n-i+1}(\infty)]).
\]

Let \( \mathcal{M} = \text{Div}_0(\Gamma_0(N)\{\infty\}) \), endowed with its natural left \( \Gamma_0(N) \)-action. Then the next proposition is essential for the explicit computation of \( u(r, \tau) \).

**Proposition 5.1.** The module \( \mathcal{M} \) is generated by the elements \( \{[\infty] - [g_i(\infty)]\}_{i=1}^r \) over the ring \( \mathbb{Z}[\Gamma_0(N)] \).

**Proof.** This follows directly from (5.8). Note that if \( w_i = g_j^{-1} \), then
\[
([\infty] - [g_j^{-1}(\infty)]) = -g_j^{-1} ([\infty] - [g_j(\infty)]).
\]

From now on assume that the prime \( p \equiv 1 \mod 3 \) is fixed. Recall that \( f = 3 \) and \( N_0 = 4 \). The group \( \Gamma_0(fN_0) = \Gamma_0(12) \) can be generated by the following matrices:
\[
g_1 = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad g_2 = \begin{pmatrix} 5 & -1 \\ 36 & -7 \end{pmatrix}, \quad g_3 = \begin{pmatrix} 5 & -4 \\ 24 & -19 \end{pmatrix},
\]
\[
g_4 = \begin{pmatrix} 7 & -5 \\ 24 & -17 \end{pmatrix}, \quad g_5 = \begin{pmatrix} 5 & -3 \\ 12 & -7 \end{pmatrix}.
\]

Let \( j \in (\mathbb{Z}/f\mathbb{Z})^\times / (\mathfrak{p}) \cong (\mathbb{Z}/3\mathbb{Z})^\times \) and \( \gamma \in \Gamma_0(fN_0) \). We define the period
\[
\pi_j(\gamma) := \psi_j(\infty \to \gamma \infty) = \frac{1}{2\pi i} \int_{\infty}^{\gamma \infty} \tilde{F}_2(j, z) dz \in \mathbb{Z}.
\]

A computation shows that \( \pi_j(\gamma) \) satisfies the cocycle condition,
\[
(5.9) \quad \pi_j(\gamma_2 \gamma_1) = \pi_j(\gamma_1) + \pi_{j^{-1} \ast j}(\gamma_2),
\]
for all \( \gamma_1, \gamma_2 \in \Gamma_0(fN_0) \). A direct computation shows that \( D_{-1}^i (\text{mod } f)(a, c) = D_{-1}^i (\text{mod } f)(a, c) \) (this is true for any \( f \)). Therefore, from the explicit formula given
in Proposition 4.3 for \( \pi_j(\gamma) \), we deduce that \( \pi_j(\gamma) = \pi_{-j}(\gamma) \) for any \( \gamma \in \Gamma_0(fN_0) \).

Now using the previous observation in (5.9), with \( f = 3 \), we deduce that

\[
\pi_j(\gamma_1 \gamma_2) = \pi_j(\gamma_1) + \pi_j(\gamma_2).
\]

Let \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(fN_0) \). Then in general if the height of \( \gamma \infty = \frac{q}{a} \) is large, the direct computation of the period \( \pi_j(\gamma) \) via the explicit formula given in Proposition 4.3 tends to be long since the summation of the corresponding Dedekind sum depends linearly on \( c \). Instead we compute once and for all the four periods

\[
\{ \pi_1(g_i) \}_{i=1}^5.
\]

Note that trivially one has \( \pi_1(g_1) = 0 \). Now using the command “FindWord” in Magma, one can obtain an expression of the form \( \gamma = w_1 w_2 \ldots w_n \) where the \( w_j \)'s are elements in the set \( \{ g_j^{\pm 1} \}_{j=1}^5 \). From (5.10) it follows that

\[
\pi_1(\gamma) = \sum_{i=1}^n \pi_1(w_i).
\]

Note that \( \pi_1(g_i^{-1}) = -\pi_1(g_i) \). We have thus succeeded to compute the period \( \pi_1(\gamma) \) purely in terms of the periods \( \{ \pi_1(g_i) \}_{i=1}^5 \). In particular, this method gives us a quick way of computing \( \pi_1(\gamma_\tau) \) where \( \gamma_\tau \) is the matrix appearing in (5.5).

5.2. Computation of \( \log_\zeta \mu r(\tau) \). For \( m = [c_1] = [c_2] \in M = \text{Div}_0(\Gamma_0(fN_0)(\infty)) \), let \( \tilde{\mu}_r[m] := \tilde{\mu}_r[c_1 \to c_2] \). Since an arbitrary \( m \in M \) can be written as a sum of elements of the form \([c_1] = [c_2]\) we may define \( \tilde{\mu}_r[m] \) by linearity. If \( \tau \in \mathcal{H}_p \) and \( \gamma \in \Gamma_0(fN_0) \), then a formal computation shows that

\[
\int_X \log_\zeta(x - \tau y) d\tilde{\mu}_r[\gamma m](x,y) = \int_X \log_\zeta(x - y \gamma^{-1} \tau) d\tilde{\mu}_{\gamma^{-1} \tau}[m](x,y).
\]

The last equality uses the fact that the total measure of \( \tilde{\mu}_{\gamma^{-1} \tau}[m] \) is zero and that for all compact open sets \( U \subset \mathbb{X} \) one has that \( \tilde{\mu}_r[m](U) = \tilde{\mu}_{\gamma^{-1} \tau}[\gamma^{-1} m](\gamma^{-1} U) \).

Now let \( \gamma \in \Gamma_0(fN_0) \) and let \( \gamma = w_1 w_2 \ldots w_n \) where \( w_i \in \{ g_j^{\pm 1} \}_{j=1}^5 \). From (5.8) we deduce that

\[
[\infty] - [\gamma \infty] = \sum_{i=1}^n W_{n-i} ([\infty] - [w_{n-i+1} \infty]),
\]

where \( W_k = \prod_{j=1}^{\infty} w_j \). If \( w_{n-i+1} = g_j \) for some \( j \), then we deduce from (5.12) that

\[
\int_X \log_\zeta(x - \tau y) d\tilde{\mu}_r[W_{n-i}([\infty] - [w_{n-i+1} \infty])](x,y) = \int_X \log_\zeta(x - y W_{n-i}^{-1} \tau) d\tilde{\mu}_{W_{n-i}^{-1} \tau}[\infty \to g_j \infty](x,y).
\]

If \( w_{n-i+1} = g_j^{-1} \) for some \( j \), then we obtain in a similar way that

\[
\int_X \log_\zeta(x - \tau y) d\tilde{\mu}_r[W_{n-i}([\infty] - [w_{n-i+1} \infty])](x,y) = \int_X \log_\zeta(x - y W_{n-i}^{-1} \tau) d\tilde{\mu}_{W_{n-i}^{-1} \tau}[\infty \to g_j \infty](x,y).
\]
We thus see that in order to compute
\[ \int_X \log_\zeta(x \rightarrow \tau y) d\tilde{\mu}_r \{\infty \rightarrow \gamma \infty\}(x, y), \]
it is sufficient to compute
\[ (5.13) \int_X \log_\zeta(x \rightarrow \tau'y) d\tilde{\mu}_r \{\infty \rightarrow g_j \infty\}(x, y), \]
for certain \( \tau' \in \mathcal{H}, \ r' \in (\mathbb{Z}/3\mathbb{Z})^\times \) and \( j \in \{2, 3, 4, 5\} \) which depend on the word representing \( \gamma \). To compute \( (5.13) \) it is enough to take a cover of \( X \) in which \( x \) and \( y \) are determined modulo \( p \). Therefore, it is enough to compute
\[ (5.14) \sum_{0 \leq u, v \leq p-1 \atop (u, v) \neq (0,0)} \log_\zeta(u \rightarrow -u') \tilde{\mu}_{r'} \{\infty \rightarrow g_j \infty\}((u + p\mathbb{Z}_p) \times (v + p\mathbb{Z}_p)) \in \mathbb{Z}/(p^2 - 1)\mathbb{Z}. \]

This can be efficiently computed using the explicit formulas for the \( \tilde{\mu}_{r'} \{\infty \rightarrow g_j \infty\} \)-measure of the balls \( (u + p\mathbb{Z}_p) \times (v + p\mathbb{Z}_p) \) given in Proposition 4.1.

5.3. Computation of \( \log_p u(r, \tau) \). This subsection mirrors pages 12 and 13 of [Das07a]. We included it only for the reader’s convenience. By arguments analogous to those of Section 5.2 and replacing \( \log_\zeta \) by \( \log_p \) we see that in order to compute
\[ (5.15) \int_X \log_p(x \rightarrow \tau y) d\tilde{\mu}_r \{\infty \rightarrow \gamma \infty\}(x, y), \]
it is sufficient to compute
\[ (5.16) \int_X \log_p(x \rightarrow \tau'y) d\tilde{\mu}_r \{\infty \rightarrow g_j \infty\}(x, y) \]
for certain \( \tau' \in \mathcal{H}, \ r' \in (\mathbb{Z}/3\mathbb{Z})^\times \) and \( j \in \{2, 3, 4, 5\} \) which depend on the word representing \( \gamma \). In order to compute \( (5.16) \) we will use the same method that was developed in [Das07a].

The integral \( (5.16) \) can be rewritten as follows:
\[ \int_X \log_p (x - y\tau') d\tilde{\mu}_r \{\infty \rightarrow g_j \infty\}(x, y) \]
\[ = \int_{\mathbb{Z}_p^* \times \mathbb{Z}_p^*} \log_p (x - y\tau') d\tilde{\mu}_r \{\infty \rightarrow g_j \infty\}(x, y) \]
\[ + \int_{\mathbb{Z}_p^* \times p\mathbb{Z}_p} \log_p (x - y\tau') d\tilde{\mu}_r \{\infty \rightarrow g_j \infty\}(x, y) \]
\[ = \int_{\mathbb{Z}_p^* \times \mathbb{Z}_p^*} \log_p (y) d\tilde{\mu}_r \{\infty \rightarrow g_j \infty\}(x, y) \]
\[ + \int_{\mathbb{Z}_p^* \times p\mathbb{Z}_p} \log_p (x) d\tilde{\mu}_r \{\infty \rightarrow g_j \infty\}(x, y) \]
\[ + \int_{\mathbb{Z}_p^* \times p\mathbb{Z}_p} \log_p \left( \frac{x}{y} - \tau' \right) d\tilde{\mu}_r \{\infty \rightarrow g_j \infty\}(x, y) \]
\[ + \int_{\mathbb{Z}_p^* \times p\mathbb{Z}_p} \log_p \left( 1 - \tau' \frac{y}{x} \right) d\tilde{\mu}_r \{\infty \rightarrow g_j \infty\}(x, y). \]
Suppose we want to calculate (5.16) to an accuracy of $M$ $p$-adic digits. First observe that the first two terms of (5.16) are independent of $\tau'$. To evaluate the first term, one finds a polynomial $f(y) \in \mathbb{Q}[y]$ such that $|f(y) - \log_p(y)|_p < \frac{1}{p^k}$ for all $y \in \mathbb{Z}_p^\times$. To construct $f(y)$ consider the polynomial

$$g_i(y) = \prod_{j \neq i}^p (y - j)^M.$$ 

Let $h_i(y)$ denote the power series expansion of $\log_p(y)/g_i(y)$ on the residue disc $i + p\mathbb{Z}_p$, truncated at $M + |\log M|$ terms, where $|\log M|$ denotes the integer part of $M$. In order to compute this truncated power series one can compute the Taylor series expansions around $y_0 = 0$ of $\log_p(y + i) = \log_p i + \log_p(1 + \frac{y}{i})$ and $\frac{1}{g_i(y + i)}$ up to order $M + |\log M|$, multiply them and finally apply the change of variables $y \mapsto y - i$. Letting

$$(5.17) \quad f(y) = \sum_{i=1}^{p-1} g_i(y)h_i(y),$$

we obtain the required polynomial which has degree $(p - 1)M + |\log M|$. The first term of (5.16) may be evaluated by replacing $\log_p y$ by $f(y)$. Then if $y^n$ is a monomial of $f(y)$ we can use Proposition 4.4 which gives an explicit formula for the integral of $y^n$ on $\mathbb{Z}_p \times \mathbb{Z}_p^\times$ against the measure $\mu_{\tau'}(\infty \mapsto g_j \infty)$.

To compute the second term of (5.16) up to an accuracy of $M$ $p$-adic digits it is enough to compute

$$(5.18) \quad \int_{\mathbb{Z}_p \times p\mathbb{Z}_p} f(x)d\mu_{\tau'}(\infty \mapsto g_j \infty)(x, y).$$

Taking a monomial $x^n$ of $f(x)$, we see that in order to compute (5.18) it is sufficient to compute the integral

$$\int_{\mathbb{Z}_p \times p\mathbb{Z}_p} x^n d\mu_{\tau'}(\infty \mapsto g_j \infty)(x, y) = \int_{\mathbb{X}} x^n d\mu_{\tau'}(\infty \mapsto g_j \infty)(x, y)$$

$$- \int_{p\mathbb{Z}_p \times \mathbb{Z}_p^\times} x^n d\mu_{\tau'}(\infty \mapsto g_j \infty)(x, y).$$

Applying Propositions 4.2 and 4.4 to the right hand-side of this equality we deduce that

$$(5.19) \quad \sum_{d_0 | N_0, r' \in \mathbb{Z}/f \mathbb{Z}} n(d_0, r')d_0^{-l} \left(p^n D_{n-1,1,l+1}^{r'} (\text{mod } f)(a, c/d_0) - p^n D_{n-1,1,l+1}^{r'} (\text{mod } f)(pa, c/d_0)\right).$$

This completes the evaluation for the second term of (5.16).

The third term of (5.16) can be evaluated in the following way. We have a natural projection map $\pi : \mathbb{X} \to \mathbb{P}^1(\mathbb{Q}_p)$ given by $\pi(x, y) = \frac{x}{y}$. From Lemma 6.1 of
one has \( \pi^*\mu_{\tau'}\{c_1 \to c_2\} = \mu_{\tau'}\{c_1 \to c_2\} \) where \( \mu_{\tau'}\{c_1 \to c_2\} \) is the \( \mathbb{Z} \)-valued measure on \( \mathbb{P}^1(Q_p) \) appearing in Definition 5.2 of [Cha]. Therefore, we have

\[
\int_{\mathbb{Z}_p \times \mathbb{Z}_p^\times} \log_p \left( \frac{x}{y} - \tau' \right) d\mu_{\tau'}\{\infty \to g_j\infty\}(x, y) = \int_{\mathbb{Z}_p} \log_p (t - \tau') d\mu_{\tau'}\{\infty \to g_j\infty\}(t).
\]

We have

\[
\begin{align*}
&\int_{\mathbb{Z}_p} \log_p (t - \tau') d\mu_{\tau'}\{\infty \to g_j\infty\}(t) \\
&= \sum_{i=0}^{p-1} \int_{i+p\mathbb{Z}_p} \log_p (t - (i + (i - \tau)) d\mu_{\tau'}\{\infty \to g_j\infty\} \\
&= \sum_{i=0}^{p-1} \left[ \log_p (\tau' - i) \mu_{\tau'}(i + p\mathbb{Z}_p) + \int_{i+p\mathbb{Z}_p} \log_p \left( 1 + \frac{t - i}{\tau' - i} \right) d\mu_{\tau'}(t) \right].
\end{align*}
\]

The integrand in (5.20) can be written as a power series in each residue disc \( i + p\mathbb{Z}_p \). Therefore, in order to calculate the integral modulo \( p^M \) it is enough to calculate the moments

\[
\int_{i+p\mathbb{Z}_p} (t - i)^n d\mu_{\tau'}\{\infty \to g_j\infty\}
\]

(5.21)

\[
= p^n \int_{\mathbb{Z}_p} u^n d\mu_{\tau'}\{\infty \to \frac{e}{ep^m}\}(u) \pmod{p^M}
\]

for \( n = 0, \ldots, M - 1 \) where \( P_i = \left( \begin{array}{cc} p & i \\ 0 & 1 \end{array} \right) \) and \( P_i^{-1}g_j\infty = \frac{b}{ep^m} \) with \((e,p) = 1\).

(The equality (5.21) uses the invariance of \( \mu_{\tau'} \) under \( P_i \in \Gamma_0 \).) If we pull back (5.21) to \( \mathbb{X} \), we get

\[
\int_{\mathbb{Z}_p} u^n d\mu_{\tau'}\{\infty \to \frac{b}{ep^m}\} = \int_{\mathbb{Z}_p \times \mathbb{Z}_p^\times} x^n y^{-n} d\mu_{\tau'}\{\infty \to w\}(x, y)
\]

(5.22)

\[
\begin{align*}
&= \lim_{j \to \infty \atop g_j = (p-1)p^j} \int_{\mathbb{Z}_p \times \mathbb{Z}_p^\times} x^n y^{-n} d\mu_{\tau'}\{\infty \to \frac{b}{ep^m}\}(x, y) \\
&= -\lim_{j \to \infty \atop g_j = (p-1)p^j} \sum_{l=0}^{n} \binom{n}{l} \frac{a^n}{c} \frac{1}{(n-l)!} \\
&\quad \times \sum_{d_0 | N_0, r \in (\mathbb{Z}/f\mathbb{Z})^\times} n(d_0, r)d_0^{-l} D^{jr'} \pmod{f} (b, ep^m/d_0).
\end{align*}
\]
Let us fix a value \( r' \in (\mathbb{Z}/f\mathbb{Z})^\times \) and let us assume that \( m \geq 1 \). The expression (5.22) can be written in terms of the single-variable measures appearing in Definition 3.3.

\[
\lim_{j \to \infty} \sum_{d_0 | N \in (\mathbb{Z}/f\mathbb{Z})^\times} n(d_0, r') \frac{d_0^{-1} D^{j r'} (\text{mod } f)}{g_j - 1, l + 1} (h, ep^m/d_0) = \sum_{h=1}^{ep^m} \frac{\bar{B}_{j+1}(\frac{hb}{ep^m})}{l + 1} \lim_{j \to \infty} \mathcal{F}_{g_j - 1}(h + ep^m Z) = \sum_{k=1}^{ep^m} \frac{\bar{B}_{j+1}(\frac{hb}{ep^m})}{l + 1} \int_{h + ep^m Z} x^{-l} d\mathcal{F}_1(x).
\]

The second equality comes from the observation that, when \( p|h \),

\[
(5.23) \quad \lim_{j \to \infty} \mathcal{F}_{g_j - 1}(h + ep^m Z) = \lim_{j \to \infty} p^{2j - l + 1} \mathcal{F}_{g_j - 1}(h/p + ep^{m-1} Z) = 0,
\]

where the middle equality of (5.23) follows from (3.10). Note that when \( (h, p) = 1 \), the function \( x \mapsto x^{-l} \) is continuous on the ball \( h + ep^m Z \) and therefore the integral \( \int_{h + ep^m Z} x^{-l} d\mathcal{F}_1(x) \) makes sense. In the case where \( m \geq 1 \) and \( (h, p) = 1 \), one can compute \( \int_{h + ep^m Z} x^{-l} d\mathcal{F}_1(x) \) by expanding the function \( x^{-l} \) in a neighborhood of \( h + p\mathbb{Z}_p \). We consider the Taylor series expansion

\[
x^{-l} = h^{-l} \left( 1 + \left( \frac{x_h - h}{h} \right) \right)^{-l} = h^{-l} \sum_{j=0}^{M} \left( \frac{x_h - h}{h} \right)^j + \left( \frac{x_h - h}{h} \right)^{M+1} H(x),
\]

where \( x \mapsto H(x) \) is some continuous function on \( h + ep^m Z \). From (5.24) we deduce that

\[
(5.25) \quad \int_{h + ep^m Z} x^{-l} d\mathcal{F}_1(x) \equiv h^{-l} \int_{h + ep^m Z} \sum_{j=0}^{M} \left( \frac{x_h - h}{h} \right)^j d\mathcal{F}_1(x) \pmod{p^M}.
\]

Now expanding the finite sum \( \sum_{j=0}^{M} \left( \frac{x_h - h}{h} \right)^j \) as a polynomial in \( x_p \) and using Proposition 3.1 together with (5.25), we get an approximation to \( \int_{h + ep^m Z} x^{-l} d\mathcal{F}_1(x) \) up to a precision of \( M \) \( p \)-adic digits.

In the case where \( m = 0 \) one can assume, without loss of generality, that \( (h, p) = 1 \). (Otherwise replace \( h \) by \( h + e \) and observe that \( (h + e, p) = 1 \) and \( h + eZ = (h + e) + eZ \). We define

\[
\int_{h + eZ} x^{-l} d\mathcal{F}_1(x) := \sum_{1 \leq h' \leq pe \atop (h', p) = 1} \int_{h' + epZ} x^{-l} d\mathcal{F}_1(x).
\]
Note that one cannot integrate directly $x_p^{-l}$ against $\mathcal{F}_1$ on the compact open set $h + eZ$ since the function $x_p^{-l}$ (for $l \geq 1$) is not continuous on $h + eZ$. Using the definition above and (5.29) one obtains an approximation to $\int_{h+eZ} x_p^{-l} d\mathcal{F}_1(x)$ to $M$ $p$-adic digits. This concludes the explicit calculation of the third term of (5.16).

The fourth term of (5.16) can be evaluated in the following way. First note that

$$\int_{\mathbb{Z}_p^2 \times \mathbb{Z}_p} \log_p \left( 1 - \frac{\tau' y}{z} \right) d\mu_{\tau'} \{ \infty \to g_j \infty \} (x, y)$$

$$= \int_{\mathbb{P}^1(Q) \setminus \mathbb{Z}_p} \log_p \left( 1 - \frac{\tau'}{t} \right) d\mu_{\tau'} \{ \infty \to g_j \infty \} (t).$$

Now using the Taylor series expansion

$$(5.26) \quad - \log_p \left( 1 - \frac{\tau'}{t} \right) = \sum_{j=1}^{\infty} \frac{\tau'^n}{t^n},$$

which is valid for any $t \in \mathbb{P}^1(Q) \setminus \mathbb{Z}_p$, we see that in order to compute (5.26) to an accuracy of $M$ $p$-adic digits it is sufficient to compute the moments

$$(5.27) \quad \int_{\mathbb{P}^1(Q) \setminus \mathbb{Z}_p} t^{-n} d\mu_{\tau'} \{ \infty \to g_j \infty \} (t),$$

for $0 \leq n \leq M$, to a precision of $M$ $p$-adic digits. Let $g_j \infty = \frac{a_j}{c_j}$. The invariance of $\mu_{\tau'} \{ \infty \to \frac{a_j}{c_j} \}$ under the matrix $\gamma = \begin{pmatrix} 1 & 0 \\ fN_0 & 1 \end{pmatrix}$ implies that

$$(5.28) \quad \int_{\mathbb{P}^1(Q) \setminus \mathbb{Z}_p} t^{-n} d\mu_{\tau'} \{ \infty \to \frac{a_j}{c_j} \} (t)$$

$$= - \int_{\mathbb{P}^1(Q) \setminus \mathbb{Z}_p} u^{-n} d\mu_{\gamma^{-1} \tau'} \{ \infty \to - \frac{1}{fN_0} \} (u)$$

$$+ \int_{\mathbb{P}^1(Q) \setminus \mathbb{Z}_p} u^{-n} d\mu_{\gamma^{-1} \tau'} \{ \infty \to \frac{a_j}{fN_0c_j} \} (u).$$

Let $j$ be the positive integer less than $p$ which is congruent to $\frac{1}{fN_0}$ modulo $p$. The function $\left( \frac{u}{-fN_0u + 1} \right)^{-n}$ can be expanded as a power series in $u - j$ on the residue disc $j + p\mathbb{Z}_p$. This reduces the computation of (5.28) to that of integrals of the form

$$(5.29) \quad \int_{j + p\mathbb{Z}_p} (u - j)^n d\mu_{\tau'} \{ \infty \to w \} (u),$$

for $0 \leq n \leq M$, $r \in (\mathbb{Z}/f\mathbb{Z})^\times$ and $w = - \frac{1}{fN_0}$ or $\frac{a_j}{fN_0c_j}$. Note that (5.29) is an expression with the same shape as the left-hand side of (5.21). This concludes the explicit computation of the fourth term of (5.16).
6. The algorithm

We have thus reduced the computation of
\[ u(r, \tau) = p^{\psi_j}(\infty \to \gamma, \infty) \int_X (x - \tau y)d\mu_r(\infty \to \gamma, \infty)(x, y), \]
up to an accuracy of \( M \) \( p \)-adic digits, to the computation of the following quantities:

**Part 1 of the program (independent of \( D \)).**

1. We compute exactly the set of Bernoulli numbers \( B_n \) for \( 0 \leq n \leq \sigma + \log M \) and store these in a file. The use of this data and the explicit polynomial expression (5.2) for \( B_n(x) \) allows us to construct Bernoulli polynomials more efficiently since all the \( B_n \)'s are only computed once.

2. For \( j \in \{2, 3, 4, 5\} \) and \( i \in \{0, 1, \ldots, p-1\} \), we compute \( \mu_1(\infty \to g_j, \infty)(\mathbb{Z}_p) \) and \( \mu_1(\infty \to M_i g_j, \infty)(\mathbb{Z}_p) \), where \( M_i := \left( \begin{array}{cc} 1 & -i \\ 0 & p \end{array} \right) \). Here we use the explicit formulas of Proposition 4.3.

3. For \( r \in (\mathbb{Z}/3\mathbb{Z})^\times \), \( j \in \{2, 3, 4, 5\} \) and \( 0 \leq u, v \leq p-1 \) such that \( (u, v) \neq (0, 0) \), we compute \( \mu_r(\infty \to g_j, \infty)((u + p\mathbb{Z}_p) \times (v + p\mathbb{Z}_p)) \) using the explicit formulas of Proposition 4.1.

4. For \( r \in (\mathbb{Z}/3\mathbb{Z})^\times \), \( j \in \{2, 3, 4, 5\} \), we compute \( \int_{\mathbb{Z}_p \times \mathbb{Z}_p^\times} f(y)d\mu_r(\infty \to g_j, \infty) \)

where \( f(y) \) is the polynomial in \( y \) appearing in (5.17). Here we use the explicit formulas of Proposition 4.1.

5. For \( r \in (\mathbb{Z}/3\mathbb{Z})^\times \), \( j \in \{2, 3, 4, 5\} \) we compute \( \int_{p\mathbb{Z}_p \times p\mathbb{Z}_p^\times} f(x)d\mu_r(\infty \to g_j, \infty) \)

using (5.19).

6. Finally, for \( 0 \leq i \leq p-1 \), \( 0 \leq n \leq M \), \( r \in (\mathbb{Z}/3\mathbb{Z})^\times \) and \( w \in \left\{ g_2, g_3, g_4, g_5, \gamma^{-1} g_2, \gamma^{-1} g_3, \gamma^{-1} g_4, \gamma^{-1} g_5, -\frac{1}{12} \right\} \),

\[ \text{where } \gamma = \left( \begin{array}{cc} 1 & 0 \\ 12 & 1 \end{array} \right), \]

we compute \( \int_{i + p\mathbb{Z}_p}(t - i)^n d\mu_r(\infty \to w)(t) \) using (5.21).

Note that the quantities appearing in (1), (2), (3), (4), (5) and (6) do not depend on \( D \) and \( \tau \). Therefore, one only needs to compute them once. The computation of the quantities (4), (5) and (6) are the ones which contribute the most to the running time of the algorithm. We store all these quantities in various files.

**Part 2 of the program (depends on \( D \)).** Let \( D \) be an admissible discriminant and let \( K = \mathbb{Q} (\sqrt{D}) \). We now want to explain how to compute the polynomials \( \tilde{P}_D(x) \). Let \( \mathfrak{c} := (1 + f\sqrt{D})\mathcal{O}_K \). Assume that one has a complete set of pairs \( \{(r_i, \tau_i)\}_{i=1}^M \) such that the ideals \( \{\tau_i A_{r_i}\}_{i=1}^M \) form a complete set of representatives \( \{C_{i, \mathfrak{c}}\}_{i=1}^M \) of \( I_{K}(3)/(P_{K,1}(3\mathbb{Z}), \mathfrak{c}) \), where \( h = \#I_{K}(3)/(P_{K,1}(3\mathbb{Z}), \mathfrak{c}) \) and \( 2h = \#I_{K}(3)/(P_{K,1}(3\mathbb{Z})) \). Assume, moreover, that the \( \tau_i \)'s are chosen in such a way that \( \mathcal{O}_{\tau_i} = \mathcal{O}_{\tau_i} = \mathcal{O}_K \) and that \( \tau_i - \tau_i^\sigma > 0 \) where \( Gal(K/\mathbb{Q}) = \{1, \sigma\} \). For every \( i \) one computes \( u(r_i, \tau_i) \) up to a precision of \( M \) \( p \)-adic digits as explained in Sections 4.1, 5.2 and 5.3 using the outputs produced by part 1 of the program. Then one
defines
\[ \widetilde{P}_D(x) = \prod_{i=1}^{h} \left( x - u(r_i, \tau_i) \frac{s_i}{n_D} \right) \prod_{i=1}^{h} \left( x - u(r_i, \tau_i) - \frac{s_i}{n_D} \right), \]

where \( s_i \) is equal to 1 if \( r_i \Lambda_{r_i} \) is equivalent to \( C_i \) modulo \( P_{K,1}(3\infty) \) and -1 otherwise. The integer \( n_D \) is chosen as explained in \([5.7]\). The determination of \( n_D \) is done empirically and we do not know how to predict it.

**Complications related to the choice of the root of unity.** The quantity \( u(r, \tau)^{1/n_D} \) is only well defined modulo \( \mu_{n_D} \). In order to compute the polynomial appearing in \([6.1]\) one needs to fix a certain rule in order to specify uniquely the \( p \)-adic invariant \( u(r_i, \tau_i)^{1/n_D} \). The computation of \( \text{ord}_p \left( u(r_i, \tau_i)^{1/n_D} \right) \) and \( \text{log}_p \left( u(r_i, \tau_i)^{1/n_D} \right) \) is independent of the choice of this rule but not \( \text{log}_\zeta \left( u(r_i, \tau_i)^{1/n_D} \right) \). In order to specify \( \text{log}_\zeta \left( u(r_i, \tau_i)^{1/n_D} \right) \), where \( \zeta' \) is a primitive \( n_D (p^2 - 1) \)-root of unity, we do the following:

1. We fix a primitive \((p^2 - 1)\)-th root of unity \( \zeta \in \mathcal{O}_{K_p}^\times \).
2. For every element \( x \in \mathcal{O}_{K_p}^\times \), we define \( \text{log}_\zeta x \) to be the unique integer \( n \) such that \( 0 \leq n \leq p^2 - 2 \) and \( \zeta^{-n} x \in 1 + p\mathcal{O}_{K_p} \).
3. We define \( \text{log}_\zeta u(r_i, \tau_i) \) as a certain integer rather than a residue class of \( \mathbb{Z}/(p^2 - 1)\mathbb{Z} \). In order to say what this integer is, it is enough to interpret the expression appearing in \([5.14]\) as an integer. According to our previous choices \( (1) \) and \( (2) \), the expression in \([5.14]\) can be viewed as a well-defined integer. Therefore, \( \text{log}_\zeta u(r_i, \tau_i) \) corresponds to a unique integer.

Having fixed this rule, one can then define \( u(r_i, \tau_i)^{1/n_D} \) as
\[
\sqrt[n_D]{u(r_i, \tau_i)} := p^{-\frac{\text{ord}_p (u(r_i, \tau_i))}{n_D}} \cdot \text{exp} \left( \frac{\text{log}_\zeta u(r_i, \tau_i)}{n_D} \right).
\]

In general, a choice of a different rule will give rise to a different polynomial. The reader may compare the tables at the end of \([\text{Cha}]\) with the tables at the end of this paper and notice different answers for the same values of \( D, p, f, N_0 \) and \( \delta \). This is accounted for by the fact that we used in \([\text{Cha}]\) a different rule than the one explained above.

**Precision needed in order to recognize the coefficients of \( \widetilde{P}_D(x) \) as elements of \( \mathcal{O}_K[\frac{1}{p}] \).** Let \( \widetilde{P}_D(x) = \prod_{i=1}^{2h} (x - u_i) \in K_p[x] \). From our numerical computations, we observed that the number of \( p \)-adic digits required in order to recognize the coefficients of \( \widetilde{P}_D(x) \), as elements of \( \mathcal{O}_K[\frac{1}{p}] \), is roughly
\[
N = \frac{1}{2} \sum_{i=1}^{2h} |v_p(u_i)|.
\]

The integer \( N \) is an upper bound for the largest power of \( p \) which can appear in the denominators of the coefficients of \( \widetilde{P}(x) \). In all the examples of the tables, this upper bound is attained.
7. Discussion of the results

The splitting field of the polynomial $\tilde{P}_D(x)$. For simplicity let us assume that $p \equiv 1 \pmod{f}$ so that $K(f)\langle Frob(p) \rangle = K(f)$. In general, one cannot hope that the splitting of $\tilde{P}_D(x)$ generates the full narrow ray class field of $K = \mathbb{Q}(\sqrt{D})$ of conductor $f$. Let us explain an obstruction which is inherent to our construction. Let $u = u(r, \tau)$ be a $p$-unit coming from our $p$-adic construction and let us assume the truth of Conjecture \cite{Cha}. Let \{$\sigma_i : K(u) \to \mathbb{C}$\} be the set of embeddings of $K(u)$ into $\mathbb{C}$. Conjecture \cite{Cha} asserts that $u$ is an algebraic number such that for all $i$,

\begin{equation}
(7.1) \quad u^{\sigma_i}(u^{\sigma_i})^{\tau_\infty} = 1,
\end{equation}

where $\tau_\infty$ is the complex conjugation of $\mathbb{C}$. In particular, if there exists one $\sigma_i$ such that $u^{\sigma_i} \in \mathbb{R}$, then $u^{\sigma_i} = \pm 1$ and therefore $u = \pm 1$. Because of this observation, we will assume from now on that $K(u)$ is a totally complex number field. From (7.1) we deduce that for all $\sigma_i$ we have

$$u^{-1} = u^{\sigma_i \tau_\infty \sigma_i^{-1}}.$$

In particular, the action of a complex conjugation $(\sigma_i \tau_\infty \sigma_i^{-1})$ of $K(u)$ is independent of the choice of the embedding $\sigma_i$. More precisely, it acts by $-1$ on the unit $u$. It thus follows that $K(u)$ is a CM field. Therefore, the splitting field of $\tilde{P}_D(x)$ lies inside the largest CM subfield of $K(f)$. In \cite{Gro81}, Gross made the conjecture that certain $p$-units lying in $K(f)$, the so-called Gross-Stark $p$-units, are related to the first derivative of a $p$-adic zeta function vanishing with order one at $s = 0$. The author thinks that the units constructed in this paper are not new since they are expected to be written in terms of Gross-Stark $p$-units. For a partial result going in this direction see Theorem 5.2 of \cite{Cha07b}.

The maximal CM subfield of $K(f)$. Let $K = \mathbb{Q}(\sqrt{D})$. For any integer $f > 0$, let $O_K(f) \times$ (resp. $O_K(f) \times$) be the group of units (resp. totally positive units) of $O_K$ which are congruent to $1$ modulo $f$.

The next proposition determines the maximal CM subfield $L_{CM}^D$ of $K(f)$ in the case where $n = 1$. It turns out that in this case $[K(f) : L_{CM}^D] = 2$. Let

$$rec_{K(f) / K} : G_{K(f)} \to I_K(f) / P_{K,1}(f)$$

be the reciprocity map given by class field theory.

**Proposition 7.1.** Suppose that $[O_K(f) \times : O_K(f) \times] = 1$. Then the largest CM field $L_{CM}^D$ which is contained in $K(f)$ corresponds under $rec_{K(f) / K}$ to

\begin{equation}
(7.2) \quad I_K(f) / (P_{K,1}(f), (f - 1)O_K).
\end{equation}

In other words, the prime ideals in $K$ which split completely in $L_{CM}^D$ are precisely the prime ideals in the group $(P_{K,1}(f), (f - 1)O_K)$.

**Proof.** This is an easy application of class field theory. For the details see Section 17 of \cite{Cha}.


Symmetries of the $p$-adic valuations of the roots of $\tilde{P}_D(x)$. Assume that $K(f\infty)$ is a totally complex CM field. Let $\epsilon = (1 + f\sqrt{D})$ and let

$$[\epsilon] \in I_K(f)/P_{K,1}(f\infty).$$

Because $K(f\infty)$ is totally complex we have that $[\epsilon]$ is an ideal class of order 2. Let $[a] \in I_K(f)/P_{K,1}(f\infty)$ where $a$ is chosen to be an integral ideal. In Proposition 6.1 of [Cha07α], it is shown that

$$3\zeta^*(\delta, a, 0) = v_p(u([a])), \quad (7.3)$$

where $\zeta^*(\delta, a, s)$ is a certain Archimedean zeta function attached to a binary quadratic form which represents the ideal class $[a]$. Let $\tau_\epsilon = rec_{K(f\infty)/K}(\epsilon)$ be the complex conjugation on $K(f\infty)$ corresponding to the ideal class $\epsilon$ and let $K(f\infty)^{\tau_\epsilon}$ be the subfield of $K(f\infty)$ fixed by $\tau_\epsilon$. One can show that

$$\zeta^*(\delta, a, s) + \zeta^*(\delta, ca, s),$$

can be written as a linear combination of $L$-functions of the form $L(s, \chi)$ where $\chi$ varies over various characters of the Galois group $Gal(K(f\infty)^{\tau_\epsilon}/K)$. Since at least one of the two real places of $K$ always split in $K(f\infty)^{\tau_\epsilon}$ we may deduce from equation (3.1) of [Tat84] that $L(0, \chi) = 0$. Therefore,

$$\zeta^*(\delta, a, 0) = -\zeta^*(\delta, ca, 0). \quad (7.4)$$

The previous identity is in harmony with the fact that the restriction of $\tau_\epsilon$ to the subfield $L^{\tau_\epsilon}_M \subseteq K(f\infty)$ corresponds to the complex conjugation, and so one expects that

$$v_p(u([a])^{\tau_\epsilon}) = v_p(u([ca])) = -v_p(u([a])).$$

The first equality is a consequence of Conjecture [22] applied to $u([a])$ and the second one comes from (7.4).

There are other symmetries that one can deduce from (7.3). Let $\sigma$ be the nontrivial automorphism of $K$. Then a direct computation shows that

$$3\zeta^*(\delta, a^\sigma, 0) = 3\zeta^*(\delta, a, 0). \quad (7.5)$$

From (7.5) one deduces that for every ideal class $[a] \in I_K(f)/P_{K,1}(f\infty)$ such that $[a] \neq [a^\sigma]$, the valuation $v_p(u([a]))$ appears twice in the list of valuations of all the roots of $\tilde{P}_D(x)$.

Let $a = rA_\tau$ where $r \in \mathbb{Z}_{>0}$, $(r, f) = 1$, and let $\tau \in K - \mathbb{Q}$ be chosen so that it is reduced with respect to $p$ and that $\tau - \tau^\sigma > 0$. By definition of $u([a])$, we have

$$v_p(u([a])) = \psi_\tau \{ \infty \rightarrow \gamma_{\tau}\infty \}.\quad (7.6)$$

As explained in Section 5.1 one has that $\psi_\tau \{ \infty \rightarrow \gamma_{\tau}\infty \} = \psi_{(f-r)} \{ \infty \rightarrow \gamma_{\tau}\infty \}.\quad (7.7)$

It follows from this that if the two ideals $rA_\tau, (f-r)A_\tau$ are nonequivalent modulo $P_{K,1}(f\infty)$, then the valuation $v_p(u([a]))$ appears twice in the list of valuations of all the roots of $\tilde{P}_D(x)$.

These two phenomena are visible in the tables.
8. Results

In Tables 1–5, we summarize the computations performed using the algorithm described in Section 6 for \( f = 3, N_0 = 4 \) and \( \delta = 2[1, 1] - 3[2, 1] + 1[4, 1] \in D(4, 3) \) for the prime numbers \( p \in \{7, 13, 17\} \). In the last table, we consider the divisor \( \delta' = 2[1, 1] - 1[2, 1] \in D(4, 3) \) for the prime number \( p = 7 \).

The first column contains the values of admissible discriminants \( D \) (in increasing order) with respect to the set of data \((p, f, N_0)\). The second column gives the structure of the abelian group \( I_K(3)/P_{K,1}(3\infty) \) where \( K = \mathbb{Q}(\sqrt{D}) \). The third column gives the largest integer \( n_D|12 \) as defined in (6.7). The fourth and fifth columns give the \( p \)-adic valuation of the various roots of the polynomials \( P_D(x) \) and \( \tilde{P}_D(x) \) respectively. The sixth column gives the polynomial \( \tilde{P}_D(x) \) and, finally, the last column gives the degree over \( K \) of the largest CM field \( L_D^{P_{CM}} \) which is contained in \( K(3\infty) \).

Let \( D \) be an admissible discriminant and let \( K = \mathbb{Q}(\sqrt{D}) \). For every entry of the tables, one can verify that the splitting field \( M_D \) of \( P_D(x) \) generates a subfield of the maximum CM subfield \( L_D^{P_{CM}} \) of \( K(3\infty) \). For many values of \( D \), it turns out that \( M_D = L_D^{P_{CM}} \). However, there are examples where \( M_D \) is a proper subfield of \( L_D^{P_{CM}} \). By varying the choice of the good divisor \( \delta \in D(4, 3) \), one can hope to find a polynomial \( \tilde{P}_D^\delta(x) \) which generates \( L_D^{P_{CM}} \). For example, when \( p = 7 \), \( D = 185 \) (\( K = \mathbb{Q}(\sqrt{D}) \)) and \( \delta = 2[1, 1] - 3[2, 1] + 1[4, 1] \in D(4, 3) \), the splitting field \( M_D^\delta \) of the polynomial \( \tilde{P}_D^\delta(x) \) generates the field \( K(\sqrt[-3]{3}) \) which has index 2 in \( L_D^{P_{CM}} = K(3\infty) \). However, if one takes the divisor \( \delta' = 2[1, 1] - 1[2, 1] \), then the splitting field \( M_D^{\delta'} \) of the polynomial \( \tilde{P}_D^{\delta'}(x) \) generates the whole CM field \( K(3\infty) \).

For all the tables, the various roots of the polynomials were computed to a precision of 100 \( p \)-adic digits. According to Magma, all the polynomials appearing in the tables are irreducible over \( K \). Finally, the first and the last tables suggest that the divisor \( \delta = 2[1, 1] - 1[2, 1] \) generates polynomials with smaller height than the ones associated to the divisor \( \delta = 2[1, 1] - 3[2, 1] + 1[4, 1] \).

In the next two pages we include two examples where the polynomials have a very large degree, namely 40 and 44 respectively. In order to compute these polynomials we computed \( p \)-adic moments up to an accuracy of 200 \( p \)-adic digits for \( p = 7 \). The running time for part 1 of our algorithm was approximately 2 and a half days and the running time for part 2 of the algorithm was about 2 minutes for each of these two polynomials. We hope that these two examples will convince the reader of the efficiency of \( p \)-adic methods for the construction of large noncyclotomic class fields of real quadratic number fields.

The coefficients of the two polynomials below were computed to an accuracy of 200 \( p \)-adic digits where \( p = 7 \). The divisor that was used is \( \delta' = 2[1, 1] - 1[2, 1] \in D(4, 3) \).¹

¹There is an available version of this program on the author’s website.
The maximal CM subfield \( L_{CM}^0 \) of \( K(3^x) \) has degree 40 over \( K = Q(\sqrt{D}) \). One can show that the splitting field of \( g(x) \) over \( K \) generates \( L_{CM}^0 \).
Case $D = 4009$: For $D = 4009$ we have $I_K(3)/P_K(3\infty) \simeq (\mathbb{Z}/2\mathbb{Z})^2 \times \mathbb{Z}/2\mathbb{Z}$. The index $n_D = 6$. The valuations of the roots of $P_D(x)$ are given by

$$\pm 6, \pm 6, \pm 6, \pm 6, \pm 6, \pm 6, \pm 6, \pm 6, \pm 6, \pm 6, \pm 6, \pm 6,$$

The valuations of the roots of $P_D(x)$ are given by

$$\pm 1, \pm 1, \pm 1, \pm 1, \pm 1, \pm 1, \pm 1, \pm 1, \pm 1, \pm 1, \pm 1, \pm 1, \pm 1,$$

The polynomial $P_D(x) = h(x)^2$ where $h(x)$ equals

$\frac{1}{x^6} + \frac{1}{x^5} - \frac{6 \times 11983509295505}{x^4} + \frac{3 \times 8655298709078471}{x^3} + \frac{1 \times 83477346182758480983}{x^2} + \frac{1 \times 83477346182758480983}{x} + 1$
Table 1. $p = 7$ and $\delta = 2[1, 1] - 3[2, 1] + 1[4, 1] \in D(4, 3)$

| $D$ | $1_K(5)/P_K(1(3, \infty)$ | $\nu_D$ | valuations of the roots of $P_D(z)$ | valuations of the roots of $P_D(z)$ | $P_D(z)$ | $|L_{LM}^D : K|$ |
|-----|-----------------|------|-----------------------------|-----------------------------|---------|----------------------|
| 17  | $5/25$          | 12   | $\pm 24$                    | $\pm 2$                     | $z^2 + \frac{24}{2} z + 1$ | 2       |
| 18  | $5/25$          | 12   | $\pm 24$                    | $\pm 2$                     | $z^2 - \frac{24}{2} z + 1$ | 2       |
| 19  | $(5/25)^2$      | 6    | $\pm 24, \pm 24, \pm 4, \pm 4, \pm 0, \pm 0, \pm 12, \pm 12, \pm 94$ | $\pm 4, \pm 4, \pm 8, \pm 8$ | $(z^2 + \frac{94}{2} z + 1)^2$ | 4       |
| 20  | $(5/25)^2$      | 12   | $\pm 24, \pm 24, \pm 2, \pm 2$ | $(z^2 - \frac{2}{2} z + 1)^2$ | $(z^2 - \frac{94}{2} z + 1)^2$ | 4       |
| 21  | $(5/25)^2$      | 12   | $\pm 24, \pm 24, \pm 2, \pm 2$ | $(z^2 - \frac{2}{2} z + 1)^2$ | $(z^2 - \frac{94}{2} z + 1)^2$ | 4       |
| 27  | $5/65$          | 6    | $\pm 24, \pm 24, \pm 72$   | $\pm 4, \pm 4, \pm 12$    | $z^2 + \frac{72}{2} z + 1$ | 6       |
| 28  | $(5/65)^2$      | 6    | $\pm 24, \pm 24, \pm 2, \pm 2, \pm 2, \pm 2$ | $(z^2 + \frac{2}{2} z + 1)^2$ | $(z^2 - \frac{94}{2} z + 1)^2$ | 4       |
| 31  | $(5/25)^2$      | 12   | $\pm 48, \pm 48$           | $\pm 4, \pm 4$             | $z^2 + \frac{48}{2} z + 1$ | 2       |
| 33  | $5/25$          | 12   | $\pm 72$                    | $\pm 6$                    | $z^2 + \frac{72}{2} z + 1$ | 2       |
Table 1. $p = 7$ and $\delta = 2[1,1] - 3[2,1] + 1[4,1] \in D(4,3)$ (continued)

<table>
<thead>
<tr>
<th>$D$</th>
<th>$I_K(3)/P_{K,1}(3\infty)$</th>
<th>$v_D$</th>
<th>valuations of the roots of $P_D(x)$</th>
<th>valuations of the roots of $P_D(x)$</th>
<th>$P_D(x)$</th>
<th>$[L_K^G : K]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>377</td>
<td>$2/25 \times 2/82$</td>
<td>6</td>
<td>$\pm 0, \pm 0, \pm 0, \pm 24$</td>
<td>$\pm 0, \pm 0, \pm 0, \pm 4, \pm 4, \pm 4, \pm 8$</td>
<td>$x^{14} + \frac{1}{2}(3804188688295\sqrt{5} + 537520756632797)x^{14}$</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\pm 24, \pm 24, \pm 24, \pm 48$</td>
<td>$\pm 4, \pm 4, \pm 4, \pm 8$</td>
<td>$\cdots$</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>2</td>
</tr>
<tr>
<td>409</td>
<td>$(5/25)^2$</td>
<td>12</td>
<td>$\pm 24, \pm 24$</td>
<td>$\pm 2, \pm 2$</td>
<td>$(x^2 - \frac{1}{9}x + 1)^2(x^2 + \frac{1}{9}x + 1)^2$</td>
<td>2</td>
</tr>
<tr>
<td>433</td>
<td>$(2/5)^3$</td>
<td>12</td>
<td>$\pm 48, \pm 48$</td>
<td>$\pm 4, \pm 4$</td>
<td>$\cdots$</td>
<td>2</td>
</tr>
<tr>
<td>481</td>
<td>$(2/25)^3$</td>
<td>6</td>
<td>$\pm 24, \pm 24, \pm 24, \pm 24$</td>
<td>$\pm 4, \pm 4, \pm 4$</td>
<td>$\cdots$</td>
<td>4</td>
</tr>
<tr>
<td>521</td>
<td>$2/25 \times 2/82$</td>
<td>12</td>
<td>$\pm 72$</td>
<td>$\pm 6$</td>
<td>$\cdots$</td>
<td>2</td>
</tr>
<tr>
<td>545</td>
<td>$2/25 \times 2/82$</td>
<td>6</td>
<td>$\pm 0, \pm 0, \pm 0, \pm 24$</td>
<td>$\pm 24, \pm 24, \pm 24, \pm 48$</td>
<td>$\pm 2, \pm 0, \pm 0, \pm 0$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\pm 24, \pm 24, \pm 24, \pm 48$</td>
<td>$\pm 2, \pm 0, \pm 0, \pm 0$</td>
<td>$\cdots$</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\cdots$</td>
<td>4</td>
</tr>
</tbody>
</table>

COMPUTATION OF $\delta$-UNITS IN RAY CLASS FIELDS
Table 1. \( p = 7 \) and \( \delta = 2[1,1] - 3[2,1] + 1[4,1] \in D(4,3) \) (continued)

| \( D \) | \( I_K(3)/P_{K,1}(3\infty) \) | \( v_D \) | valuations of the roots of \( P_D(x) \) | valuations of the roots of \( P_D(x) \) | \( |L^{2}_M : K| \) |
|---|---|---|---|---|---|
| 577 | \( \mathbb{Z}/2 \times \mathbb{Z}/14 \) | 3 | \( \pm 2, \pm 2, \pm 2, \pm 0 \) | \( \pm 2, \pm 2, \pm 0, \pm 0 \) | 14 |
| 593 | \( \mathbb{Z}/25 \times \mathbb{Z}/8 \) | 12 | \( \pm 120 \) | \( \pm 10 \) | 2 |
| 601 | \((2/25)^{+}\) | 12 | \( \pm 48, \pm 48 \) | \( \pm 4, \pm 4 \) | 2 |
| 649 | \((2/25)^{-}\) | 12 | \( \pm 48, \pm 48 \) | \( \pm 4, \pm 4 \) | 4 |
| 713 | \( \mathbb{Z}/25 \times \mathbb{Z}/8 \) | 3 | \( \pm 2, \pm 2, \pm 2, \pm 2 \) | \( \pm 0, \pm 0, \pm 2, \pm 0 \) | 8 |
| \( D \) | \( I_K(3)/P_{K,1}(3,\infty) \) | \( \sigma_D \) | valuations of the roots of \( \mathcal{P}_D(z) \) | valuations of the roots of \( \mathcal{P}_D(x) \) | \( \mathcal{P}_D(x) \) | |---|---|---|---|---|---|---|
| 745 | 2/25 \times 2/42 | 6 | ±0, ±4, ±8, ±12 | ±0, ±4, ±8, ±12 | \( x^5 + \frac{1}{2}z(729998944x + 3965739026)z^7 + \frac{1}{2}z^3 (566948605989735x + 20472863080674447)z^7 \) | 8 |
| 761 | 5/62 | 6 | ±24, ±72, ±120 | ±4, ±12, ±20 | \( x^5 + \frac{1}{2}z(1440141152431577077x + 345975498047841891407539)z^4 \) | 6 |
| 799 | 5/25 \times 2/25 | 12 | ±48, ±48 | ±4, ±4 | \( x^5 + \frac{1}{2}z(3631745655225x + 42293327471547)z^7 \) | 2 |
| 817 | \((2/25)^2 \times 2/16\ell\) | 3 | ±0, ±0, ±0, ±0 | ±0, ±0, ±0, ±0 | \( x^5 + \frac{1}{2}z(122876134636880109980x + 8216367373219006553545)z^4 \) | 19 |
| 857 | 5/25 | 12 | ±144 | ±144 | \( x^5 + \frac{1}{2}z(3631745655225x + 42293327471547)z^7 \) | 2 |
| 891 | 2/25 | 12 | ±120 | ±10 | \( x^5 + \frac{1}{2}z(200889187673504395906419x + 1060254415724032843556543963655)z^7 + 42974097244639695978849470859199)z^4 \) | 14 |
| 913 | \((2/25)^2\) | 12 | ±96, ±96 | ±8, ±8 | \( x^5 + \frac{1}{2}z(182217813463680109980x + 8216367373219006553545)z^4 \) | 4 |
| 929 | 5/25 | 12 | ±72, ±72 | ±6 | \( x^5 + \frac{1}{2}z(200889187673504395906419x + 1060254415724032843556543963655)z^7 + 42974097244639695978849470859199)z^4 \) | 2 |

Table 1: \( p = 7 \) and \( \delta = 2[1,1] - 3[2,1] + 1[4,1] \in D(4,3) \) (continued)
Table 2. $p = 13$ and $\delta = 2[1,1] - 3 [2,1] + [4,1] \in D(4,3)$

| $D$ | $1_{K}(5)/P_{K,1}(3\infty)$ | $x_P$ | valuation of the roots of $P_{D}(x)$ | valuation of the roots of $P_{K}(x)$ | $P_{D}(x)$ | $|L^2_{\Delta} : K|$ |
|-----|------------------|------|------------------|------------------|---------|------------------|
| 141 | $5/25$           | 12   | $\pm 2$          | $\pm 2$          | $x^2 + 1$ | 2                |
| 77  | $(5/25)^2$       | 6    | $\pm 24, \pm 24$ | $\pm 24, \pm 24$ | $(x^2 + 1)^4$ | 2                |
| 89  | $5/25$           | 12   | $\pm 24$         | $\pm 24$         | $(x^2 + 1)^2$ | 2                |
| 97  | $(5/25)^2$       | 12   | $\pm 24, \pm 24$ | $\pm 24, \pm 24$ | $(x^2 + 1)^2$ | 2                |
| 147 | $5/25$           | 12   | $\pm 72$         | $\pm 72$         | $x^2 + 1$ | 2                |
| 145 | $2/25 \times 2/45$ | 8    | $\pm 4, \pm 4$   | $\pm 4, \pm 4$   | $(x^2 + 1)^2$ | 2                |
| 163 | $(3/25)^2$       | 12   | $\pm 24, \pm 24$ | $\pm 24, \pm 24$ | $(x^2 + 1)^2$ | 2                |
| 193 | $(3/25)^2$       | 12   | $\pm 48, \pm 48$ | $\pm 48, \pm 48$ | $(x^2 + 1)^2$ | 2                |
| 241 | $(3/25)^2$       | 6    | $\pm 24, \pm 24$ | $\pm 24, \pm 24$ | $(x^2 + 1)^2$ | 2                |
| 265 | $5/25 \times 3/45$ | 6    | $\pm 24, \pm 24$ | $\pm 24, \pm 24$ | $(x^2 + 1)^2$ | 2                |
| 281 | $2/25$           | 12   | $\pm 72, \pm 72$ | $\pm 72, \pm 72$ | $(x^2 + 1)^2$ | 2                |
| 305 | $5/25 \times 3/45$ | 12   | $\pm 24, \pm 24$ | $\pm 24, \pm 24$ | $(x^2 + 1)^2$ | 2                |
| 331 | $2/25$           | 12   | $\pm 72, \pm 72$ | $\pm 72, \pm 72$ | $(x^2 + 1)^2$ | 2                |
| 385 | $(5/25)^2$       | 12   | $\pm 24, \pm 24$ | $\pm 24, \pm 24$ | $(x^2 + 1)^2$ | 2                |
| 401 | $7/105$          | 6    | $\pm 24, \pm 24$ | $\pm 24, \pm 24$ | $(x^2 + 1)^2$ | 2                |
| 409 | $(3/25)^2$       | 12   | $\pm 24, \pm 24$ | $\pm 24, \pm 24$ | $(x^2 + 1)^2$ | 2                |
| 449 | $5/25$           | 12   | $\pm 72$         | $\pm 72$         | $(x^2 + 1)^2$ | 2                |
| 657 | $(3/25)^2$       | 12   | $\pm 72, \pm 72$ | $\pm 72, \pm 72$ | $(x^2 + 1)^2$ | 2                |
Table 2  $p = 13$ and $δ = 2[1,1] - 3[2,1] + 1[4,1] ∈ D(4,3)$ (continued)

| $D$ | $I_K(3)/P_K, I(3)\infty$ | $\delta P$ | valuation of the roots of $P_D(x)$ | valuation of the roots of $P_D(x)$ | $|L_{CM}/D|$ |
|-----|-----------------|-----------|-----------------|-----------------|--------|
| $505$ | $2/25 \times 2/85$ | $6$ | $±\,0, ±\,0, ±\,0$ | $±\,0, ±\,0, ±\,0$ | $±\,0, ±\,0, ±\,0$ | $±\,0, ±\,0, ±\,0$ |
| | | | $±\,0, ±\,24, ±\,48, ±\,72$ | $±\,0, ±\,4, ±\,8, ±\,12$ | $±\,0, ±\,4, ±\,8, ±\,12$ | $±\,0, ±\,4, ±\,8, ±\,12$ |
| | | | $\pm D + 13^{10} \times (−6722741723226\sqrt{13}+16265213076465\sqrt{20})^{1/3}$ | $\pm D + 13^{10} \times (−6722741723226\sqrt{13}+16265213076465\sqrt{20})^{1/3}$ | $\pm D + 13^{10} \times (−6722741723226\sqrt{13}+16265213076465\sqrt{20})^{1/3}$ | $\pm D + 13^{10} \times (−6722741723226\sqrt{13}+16265213076465\sqrt{20})^{1/3}$ |
| $505$ | $2/25 \times 2/85$ | $6$ | $±\,0, ±\,0, ±\,0$ | $±\,0, ±\,0, ±\,0$ | $±\,0, ±\,0, ±\,0$ | $±\,0, ±\,0, ±\,0$ |
| | | | $±\,0, ±\,24, ±\,48, ±\,72$ | $±\,0, ±\,4, ±\,8, ±\,12$ | $±\,0, ±\,4, ±\,8, ±\,12$ | $±\,0, ±\,4, ±\,8, ±\,12$ |
| | | | $\pm D + 13^{10} \times (−6722741723226\sqrt{13}+16265213076465\sqrt{20})^{1/3}$ | $\pm D + 13^{10} \times (−6722741723226\sqrt{13}+16265213076465\sqrt{20})^{1/3}$ | $\pm D + 13^{10} \times (−6722741723226\sqrt{13}+16265213076465\sqrt{20})^{1/3}$ | $\pm D + 13^{10} \times (−6722741723226\sqrt{13}+16265213076465\sqrt{20})^{1/3}$ |
| $505$ | $(2/25)^2$ | $6$ | $±\,24, ±\,24, ±\,24, ±\,24$ | $±\,4, ±\,4, ±\,4, ±\,4$ | $±\,4, ±\,4, ±\,4, ±\,4$ | $±\,4, ±\,4, ±\,4, ±\,4$ |

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
<table>
<thead>
<tr>
<th>$D$</th>
<th>$\mathcal{L}_M$</th>
<th>$K$</th>
<th>valuation of the roots of $P_D(x)$</th>
<th>valuation of the roots of $\mathcal{L}_M(x)$</th>
<th>$P_D(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>41</td>
<td>5/22</td>
<td>24</td>
<td>$\pm 48, \pm 48$</td>
<td>$\pm 4, \pm 4$</td>
<td>$x^2 + \frac{1}{12} (15 - 360 \sqrt{3} + 127999) x + 1$</td>
</tr>
<tr>
<td>65</td>
<td>5/22</td>
<td>22</td>
<td>$\pm 48, \pm 48$</td>
<td>$\pm 4, \pm 4$</td>
<td>$(x^2 + \frac{1}{12} (5 - 35719 + 520553) x + 1)^2$</td>
</tr>
<tr>
<td>73</td>
<td>5/22</td>
<td>41</td>
<td>$\pm 48, \pm 48$</td>
<td>$\pm 4, \pm 4$</td>
<td>$(x^2 + \frac{1}{12} (28785 - 87983) x + 1)^2$</td>
</tr>
<tr>
<td>97</td>
<td>5/22</td>
<td>21</td>
<td>$\pm 48, \pm 48$</td>
<td>$\pm 4, \pm 4$</td>
<td>$(x^2 + \frac{1}{12} (177 + 1) x + 1)^2$</td>
</tr>
<tr>
<td>111</td>
<td>5/22</td>
<td>12</td>
<td>$\pm 48, \pm 48$</td>
<td>$\pm 4, \pm 4$</td>
<td>$(x^2 + \frac{1}{12} (57 - 21) x + 1)^2$</td>
</tr>
<tr>
<td>193</td>
<td>5/22</td>
<td>12</td>
<td>$\pm 90, \pm 96$</td>
<td>$\pm 2, \pm 8$</td>
<td>$(x^2 + \frac{1}{12} (1161 - 8946275 + 411856573) x + 1)^2$</td>
</tr>
<tr>
<td>220</td>
<td>5/22</td>
<td>12</td>
<td>$\pm 48, \pm 48$</td>
<td>$\pm 4, \pm 4$</td>
<td>$(x^2 + \frac{1}{12} (3381 + 16461) x + 1)^2$</td>
</tr>
<tr>
<td>243</td>
<td>5/22</td>
<td>12</td>
<td>$\pm 240$</td>
<td>$\pm 20$</td>
<td>$x^2 + \frac{1}{1277} (260077654266444668549056) x + 1$</td>
</tr>
<tr>
<td>241</td>
<td>5/22</td>
<td>12</td>
<td>$\pm 48, \pm 48$</td>
<td>$\pm 4, \pm 4$</td>
<td>$(x^2 + \frac{1}{12} (57 - 27) x + 1)^2$</td>
</tr>
<tr>
<td>265</td>
<td>5/22</td>
<td>12</td>
<td>$\pm 48, \pm 48, \pm 24, \pm 24$</td>
<td>$\pm 2, \pm 2, \pm 2$</td>
<td>$(x^2 + \frac{1}{12} (57 - 27) x + 1)^2$</td>
</tr>
<tr>
<td>311</td>
<td>5/22</td>
<td>12</td>
<td>$\pm 48, \pm 96$</td>
<td>$\pm 8, \pm 8$</td>
<td>$(x^2 + \frac{1}{12} (57 - 27) x + 1)^2$</td>
</tr>
<tr>
<td>525</td>
<td>5/22 x 5/40</td>
<td>48</td>
<td>$\pm 48, \pm 48, \pm 4, \pm 8$</td>
<td>$\pm 8, \pm 8, \pm 16, \pm 16$</td>
<td>$(x^2 + \frac{1}{12} (57 - 27) x + 1)^2$</td>
</tr>
<tr>
<td>335</td>
<td>5/22</td>
<td>12</td>
<td>$\pm 144, \pm 144$</td>
<td>$\pm 12, \pm 12$</td>
<td>$x^2 + \frac{1}{12} (57 - 27) x + 1)^2$</td>
</tr>
<tr>
<td>375</td>
<td>5/22 x 5/40</td>
<td>48</td>
<td>$\pm 48, \pm 4, \pm 4, \pm 8$</td>
<td>$\pm 8, \pm 8, \pm 16, \pm 16$</td>
<td>$(x^2 + \frac{1}{12} (57 - 27) x + 1)^2$</td>
</tr>
</tbody>
</table>

Table 3: $p = 17$ and $\delta = 2[1, 1] - 3[2, 1] + 4[1, 1] \in D(4, 3)$
Table 3 \( p = 17 \) and \( \delta = 2[1, 1] - 3[2, 1] + 1[4, 1] \in D(4, 3) \) (continued)

| \( D \) | \( I_K(5)/P_K(1) \) | \( n_P \) | valuation of the roots of \( P_D(z) \) | valuation of the roots of \( P_D(z) \) | \( P_D(x) \) | \( |L_C^0 \times K| \) |
|---|---|---|---|---|---|---|
| 56 | (5/13) | 12 | \( \pm 4, \pm 4, \pm 4 \) | \( \pm 4, \pm 4, \pm 4 \) | \( (x^2 + \frac{452}{7}x + 1)^{\pm x} \) | 10 |
| 57 | 3/165 | 12 | \( \pm 4, \pm 4, \pm 4, \pm 4, \pm 4 \) | \( \pm 4, \pm 4, \pm 4, \pm 4, \pm 4 \) | \( x^{10} + \frac{172}{7}x^6 + \frac{12901}{7}x^2 + \frac{1295435}{7} \) | 10 |
| 445 | 5/28 | 12 | \( \pm 144, \pm 12 \) | \( \pm 12 \) | \( x^2 + \frac{515x + 48}{7}x + \frac{98106813476447}{7} \) | 2 |
| 477 | 5/28 \times 3/60 | 12 | \( \pm 8, \pm 8, \pm 8, \pm 8 \) | \( \pm 8, \pm 8, \pm 8, \pm 8 \) | \( (x^4 - 2x + 1)^{\pm 1} \) | 4 |

Table 4 \( p = 7 \) and \( \delta^* = 2[1, 1] - 1[2, 1] \in D(4, 3) \)

| \( D \) | \( I_K(5)/P_K(1) \) | \( n_P \) | valuation of the roots of \( P_D(z) \) | valuation of the roots of \( P_D(z) \) | \( P_D(x) \) | \( |L_C^0 \times K| \) |
|---|---|---|---|---|---|---|
| 17 | 5/2 | 12 | \( \pm 1 \) | \( \pm 1 \) | \( x^2 + x + 1 \) | 2 |
| 41 | 5/2 | 12 | \( \pm 1 \) | \( \pm 1 \) | \( x^2 + x + 1 \) | 2 |
| 73 | (5/2)^2 | 12 | \( \pm 1 \) | \( \pm 1 \) | \( x^2 + x + 1 \) | 2 |
| 80 | (5/2)^2 | 12 | \( \pm 1 \) | \( \pm 1 \) | \( x^2 + x + 1 \) | 2 |
| 97 | (5/2)^2 | 12 | \( \pm 1 \) | \( \pm 1 \) | \( x^2 + x + 1 \) | 2 |
| 145 | 5/2 \times 3/60 | 6 | \( \pm 2 \) | \( \pm 2, \pm 2, \pm 2 \) | \( (x^2 + 2x + 1)^{\pm 1} \) | 2 |
| 185 | (5/2)^2 | 12 | \( \pm 1 \) | \( \pm 1 \) | \( x^2 + x + 1 \) | 2 |
| 200 | (5/2)^2 | 12 | \( \pm 1 \) | \( \pm 1 \) | \( x^2 + x + 1 \) | 2 |
Table 4. \( p = 7 \) and \( \delta' = 2[1, 1] - 1[2, 1] \in D(4, 3) \) (continued)

| \( D \) | \( I_K(3)/P_K(3) \) | \( n_P \) | valuations of the roots of \( p_D(x) \) | valuations of the roots of \( P_D(x) \) | \( P_D(x) \) | \( |\mathcal{L}_M| \) |
|---|---|---|---|---|---|---|
| 257 | 7/6/12 | 12 | \( \pm 12, \pm 36, \pm 60 \) | \( \pm 1, \pm 3, \pm 5 \) | \( x^2 + \frac{1}{2} \left( 2560 \sqrt{5} + 41223 \right) x^2 \) | 6 |
| 260 | 7/22 x 5/42 | 12 | \( \pm 24, \pm 24, \pm 36, \pm 36 \) | \( \pm 2, \pm 2, \pm 3, \pm 3 \) | \( x^2 + \frac{1}{2} \left( 2560 \sqrt{5} + 41223 \right) x + 1 \) | 4 |
| 313 | (5/25) \( ^2 \) | 12 | \( \pm 24, \pm 24 \) | \( \pm 2, \pm 2 \) | \( x - \left( \pm \sqrt[3]{5} + 1 \right)^2 \) | 2 |
| 350 | 7/22 | 12 | \( \pm 36 \) | \( \pm 3 \) | \( x^2 - \frac{1}{2} \left( 2560 \sqrt{5} + 41223 \right) x + 1 \) | 2 |
| 377 | 7/22 x 5/82 | 6 | \( \pm 12, \pm 12, \pm 12, \pm 12 \) | \( \pm 2, \pm 2, \pm 2, \pm 2 \) | \( x^2 + \frac{1}{2} \left( -50867445 \sqrt{5} - 1321497751 \right) x + 1 \) | 16 |
| 409 | (5/25) \( ^2 \) | 12 | \( \pm 12, \pm 12 \) | \( \pm 1, \pm 1 \) | \( x^4 - \frac{1}{2} \left( 4320 \sqrt{5} + 1321497751 \right) x + 1 \) | 2 |
| 431 | (5/25) \( ^2 \) | 12 | \( \pm 24, \pm 24 \) | \( \pm 1, \pm 1 \) | \( x^4 - \frac{1}{2} \left( 4320 \sqrt{5} + 1321497751 \right) x + 1 \) | 2 |
| 483 | (5/25) \( ^3 \) | 6 | \( \pm 36, \pm 36, \pm 60, \pm 60 \) | \( \pm 6, \pm 6, \pm 12, \pm 12 \) | \( x^4 + \frac{1}{2} \left( 4320 \sqrt{5} + 1321497751 \right) x + 1 \) | 4 |
| 521 | 2/22 | 12 | \( \pm 36 \) | \( \pm 3 \) | \( x^4 - \frac{1}{2} \left( 4320 \sqrt{5} + 1321497751 \right) x + 1 \) | 2 |
Table 4. \( p = 7 \) and \( \delta' = 2[1, 1] - 1[2, 1] \in D(4, 3) \) (continued)

<table>
<thead>
<tr>
<th>( D )</th>
<th>( I_K(5)/P_{K^1, 3}(5) )</th>
<th>( n, p )</th>
<th>( \text{valuation of the roots of } P_D(x) )</th>
<th>( \text{valuation of the roots of } P_D(\tilde{x}) )</th>
<th>( P_D(x) )</th>
<th>( K_{\text{ar}} = K )</th>
</tr>
</thead>
<tbody>
<tr>
<td>545</td>
<td>( \sqrt[2]{2} \times \sqrt[3]{5} )</td>
<td>6</td>
<td>( \pm 12, \pm 12, \pm 12 )</td>
<td>( \pm 2, \pm 2, \pm 2 )</td>
<td>( \pm 2, \pm 2, \pm 2 )</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \pm 12, \pm 36, \pm 36 )</td>
<td>( \pm 6, \pm 6, \pm 6 )</td>
<td>( \pm 2, \pm 2, \pm 2 )</td>
<td></td>
</tr>
<tr>
<td>577</td>
<td>( \sqrt[2]{2} \times \sqrt[3]{5} )</td>
<td>3</td>
<td>( \pm 20, \pm 0, \pm 0 )</td>
<td>( \pm 0, \pm 0, \pm 0 )</td>
<td>( \pm 0, \pm 0, \pm 0 )</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \pm 0, \pm 0, \pm 0 )</td>
<td>( \pm 0, \pm 0, \pm 0 )</td>
<td>( \pm 0, \pm 0, \pm 0 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \pm 12, \pm 24, \pm 24 )</td>
<td>( \pm 4, \pm 4, \pm 4 )</td>
<td>( \pm 16, \pm 16 )</td>
<td></td>
</tr>
</tbody>
</table>

**Note:** Table entries represent complex roots and may include negative signs and fractional exponents as indicated by the valuation of the roots. The table continues with similar entries for other values of \( D \).
Table 5. $p = 7$ and $\delta' = 2[1,1] - 1[2,1] \in D(4,3)$

<table>
<thead>
<tr>
<th>$D$</th>
<th>$I_K(3)/P_{K,1}(3\infty)$</th>
<th>$n_D$</th>
<th>valuation of the ( p )-valuation of the roots of $P_D(x)$</th>
<th>valuations of the roots of $P_D(x)$</th>
<th>$P_D(x)$</th>
<th>$[L^{D}_{CM} : K]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>509</td>
<td>$\mathbb{Z}/2\mathbb{Z}$</td>
<td>12</td>
<td>$\pm 60$</td>
<td>$\pm 5$</td>
<td>$x^2 + \frac{2408}{7} x + 1$</td>
<td>2</td>
</tr>
<tr>
<td>601</td>
<td>$(\mathbb{Z}/2\mathbb{Z})^2$</td>
<td>12</td>
<td>$\pm 24, \pm 24$</td>
<td>$\pm 2, \pm 2$</td>
<td>$(x^2 + \frac{193}{2} x + 1)^2$</td>
<td>2</td>
</tr>
<tr>
<td>649</td>
<td>$(\mathbb{Z}/2\mathbb{Z})^2$</td>
<td>12</td>
<td>$\pm 24, \pm 24$</td>
<td>$\pm 2, \pm 2$</td>
<td>$(x^2 + \frac{193}{2} x + 1)^2$</td>
<td>4</td>
</tr>
<tr>
<td>689</td>
<td>$\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/8\mathbb{Z}$</td>
<td>6</td>
<td>$\pm 12, \pm 12, \pm 12, \pm 12$</td>
<td>$\pm 0, \pm 0, \pm 4, \pm 4$</td>
<td>$\left(\frac{x^8}{\sqrt{2}} + \frac{1}{16} \left( -21712689 \sqrt{D} - 94486175 \right) x^7$</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\pm 36, \pm 36, \pm 60, \pm 60$</td>
<td>$\pm 4, \pm 4, \pm 8, \pm 8$</td>
<td>$\left( -21712689 \sqrt{D} + 94486175 \right) x^7$</td>
<td></td>
</tr>
<tr>
<td>713</td>
<td>$\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/8\mathbb{Z}$</td>
<td>6</td>
<td>$\pm 6, \pm 6, \pm 18, \pm 18$</td>
<td>$\pm 1, \pm 1, \pm 3, \pm 3$</td>
<td>$\left( -21712689 \sqrt{D} + 94486175 \right) x^7$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\pm 18, \pm 18, \pm 30, \pm 30$</td>
<td>$\pm 3, \pm 3, \pm 10, \pm 10$</td>
<td>$\left( -21712689 \sqrt{D} + 94486175 \right) x^7$</td>
<td></td>
</tr>
<tr>
<td>745</td>
<td>$\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z}$</td>
<td>6</td>
<td>$\pm 12, \pm 36, \pm 36, \pm 84$</td>
<td>$\pm 1, \pm 3, \pm 3, \pm 7$</td>
<td>$\left( -21712689 \sqrt{D} + 94486175 \right) x^7$</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\left( -21712689 \sqrt{D} + 94486175 \right) x^7$</td>
<td></td>
</tr>
</tbody>
</table>
Table 5. $p = 7$ and $\delta' = 2[1, 1] - 1[2, 1] \in D(4, 3)$ (continued)

<table>
<thead>
<tr>
<th>$D$</th>
<th>$I_K(3)/P_{K,1}(3\infty)$</th>
<th>$n_D$</th>
<th>valuation of the roots of $P_D(x)$</th>
<th>valuations of the roots of $P_D(x)$</th>
<th>$P_D(x)$</th>
<th>$[L_{CM}^D : K]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>761</td>
<td>$\mathbb{Z}/6\mathbb{Z}$</td>
<td>6</td>
<td>$\pm 12, \pm 84, \pm 108$</td>
<td>$\pm 1, \pm 7, \pm 9$</td>
<td>$x^6 + \frac{1}{x}(6766695\sqrt{D} - 124730529)x^5 + \frac{1}{x^2}(875704390605\sqrt{D} + 265903758858621)x^4 + \frac{1}{x^3}(-76728495175605\sqrt{D} - 2236059845383311)x^3 + \frac{1}{x^4}(875704390605\sqrt{D} + 265903758858621)x^2 + \frac{1}{x^5}(-6766695\sqrt{D} - 124730529)x + 1$</td>
<td>6</td>
</tr>
<tr>
<td>769</td>
<td>$\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$</td>
<td>12</td>
<td>$\pm 24, \pm 24$</td>
<td>$\pm 2, \pm 2$</td>
<td>$(x^2 + \frac{1}{x} + 1)^2$</td>
<td>2</td>
</tr>
<tr>
<td>817</td>
<td>$(\mathbb{Z}/2\mathbb{Z})^2 \times \mathbb{Z}/10\mathbb{Z}$</td>
<td>6</td>
<td>$\pm 6, \pm 6, \pm 6, \pm 6$</td>
<td>$\pm 1, \pm 1, \pm 1, \pm 1$</td>
<td>$\frac{(x^{20} + 1)}{2}(63539\sqrt{D} - 447431)x^{19} + \frac{1}{2^{3}m}(16235910250\sqrt{D} - 6409100102)x^{18} + \frac{1}{2^{3}m}(207517798838\sqrt{D} + 2070336622055)x^{16} + \frac{1}{2^{3}m}(54401930038665\sqrt{D} + 300028228091343)x^{15} + \frac{1}{2^{3}m}(30381987794237\sqrt{D} + 2511493609840827)x^{14} + \frac{1}{2^{3}m}(3247127059069586\sqrt{D} + 4349454026743406)x^{13} + \frac{1}{2^{3}m}(6260783263354489\sqrt{D} + 13693069002616243)x^{12} + \frac{1}{2^{3}m}(16407629883065085\sqrt{D} + 3432013148149684159)x^{11} + \frac{1}{2^{3}m}(1751652721036691977\sqrt{D} + 68504470819704481895)x^{10} + \frac{1}{2^{3}m}(16407629883065085\sqrt{D} + 3432013148149684159)x^{9} + \frac{1}{2^{3}m}(2880783263354489\sqrt{D} + 13693069002616243)x^{6} + \frac{1}{2^{3}m}(3247127059069586\sqrt{D} + 4349454026743406)x^{1} + \frac{1}{2^{3}m}(30381987794237\sqrt{D} + 2511493609840827)x^{1} + \frac{1}{2^{3}m}(54401930038665\sqrt{D} + 300028228091343)x^{4} + \frac{1}{2^{3}m}(16235910250\sqrt{D} - 6409100102)x^{1} + \frac{1}{2^{3}m}(-21964873\sqrt{D} + 1945269693)x^{2} + \frac{1}{2^{3}m}(-6766695\sqrt{D} - 124730529)x + 1$</td>
<td>20</td>
</tr>
</tbody>
</table>
Table 5. $p = 7$ and $\delta' = 2[1,1] - 1[2,1] \in D(4,3)$ (continued)

<table>
<thead>
<tr>
<th>$D$</th>
<th>$I_K(3)/P_{K,1}(3\infty)$</th>
<th>$n_D$</th>
<th>valuation of the roots of $P_D(x)$</th>
<th>valuations of the roots of $\tilde{P}_D(x)$</th>
<th>$P_D(x)$</th>
<th>$[L_{G,M}^D : K]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>857</td>
<td>$\mathbb{Z}/2\mathbb{Z}$</td>
<td>12</td>
<td>$\pm 84$</td>
<td>$\pm 7$</td>
<td>$x^2 - \frac{1359022}{7}x + 1$</td>
<td>2</td>
</tr>
<tr>
<td>881</td>
<td>$\mathbb{Z}/2\mathbb{Z}$</td>
<td>12</td>
<td>$\pm 60$</td>
<td>$\pm 5$</td>
<td>$x^2 - \frac{22082}{7}x + 1$</td>
<td>2</td>
</tr>
<tr>
<td>913</td>
<td>$(\mathbb{Z}/2\mathbb{Z})^2$</td>
<td>12</td>
<td>$\pm 48, \pm 48$</td>
<td>$\pm 4, \pm 4$</td>
<td>$(x^2 - \frac{2014}{7}x + 1)^2$</td>
<td>4</td>
</tr>
<tr>
<td>929</td>
<td>$\mathbb{Z}/2\mathbb{Z}$</td>
<td>12</td>
<td>$\pm 36$</td>
<td>$\pm 3$</td>
<td>$x^2 - \frac{4034}{7}x + 1$</td>
<td>2</td>
</tr>
</tbody>
</table>
COMPUTATION OF $p$-UNITS IN RAY CLASS FIELDS
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