1. INTRODUCTION

We consider \( S(x) = \sum_{p \leq x} 1/p \), which is a prime-number analog of the harmonic sum. Its values for prime \( x \) are

\[
\begin{align*}
1 & \quad 5 & \quad 31 & \quad 247 & \quad 2927 & \quad 40361 & \quad 716167 \\
2 & \quad 6 & \quad 30 & \quad 210 & \quad 2310 & \quad 30030 & \quad 510510
\end{align*}
\]

In this paper we discuss algorithms for computing this sum, and for solving the equation \( \sum_{p \leq x} 1/p = y \). More precisely, we seek the least integer \( x \) for which the sum equals or exceeds \( y \).

Both of these problems are extremely hard by conventional standards of algorithm analysis. Indeed, by the prime number theorem the denominator of \( \sum_{p \leq x} 1/p \) has about \( x/\log x \) bits, so just to write down the sum exactly requires an effort that is exponential in the input length. This rapid growth is already apparent from (1.1). Even worse, since \( \sum_{p \leq x} 1/p \sim \log \log x \), the least solution \( x \) to \( \sum_{p \leq x} 1/p \geq y \) has length doubly exponential in the length of \( y \).

It makes sense, therefore, to compute a floating-point approximation to the prime harmonic sum. We give an algorithm for this that uses about \( x^{2/3} \) operations, and space about \( x^{1/3} \). Our method is based on the Meissel-Lehmer algorithm [26, 22] for computing the prime-counting function \( \pi(x) \), which was adapted and improved by Lagarias, Miller, and Odlyzko [8, 19, 20].

Here are the ideas behind the algorithm. If we start with the harmonic sum and sieve it, by removing terms indexed by multiples of small primes, the result approximates, in some sense, the sum we want. We sieve up to \( x^{1/3} \). This removes terms \( 1/p \) with \( p \leq x^{1/3} \), which are easy to put back in, but leaves terms \( 1/(pq) \) where \( p \) and \( q \) are primes larger than \( x^{1/3} \). These terms can be summed separately.
and then subtracted to get what we want. The sieved harmonic sum obeys a recurrence relation. Used naively, this recurrence relation is no better than a straight evaluation of the sum. Judicious pruning of the recursion tree, however, leads to an algorithm that is.

We extend this to a method to ascertain when the sequence of prime harmonic sums first exceeds a given value. Our algorithm requires one evaluation of the sum and has comparable running time, assuming the Riemann hypothesis (RH). This hypothesis is only used for the running time and does not affect correctness. This method was used to determine when the prime harmonic sum first exceeds 4, which was an open problem of Neil Sloane. Specifically, we found that for the primes

\[ x_4 = 1801241230056600523 \quad \text{and} \quad x_4 - 56 = 1801241230056600467, \]

we have

\[ \sum_{p \leq x_4-56} \frac{1}{p} < 4 < \sum_{p \leq x_4} \frac{1}{p}, \]

and that there are no primes in the interval \((x_4 - 56, x_4)\).

We are the first, we believe, to fully work out and test such a method for prime harmonic sums. Other authors, however, have discussed the possibility of this. D. H. Lehmer [22] has pointed out that the Meissel-Lehmer method could be used to sum multiplicative functions over primes. Lagarias, Miller, and Odlyzko [19] have also mentioned that their algorithm could be used for other sums over primes.

The algorithm we describe for \( S(x) \) was developed independently by two groups. The first and third authors used it to answer Sloane’s question, and we describe this computation here. The second author used it in his Ph.D. dissertation to compute explicit estimates for Brun’s constant and the twin prime counting function [18]. This required an extension to prime harmonic sums over arithmetic progressions, and that work will be described in a separate paper.

The rest of this paper is organized as follows. In Section 2 we present the combinatorial dissection underlying our summation algorithm, which is given in full detail in Section 3. Since floating-point arithmetic is more expensive than integer arithmetic, we need more sophisticated data structures than the stacked arrays of [19]. Section 4 is devoted to these. In Section 5, we use analytic methods to independently estimate the key partial results that our algorithm computes. These estimates are of obvious utility for checking an implementation, but are of independent interest. Section 6 gives asymptotic theorems on the cost of our summation procedure. Section 7 presents our equation-solving algorithm. Finally, in Section 8 we discuss our computation for Sloane’s problem, and in Section 9 present floating-point error analysis to argue for its validity.

If we were asked to boil our algorithm down to its essence, we would respond by giving the two formulas (2.7) and (3.2), which appear below. Our exposition is guided by these, in the sense that expressions will be discussed in the same order that they appear in these formulas.

2. Basic formulas

Let \( p_1 < p_2 < p_3 < \cdots \) be the primes. Let \( \ell(n) \) denote the least prime factor of \( n \). The sieved harmonic sum is

\[ \phi(x, a) = \sum_{\substack{n \leq x \\ \ell(n) > p_a}} \frac{1}{n}, \]
Let \( S_k \) be the same sum, but with \( n \) restricted to numbers with exactly \( k \) prime factors. (Repeated primes count.) By convention, \( S_0 = 1 \), so that

\[
\phi(x, a) = S_0 + S_1 + S_2 + \cdots.
\]  

For \( x, a \geq 1 \) we have

\[
\phi(x, a - 1) = \phi(x, a) + \frac{1}{p_a} \phi(x/p_a, a - 1),
\]

since every denominator in the left sum is either composed of primes \( > p_a \), or is divisible by \( p_a \). This implies the recurrence relation

\[
\phi(x, a) = \phi(x, a - 1) - \frac{1}{p_a} \phi(x/p_a, a - 1).
\]

The recurrence may be terminated as soon as the second argument is small enough to allow direct evaluation. For example, \( \phi(x, 0) \) is the harmonic sum \( \sum_{n \leq x} 1/n \). Our algorithm uses \( \phi(x, 1) \), for which see (3.4).

We will now take \( a = \pi(x^{1/3}) \), which makes \( p_a \) the largest prime \( \leq x^{1/3} \). Note that

\[
S_1 = \sum_{p \leq x} \frac{1}{p} - \sum_{p \leq p_a} \frac{1}{p}
\]

and

\[
S_2 = \sum_{p_a < p \leq q} \frac{1}{pq}
\]
\[
= \sum_{p_a < p \leq \sqrt{x}} \frac{1}{p} \sum_{p \leq q \leq \sqrt{x/p}} \frac{1}{q}
\]
\[
= \sum_{p_a < p \leq \sqrt{x}} \frac{1}{p} \left[ \sum_{1 \leq q \leq x/p} \frac{1}{q} - \sum_{1 \leq q \leq p} \frac{1}{q} + \frac{1}{p} \right].
\]

By the choice of \( a \), \( S_k = 0 \) for all further \( k \).

Combining (2.1), (2.3), and (2.4) we see that

\[
\sum_{p \leq x} \frac{1}{p} = \sum_{p \leq p_a} \frac{1}{p} - S_2 + \phi(x, a) - 1.
\]

Our basic strategy will be to compute each term of this separately, but with one modification. We use the recurrence relation to break \( \phi(x, a) \) into two sums, which we call \( \phi_o \) and \( \phi_s \).

3. The algorithm

We now describe this algorithm in more detail. For ease of description we will assume that \( x \) is a perfect cube. Since

\[
x^3 - \lfloor x^{1/3} \rfloor^3 = O(x^{2/3}),
\]

we can extend the algorithm to cover all cases without increasing its asymptotic complexity. (This assumption is only necessary for evaluating \( \phi_s \).)
3.1. Sieves. Our algorithm requires a list of primes up to \( x^{1/3} \), and tables of \( \mu(n) \) (the Möbius function) and \( \ell(n) \) (the smallest prime factor of \( n \)), for \( n \leq x^{1/3} \). All of these can be computed in time \( O(x^{1/3+\epsilon}) \) using the sieve of Eratosthenes.

Primes larger than this bound are dealt with using segmentation. Accordingly, let the \( k \)-th segment \( \Delta_k \) consist of all integers \( t \) satisfying

\[
\tag{3.1}
k x^{1/3} \leq t < (k+1)x^{1/3}.
\]

We will take \( 0 \leq k \leq x^{1/3} \). Note that by bringing segments into storage, and sieving them, it is possible to enumerate the primes \( \leq x^{2/3} \) in either increasing or decreasing order (see, for example, [31]).

3.2. Evaluating the main term. Our initial sieving determined \( p_a \), which is the largest prime \( \leq x^{1/3} \). So we can evaluate the first term in (2.7), which is straightforward. To enhance numerical accuracy, however, we sum from larger to smaller \( p \).

3.3. Evaluating \( S_2 \). Our next goal is to evaluate (2.4). To do this, we let \( p \) increase and update the inner sum in brackets for each new prime. This will require the two segments \( \Delta_k \) (for increasing \( k \)) and \( \Delta_l \) (for decreasing \( l \)). Since \( p \leq \sqrt{x} \), we need only \( k \leq x^{1/6} \). We now consider the incremental effect of including one more \( p \). Let \( p' \) be the old value of \( p \), i.e. the last prime used. We must decrease the first sum in brackets by the contribution of all \( q \) satisfying

\[
\frac{x}{p'} < q \leq \frac{x}{p}.
\]

Therefore \( q \) decreases. Since \( p' \geq x^{1/3} \) (roughly), the largest \( l \) we will need is also about \( x^{1/3} \). By enumerating \( p \) in increasing order and \( q \) in decreasing order, we can get (2.4) efficiently. Note that each \( p \) and each \( q \) are considered once.

3.4. Evaluating \( \phi(x,a) \). Imagine that the recurrence relation (2.2) is terminated whenever we reach \( \phi(x/m,b) \) with either:

(a) \( b = 1 \) and \( m \leq x^{1/3} \) (an ordinary node), or
(b) \( m > x^{1/3} \) (a special node).

From (2.2) it can be seen that each such node contributes

\[
\frac{\mu(m)}{m} \phi(x/m,b)
\]

to the total sum. Furthermore, a node is ordinary or special, but not both, and can be reached in only one way. Hence, we have

\[
\tag{3.2}
\phi(x,a) = \sum_{(m,b) \text{ ordinary}} \frac{\mu(m)}{m} \phi(x/m,b) + \sum_{(m,b) \text{ special}} \frac{\mu(m)}{m} \phi(x/m,b).
\]

Call these sums \( \phi_o \) and \( \phi_s \), respectively. We will evaluate each without generating the tree.
3.5. Evaluating $\phi_o$. By (2.2), $\phi(x/m, 1)$ is ordinary iff $m$ is an odd square-free number $\leq x^{1/3}$. Hence

$$\phi_o = \sum_{m \leq x^{1/3} \text{ odd}} \frac{\mu(m)}{m} \phi(x/m, 1).$$

For this sum we use an analytic approximation to $\phi(y, 1)$, obtained via Euler-Maclaurin summation. When $y$ is an odd positive integer, $\phi(y, 1) = \sum_{m \leq y} 1/m$, so

$$\phi(y, 1) = \frac{\log y}{2} + \frac{\gamma + \log 2}{2} + \frac{1}{2y} - \frac{1}{6y^2} + \frac{1}{15y^4} - \frac{8}{63y^6} + O(y^{-8}).$$

(See (25) of [23]) We can evaluate $\phi(z, 1)$ for any $z$ by noting that the largest odd integer $\leq z$ is $2[(z - 1)/2] + 1$.

For even $\nu \geq 2$, the coefficient $c_\nu$ of $y^{-\nu}$ in (3.4) is $(-1)^{\nu/2} 2^{\nu-1} B_\nu/\nu$, where $B_\nu$ is the $\nu$-th Bernoulli number. Thus, $|c_\nu|$ is asymptotic to $(\nu - 1)!/\pi^\nu$. Therefore, (3.4) does not converge. If we truncate it, however, we incur an error with the same sign as, and less in absolute value than, the first term omitted. This can be proved in the same way as the corresponding result for harmonic sums [16, p. 114].

If sufficiently accurate special function code is available, we can use the following idea, in lieu of (3.4). Using [1, 6.3.4] with $y = 2n - 1$, we see that

$$\phi(y, 1) = \frac{\gamma}{2} + \log 2 + \frac{1}{2} \psi(y/2 + 1),$$

where $\psi = \Gamma'/\Gamma$ is the digamma function.

3.6. Evaluating $\phi_x$. We first note that when $\phi(x/m, b)$ is a special node, we have $x/m \in \Delta_k$ iff

$$m = m'q \quad \text{and} \quad \frac{x^{2/3}}{(k + 1)q} < m' \leq \frac{x^{2/3}}{kq},$$

where $q = p_{b+1}$. It can be seen that there are no special nodes with $k = 0$, so that (3.5) makes sense in all cases. Recall that $x$ is a perfect cube, so that $x/m \in \Delta_k$ iff $[x/m]$ is. Our strategy will be to evaluate all special nodes in the $k$-th segment, and let $k$ increase. This will require us to save the cumulative sums

$$C_b = \sum_{n \in \text{previous segments}} \frac{1}{n},$$

for $b = 1, \ldots, a - 2$. We now access special nodes by finding their parents. To process the special nodes in $\Delta_k$, we do the following.

1. For $i \in \Delta_k$, set $A_i = \begin{cases} 1/i, & \text{if } i \text{ is odd;} \\ 0, & \text{if } i \text{ is even.} \end{cases}$

2. For $b = 1, 2, \ldots, a - 2$:

   a. Set $q = p_{b+1}$. [We can now compute $\phi(y, b)$, when $y \in \Delta_k$.]

   b. For $m'$ satisfying the second part of (3.5)

      $$m = qm',$$

      $$\phi(x/m, b) = C_b + \sum_{k^{1/3} \leq i \leq x/m} A_i,$$

      add $\frac{\mu(m)}{m}$ to $\phi(x/m, b)$ to the total for $\phi_x$.

   c. Update $C_b$ by adding $\sum_{i \in \Delta_k} A_i$.

   d. Set $A_i = 0$ for all $i \equiv 0 \mod q$. 

In the description above, $A$ is an array with integer indices, implemented so as to allow rapid evaluation of sums such as $\sum_{u \leq i \leq v} A_i$. 

Since the intervals defined by (3.5) can be comparable to $x^{2/3}$ in length, we need an economical way to run through the $m'$. This is provided by the following characterization of special nodes. For a given $b$, a node $\phi(x/m, b)$ is special iff $m = m' p_{b+1}$, with $m'$ an odd square-free integer $\leq x^{1/3}$, such that the smallest prime factor of $m'$ exceeds $p_{b+1}$.

Using a sieve, we can make a list of all possible $m'$, together with their smallest prime factors. For each $b$, we will have a pointer into this list, which decreases as more $m'$ are tried. Initially, each pointer starts at $\lfloor x^{1/3} \rfloor$. When we process the $k$-th segment, we compute the lower bound in (3.5), which may make several new $m'$ eligible. Each can be tested for suitability using $O(1)$ arithmetic operations.

It is interesting to consider the precise order in which special nodes are enumerated. Generally speaking, there is a tendency for earlier nodes to be associated with larger values of $m$ and $b$, which is good numerically, since their contributions will be smaller. The distribution of special nodes is not uniform over segments, but seems to fall off as $k$ increases.

This concludes the description of the algorithm.

4. Data structures

To evaluate $\phi_s$, we require a data structure for maintaining values $A_i$, together with information to help in computing “range sums” $\sum_{u \leq i \leq v} A_i$. The classic solution is to use a binary tree in which nodes contain the sum of all array elements in their subtrees. Using the $2^i, 2^i + 1$ trick for storing a full binary tree in a linear array, we can do this for $N$ elements using about $2N$ cells. The time for each operation (set, clear, range sum) is $O(\log N)$ arithmetic operations.

For our implementation, we modified this in two ways. First, we used $d$-ary trees and varied $d$. The justification for this is empirical. Early on in the algorithm, there are many special nodes per block, whereas later blocks have very few special nodes. So it is good to use small $d$ earlier, and large $d$ later. Second, to minimize cache effects, it is wise to make the structure small. So we do not store the actual value of $A_i$, but merely a bit indicating whether it is zero or not. The partial sums for non-leaf nodes are stored in full.

In these tree-based algorithms, partial sums are stored for nested subsets of indices. Fredman [10] has studied a more general class of algorithms, in which the subsets can properly overlap. This leads to a gain in efficiency, but the precise rules for forming the subsets are complicated, so we did not attempt to implement these.

4.1. Array representations for $d$-ary trees. Our structure is based on generalizing the $2i, 2i + 1$ trick for binary trees, so we review this first. Knuth [16 p. 401] gives this for arrays starting at 1 but we want to start at 0. The parent of $i$ is at location $\lfloor i/d \rfloor - 1$. Therefore, the children of node $i$ are at locations $di + 1, \ldots, di + d$. All nodes but possibly one have $d$ or 0 children.

Suppose there are $n$ nodes. Then the least leaf is the smallest $i$ such that $di + 1 > n - 1$. This location is

$$\left\lfloor \frac{n - 2}{d} \right\rfloor + 1.$$
Conversely, suppose there are \( \ell \) leaves. How many nodes are there? Let the node locations be 0, \ldots, \( n - 1 \). Then
\[
\ell = (n - 1) - \left\lfloor \text{least leaf} \right\rfloor + 1 = n - 1 - \left\lfloor \frac{n - 2}{d} \right\rfloor.
\]
We can eliminate the floor by writing two inequalities. When this is done, and we solve for \( n \), we find we must have
\[
\frac{d\ell - 2}{d - 1} < n \leq \frac{d\ell - 2}{d - 1} + 1 + \frac{1}{d - 1}.
\]
We want the minimum \( n \) of course, so we can discard the last term to find that
\[
n = \left\lfloor \frac{d\ell - 2}{d - 1} \right\rfloor + 1.
\]
So the array is indexed over 0, \ldots, \( \left\lfloor \frac{d\ell - 2}{d - 1} \right\rfloor \).

To compute range sums, we also need to know the “older” siblings of a node \( i \). If we agree that the eldest child has rank 0, then the rank of node \( i \) is
\[
r = i \mod d.
\]
Therefore, node \( i \)'s older siblings are at locations
\[
i - (r - 1), \ldots, i - 1.
\]

4.2. Our range sum structure. We now describe how we store \( A_i, i \in \Delta_k \). Using an offset, we may as well assume that indices start at 0. That is, we work with \( A_0, \ldots, A_{s-1} \). We keep an array of \( s \) bits indicating whether \( A_i \) is zero, and a \( d \)-ary tree of floating-point values for parents, grandparents, etc. (Since we always start from the bottom, any \( A_i \) can be computed as needed.) In our algorithm the ranges for sums always start at 0, so we can avoid special cases by using a little trick. Imagine that \( A_0, \ldots, A_{s-1} \) are all the way to the left, at the beginning of the first row in which they will fit. The leaves of the actual tree are their parents, of which there are \( \left\lfloor \frac{s}{d} \right\rfloor + 1 \).

In Figure 1 is an example, with \( d = 3 \) and \( s = 10 \). We indicate the bits using *.

To determine the number of floating-point nodes, we first compute \( lc \) (“left corner”), which is the location \( A_0 \) would have were it in the tree. (In the example above, \( lc = 13 \).) This is easily done with a loop, since the sequence of left corners is

\begin{figure}[h]
\centering
\begin{tikzpicture}
  \node (0) at (0,0) {0};
  \node (1) at (-1,-1) {1};
  \node (2) at (1,-1) {2};
  \node (4) at (-2,-2) {4};
  \node (5) at (-1,-2) {5};
  \node (6) at (0,-2) {6};
  \node (7) at (1,-2) {7};

  \draw (0) -- (1);
  \draw (0) -- (2);
  \draw (1) -- (4);
  \draw (1) -- (5);
  \draw (2) -- (6);
  \draw (2) -- (7);
  \node at (-2,-3) {*};
  \node at (-1,-3) {*};
  \node at (0,-3) {*};
  \node at (1,-3) {*};
  \node at (2,-3) {*};
\end{tikzpicture}
\caption{Trinary tree for \( s = 10 \) bits}
\end{figure}
0, 1, 1 + d, 1 + d + d^2, \ldots. Then the last floating-point node has the index of \( A_{s-1} \)'s parent, so the size must be
\[
\left\lfloor \frac{lc + (s - 1) - 1}{d} \right\rfloor + 1.
\]
The parent of \( A_i \) is at location
\[
\left\lfloor \frac{lc + i - 1}{d} \right\rfloor.
\]
To clear location \( i \), we walk up the tree and subtract. To compute the prefix sum out to location \( i \), we walk up the tree and add each node's elder siblings to the total.

It is interesting to compare the size of our structure to an optimal tree, in which the parents of the \( A_i \) are put into the last nodes (and may be split between rows). Let \( \ell = \left\lceil \frac{s}{d} \right\rceil + 1 \). Our tree stores the parents of the \( A_i \) in the first \( \ell \) leaves on row \( \lambda \), where
\[
\lambda = \lfloor \log_d \ell \rfloor.
\]
Hence, it uses
\[
1 + d + \cdots + d^{\lambda-1} + \lambda = \frac{d^\lambda - 1}{d - 1} + \lambda
\]
floating-point nodes. For large \( d \) this is about
\[
\frac{s}{d} + \frac{s}{d^2}.
\]
On the other hand, the optimal tree has, for large \( d \), about
\[
\frac{d\ell - 2}{d - 1} \approx \frac{s}{d}
\]
nodes. So the sizes are about the same.

5. Analytic results

In this section we collect various estimates useful for either analyzing or checking the algorithm. We use asymptotic notation \( (O, \Theta, o, \text{ etc.}) \) with the usual meaning, but emphasize that we write \( f \sim g \) when the ratio \( f/g \) has the limit 1.

5.1. A theorem of Mertens. As \( x \to \infty \), we have
\[
\sum_{p \leq x} 1/p = \log \log x + B + O \left( \frac{1}{\log x} \right),
\]
where
\[
B = \gamma + \sum_p \frac{\log(1 - p^{-1}) + p^{-1}}{p} = 0.261497212847643 \ldots,
\]
with
\[
\gamma = 0.577215664901532 \ldots.
\]
These constants can be computed in polynomial time [4].

Let us use Mertens's theorem to approximate the main term. Since \( p_{x^{1/3}} \) is the largest prime less than or equal to \( x^{1/3} \), the main term is
\[
\sum_{p \leq x^{1/3}} 1/p \sim \log \log x.
\]
As we will see, the other terms are \( \Theta(1) \).
5.2. **Asymptotic value of** $S_2$. By our choice of $p_a$ we have

\[
S_2 = \sum_{pq \leq x} \frac{1}{pq}.
\]

Our goal is to show that this has a limit as $x \to \infty$ and compute it numerically.

Let us call $q$ “small” if $q \leq x^{1/2}$, and “large” otherwise.

The sum over small $q$ is

\[
\frac{1}{2} \left( \sum_{x^{1/3} < p \leq x^{1/2}} \frac{1}{p} \right)^2 + o(1).
\]

(Note that the contribution to (5.1) of terms with $p = q$ is $o(1)$ as $x \to \infty$.) By the prime number theorem, this has the limit

\[
\frac{1}{2} (\log 3 - \log 2)^2 = 0.082201 \ldots.
\]

We now write the sum over large $q$ as

\[
\sum_{x^{1/3} < p \leq x^{1/2}} \frac{1}{p} \sum_{x^{1/2} < q \leq x/p} \frac{1}{q}.
\]

By the prime number theorem, we have for the inner sum (since the additive constant will cancel)

\[
\sum_{x^{1/2} < q \leq x/p} \frac{1}{q} = \log \log(x/p) - \log \log(x^{1/2}) + o(1)
= \log 2 + \log(1 - \frac{\log p}{\log x}) + o(1).
\]

So

\[
\sum_{x^{1/3} < p \leq x^{1/2}} \frac{1}{p} \sum_{x^{1/2} < q \leq x/p} \frac{1}{q} = (\log 2)(\log 3 - \log 2) - \int_{x^{1/3}}^{x^{1/2}} \log \left(1 - \frac{\log t}{\log x}\right) \frac{d\theta(t)}{t \log t} + o(1).
\]

Here $\theta(t) = \sum_{p \leq t} \log p$. Numerically we have

\[
(\log 2)(\log 3 - \log 2) = 0.281047 \ldots.
\]

Put $\theta(t) = t + \epsilon(t)$ in the integral above. The main term becomes, after substituting $u = (\log t)/(\log x)$,

\[
\int_{1/3}^{1/2} \log(1 - u) du = -0.216027 \ldots.
\]

(This integral can be expressed using the dilogarithm function; see [3 p. 102]).

The error term becomes, after integration by parts, the sum of three terms, which
are

\[
A := \frac{\epsilon(t)}{t \log t} \log \left( 1 - \frac{\log t}{\log x} \right) \left\lfloor \frac{x}{\log x} \right\rfloor^{1/2};
\]

\[
B := \int_{\frac{x}{\log x}}^{\frac{x}{2}} \epsilon(t) \log \left( 1 - \frac{\log t}{\log x} \right) \frac{1 + \log t}{t^2 \log^2 t} dt;
\]

\[
C := \int_{\frac{x}{\log x}}^{\frac{x}{3}} \epsilon(t) \frac{dt}{t^2 \log t \log x \left( 1 - \frac{\log t}{\log x} \right)}.
\]

We can estimate these easily if we first observe that \( \log t / \log x \) is bounded away from 0 and 1 on the interval of integration. Each is \( o(1) \) by the prime number theorem.

Combining (5.2)–(5.4) we find that

\[
(5.5) \quad S_2 \sim 0.147219 \ldots.
\]

This can serve as a check on a computation of \( S_2 \). For example, for \( x = 1.8 \times 10^{18} \), we found that \( S_2(x) = 0.147174 \ldots \). Note that \( x^{1/3} \) is about \( 10^6 \), so we should, granting the Riemann hypothesis, expect the two numbers to match to about 3 digits.

5.3. Counting nodes. The number of ordinary nodes is

\[
(5.6) \quad \sum_{m \leq \frac{x}{\log x} \text{ odd}} \mu(m)^2 \sim \frac{1}{2} \prod_{p \geq 3} \left( 1 - \frac{1}{p^2} \right) x^{1/3} = \frac{4}{\pi^2} x^{1/3}
\]

[21, p. 634]. (Prachar [28] estimates the error in this approximation.) We found this approximation to be surprisingly accurate. For example, for the perfect cube \( x \) of Section 8 (about \( 1.8 \times 10^{18} \)), there were 493116 ordinary nodes, whereas the right side of (5.6) gives 493118.

The number of special nodes is

\[
(5.7) \quad \frac{\pi(x^{1/3})^2}{2} + O(x^{1/2}) \sim \frac{9}{2} \frac{x^{2/3}}{\log^2 x}.
\]

[19, Lemma 5.1]. For the same \( x \), we observed 4430940725 special nodes, whereas the first term in (5.7) gives 4.428 \ldots \times 10^9 .

Ironically, the special nodes far outnumber the ordinary nodes. We also note that for most special nodes, \( m \) is a product of two primes.

5.4. Truncation error for \( \varphi(y, 1) \). Suppose we use (3.4) up to, but not including, the term \( c_\nu y^{-\nu} \). If the terms decrease rapidly, the truncation error should be about

\[
(5.8) \quad \left| c_\nu \right| \sum_{m \leq \frac{x}{\log x} \text{ odd}} \frac{\mu(m) m^{\nu-1}}{y^\nu}.
\]

It will be useful to estimate this rigorously. By the enveloping property of (3.4), the truncation error has absolute value no more than

\[
(5.9) \quad \left| c_\nu \right| \sum_{m \leq \frac{x}{\log x} \text{ odd}} \frac{1}{my^\nu}.
\]
Assume $x \geq 8$, so that $y \geq x/m - 2 \geq x/(2m)$. Then, by comparing the sum to an integral, we see that the truncation error will not exceed

$$2^\nu |c_\nu| x^{-2\nu/3} \left[ \frac{1}{\nu} + x^{-1/3} \right].$$

This estimate is good enough for our purposes, but could be improved by taking the cancellation in (5.8) into account.

The relevant sum involves powers twisted by the Möbius function, and interesting work on such sums has been done by Grosswald [13]. Since (3.4) does not converge, we must estimate the maximum precision it can deliver. Since $\nu, x \geq 1$, the bound (5.10) is at most $2^\nu |c_\nu| x^{-2\nu/3}$, and, using Stirling’s formula, the logarithm of this quantity is asymptotically

$$-\frac{2}{3} \log x + \nu \log \nu - \nu \log(e\pi/2) - 1/2 \log \nu - 1/2 \log(8\pi).$$

Treating $\nu$ as a continuous variable, this is minimized near $\nu = (\pi/2)x^{2/3}$. (Experiments, using the actual bound (5.10), confirm this.) Substituting this value into (5.11) and simplifying the result, we see that the maximum precision available is $\Theta(x^{2/3})$ bits.

5.5. Asymptotic value of $\phi_\nu$. Recall that

$$\sum_{m \geq 1} \frac{\mu(m)}{m^s} = \frac{1}{\zeta(s)}. \tag{5.12}$$

If we write $E$ and $O$ for the sum over even and odd $m$, respectively, we find easily that $E = -2^{-s}O$, which gives us

$$\sum_{m \geq 1} \mu(m) m^{s-1} \frac{1}{\zeta(s)} = 0 \tag{5.13}$$

and

$$\sum_{m \geq 1} \mu(m) \log m m^{s-1} \frac{1}{\zeta(s)} = \frac{d}{ds} \left( \left(1 - \frac{1}{2^s}\right)^{-1} \frac{1}{\zeta(s)} \right). \tag{5.14}$$

These are absolutely convergent for $\Re(s) > 1$ and conditionally convergent on $\Re(s) = 1$ [21, p. 625]. By the Abelian theorem for Dirichlet series [33, cor. 1c, p. 183], we can let $s \to 1$ and obtain

$$\sum_{m \geq 1} \mu(m) \log m m = 0 \tag{5.15}$$

and

$$\sum_{m \geq 1} \mu(m) \log m m = -2. \tag{5.16}$$

We need to know that the sum in (5.15) does not converge too slowly. This follows from a result of Landau [21, p. 632]. He proved that if $k$ and $\ell$ are positive integers,
and $q$ and $t$ are real, then
\[
\sum_{m \equiv t \pmod{k} \atop m > z} \frac{\mu(m)(\log m)^q}{m^{1+it}} = O\left(e^{-\left(\frac{1}{5}\right)\sqrt{\log z}}\right).
\]
In this, we take $k = 2$, $\ell = 1$, and $q = t = 0$. Since the sum without the bounds on $m$ vanishes, we conclude that
\[
(5.17) \quad \sum_{m \leq z \atop m \text{ odd}} \frac{\mu(m)}{m} = O\left(e^{-\left(\frac{1}{5}\right)\sqrt{\log z}}\right) = o\left(\frac{1}{\log z}\right).
\]
By the enveloping property of (3.4), for odd integral $y \geq 1$ we have
\[
(5.18) \quad \phi(y, 1) = \frac{\log y}{2} + \gamma + \frac{1}{2} + \epsilon, \quad 0 \leq \epsilon \leq 1.
\]
Taking $y$ to be the largest odd integer below $x/m$, we can substitute this in (3.3) and find that
\[
\phi_o \text{ equals } -\frac{1}{2} \sum_{m \leq x^{1/3} \atop m \text{ odd}} \frac{\mu(m) \log m}{m} + \frac{\log x + \gamma + \log 2}{2} \sum_{m \leq x^{1/3} \atop m \text{ odd}} \frac{\mu(m)}{m} + \sum_{m \leq x^{1/3} \atop m \text{ odd}} \mu(m)O(x^{-2/3}).
\]
Here, we observed that $\log y = \log(x/m) + O(m/x)$ and $y \geq x/m - 2 \geq x^{2/3} - 2$.
The first term has the limit 1 by (5.10). Using (6.17) with $z = x^{1/3}$, the second term is $o(1)$. Finally, the third term is $O(x^{-1/3})$, so it is also $o(1)$. To summarize, as $x \to \infty$ we have
\[
(5.19) \quad \phi_o \sim 1.
\]
As a check, for the $x$ of Section 8 (about $1.8 \times 10^{18}$), we found $\phi_o \approx 0.9979826...$.

5.6. **Bounds for node values.** For any node $(m, b)$, we have
\[
1 \leq \phi(x/m, b) \leq \log x - \log m + 1.
\]
The lower bound holds because sieving never removes 1 from a harmonic sum, and the upper bound holds by comparing the harmonic sum to an integral.
For special nodes, the upper bound can be improved. Since $m > x^{1/3}$ in this case, the upper bound becomes
\[
\phi(x/m, b) \leq (2/3)\log x + 1.
\]
As a consequence, we can afford some error when evaluating these, because
\[
\phi(x/m, b)/m \leq (2/3)x^{-1/3}(\log x + 1).
\]

5.7. **Asymptotic value of $\phi_s$.** If we apply the Mertens theorem to both sums in (2.7), we see that
\[
\log 3 + \phi_o + \phi_s - 1 - S_2 = o(1).
\]
Using $\phi_o \sim 1$, and the asymptotic value of $S_2$, given by (5.5), we find that
\[
\phi_s \sim \log 3 + 0.147219... = 1.245831... .
\]
For the $x$ of Section 8, our computed $\phi_s$ was 1.247731... .
6. Bounds on time and space

In this section we provide theoretical results on the time and space required by our procedure to compute $S(x)$ with an absolute error bounded by $\rho$. It is interesting to ask about the precise nature of the optimal procedure, as both $x$ and $\rho$ vary, but we will not answer that question fully here. Rather, we show that our procedure works well for delivering a moderately precise value of the sum.

We will distinguish between bit operations and arithmetic operations, with the latter referring to one of the four basic operations on a floating-point number or an integer. For simplicity we assume that all floating-point numbers have the same precision in their fractions. We emphasize that this precision can be set by a user of the algorithm, and for this reason, our arithmetic operations are not the same as the “flops” traditionally counted in numerical analysis.

Suppose our goal is to compute the prime harmonic sum with absolute error no more than $\rho$. It will suffice to use floating-point numbers with precision

$$\ell = \log(1/\rho) + O(\log x).$$

We need $O(\log x)$ guard bits for three reasons. First, we are accumulating sums with $O(x^{2/3})$ terms, which will incur round-off error. Second, in computing $\phi_o$ and $\phi_s$, the largest terms are around $\log x$, whereas the sums are $\Theta(1)$. This cancellation must be rendered harmless. Finally, we deliver a result close to $\log\log x$, so relative error is not the same as absolute error.

Our complexity bounds are summarized in Table 1. We give growth rates only. Hence, for example, the space required for the main term is $O(x^{1/3}\ell)$.

<table>
<thead>
<tr>
<th></th>
<th>Time (bit operations)</th>
<th>Space (bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>main term</td>
<td>$x^{1/3}\ell^2$</td>
<td>$x^{1/3}\ell$</td>
</tr>
<tr>
<td>$S_2$</td>
<td>$x^{2/3}\ell^2\log\log x$</td>
<td>$x^{1/3}\ell$</td>
</tr>
<tr>
<td>$\phi_o$</td>
<td>$x^{1/3}\ell^3$</td>
<td>$\ell^2$</td>
</tr>
<tr>
<td>$\phi_s$</td>
<td>$x^{2/3}\ell^2(\log x)(\log\log x)^{-1}$</td>
<td>$x^{1/3}\ell$</td>
</tr>
</tbody>
</table>

This analysis assumes that naive (quadratic time) arithmetic is used. We also assume $\log_2 x \leq \ell = O(x^{2/3})$. The lower bound allows any integers to be represented exactly, and the upper bound reflects the limited accuracy of Euler-Maclaurin summation.

When $\ell \geq x^{2/3}$, we have $x^{1/3}\ell^3 \geq x\ell^2$. There is no point, therefore, in doing our analysis for $\ell$ larger than we have, since the naive algorithm will be better anyway.

For the most part, entries in Table 1 follow from bounds in the literature and estimates we have already given. We will, however, have to carefully analyze the floating-point computation for $\phi_o$. 
6.1. **Cost for main term.** By the prime number theorem, the main term requires us to invert and accumulate
\[
\pi(x^{1/3}) \sim 3^{x^{1/3}} \log x
\]
floating-point numbers. Along with \(O(1)\) floating-point registers, we need space for the sieves.

6.2. **Cost for \(S_2\).** Using the expansion of (2.4) as a double sum, we can compute \(S_2\) using \(O\left(x^{2/3} \log \log x\right)\) arithmetic operations, each having cost \(O(\ell^2)\).

We can bound the space requirements by noting that the list of stored primes, and the lists \(\Delta_k\) and \(A\) each require at most \(O\left(x^{1/3}\right)\) storage locations, of size \(O(\ell)\).

Since at most one block \(\Delta_k\) is in storage at any time, we find that \(S_2\) can be found using space \(O\left(x^{1/3} \ell^3\right)\).

6.3. **Cost for \(\phi_o\).** We must do four things: (i) compute \(\log 2\) to \(\ell\) bits; (ii) compute \(\gamma\) to \(\ell\) bits; (iii) compute \(\leq x^{1/3}\) logarithms of integers \(y \leq x\); (iv) evaluate (3.4) \(\leq x^{1/3}\) times.

For (i), if \(1/2 \leq f \leq 1\), the Taylor expansion for \(\log(1 - z)\) will find \(\ell\) bits of \(\log f\), using
\[
O(\ell^3)
\]
bit operations; then \(\log 2 = -\log(1/2)\). For (ii), the number of bit operations is given in [4] as
\[
O(\ell^3 \log \ell).
\]
For (iii) we use \(\log(2^e \cdot f) = e \log 2 + \log f\) to reduce to logarithms on \([1/2, 1]\). By (6.1), the cost for all logarithms is
\[
O(x^{1/3} \ell^3).
\]

We now consider (iv). Let
\[
\ell \leq \frac{\pi e}{4} x^{2/3}.
\]
If terms up to and including \(y^{-\ell}\) are used, the truncation error is bounded by \(2^{-\ell}\).

(From (5.11) with \(\nu = \ell\), and the enveloping property of Stirling’s series [34, p. 253], we find that this bound holds provided that
\[
\ell \left[ \frac{2}{3} \log_2 x - \log_2 \ell + \log_2 \left(\frac{\pi e}{4}\right) \right] + \frac{1}{2} \log_2 \ell + \frac{1}{2} \log_2(8\pi) - \frac{1}{12} \log_2 \ell^{-1} \geq 0.
\]
The condition (6.4) makes the expression in brackets positive, and the remaining terms make a positive contribution when \(\ell \geq 1\).)

Since the terms in (4.4) ultimately alternate, we must also check that they decrease rapidly enough to prevent cancellation from reducing precision. The term ratio has absolute value
\[
- \frac{c_{\nu+2}/y^{\nu+2}}{c_{\nu}/y^{\nu}} \sim \frac{\nu}{\pi^2} y^{-2} \leq \frac{e}{4\pi} x^{-2/3}
\]
(using \(y \geq x^{2/3}\) and (6.3)). Therefore, when each number is aligned with the next one, there is an “overhang” of \(\Theta(\log x)\) bits.
With the method given by Knuth and Buckholtz [17], we can compute the first $\nu$ Bernoulli numbers to precision $\ell$ using $O(\nu^2 \ell \log \ell + \nu \ell^2)$ bit operations [4]. (Furthermore, the space is $O(\nu \ell)$. ) Taking $\nu = \ell$, this is
\begin{equation}
O(\ell^3 \log \ell).
\end{equation}

Now we can consider the sums. There are at most $x^{1/3}$ series to evaluate, each with $O(\ell)$ terms. The total work for these sums is
\begin{equation}
O(x^{1/3} \ell^3).
\end{equation}

If we note that $\log \ell \leq \log x = O(x^{1/3})$, then combining (6.1)–(6.6) gives the bound of the table.

6.4. Cost for $\phi_*$. Although they are interleaved in the algorithm, it will be convenient to imagine three separate tasks: finding special nodes, computing prefix sums, and sieving.

Recall that our data structure for range sums is based on $d$-ary trees, where $d \geq 2$. To simplify the analysis, we will assume that $d$ is fixed throughout the computation; a good value for $d$ will be chosen shortly.

By (6.5), there are $O(x^{2/3}/(\log x)^2)$ special nodes. To identify all the special nodes, we must drag $\pi(x^{1/3})$ pointers through an array of size $x^{1/3}$, each pointer decrement being associated with $O(1)$ arithmetic operations. By the prime number theorem, this uses $O(x^{2/3}/(\log x)^{-1} \ell^2)$ bit operations.

We also have a prefix sum for each special node. The path from this node to the root has length $O(\log_d x^{1/3})$, and at each level, contributions from up to $d$ sibling nodes must be accumulated. Therefore, we do about $d \log x^{1/3}/(\log d)^{-1}$ arithmetic operations per special node.

To sieve each segment, we must clear about $\sum_{p \leq x^{1/3}} x^{1/3}/p$ entries of $A$. For each $p$, we clear every $p$-th entry as usual, but only update nodes on the lowest $\log_d p$ levels. (This is the level on which we expect to hit every node.) Before going on to the next $p$, we update the nodes further up the tree. Since about $\log_d x^{1/3} - \log_d p$ levels remain, we need to recompute $x^{1/3}/p$ entries. This is easily done by processing array elements from right to left.

If this strategy is adopted, the number of arithmetic operations used for finding special nodes and sieving is within a constant factor of
\[
\left(\frac{9}{2} \frac{x^{2/3}}{\log^2 x}\right) \frac{\log x^{1/3}}{\log d} d + \frac{x^{1/3}}{\log d} \sum_{p \leq x^{1/3}} \left(\frac{x^{1/3}}{p} \frac{\log p}{\log d} + \frac{x^{1/3}}{p}\right)
\sim \frac{x^{2/3}}{\log d} \left(\frac{\log x}{3} + \frac{3}{2} \frac{d}{\log x}\right).
\]

The two terms in parentheses are equal when $d = (2/9) \log^2 x$, so for this choice the total number of arithmetic operations is
\[
O\left(\frac{x^{2/3} \log x}{\log \log x}\right).
\]

Multiplying this by $\ell^2$ gives the number of bit operations in the table.

As for the space bound, inspection of the algorithm reveals that it uses $O(x^{1/3})$ storage locations, each with $O(\ell)$ bits.
6.5. **Remarks on the cost bounds.** In computing \( \phi_0 \) when \( \ell = o(x^{1/3}) \), it will suffice to use \( O(\ell/(\log \ell)) \) terms of (3.4).

Our recurrence for \( \phi(x, a) \) used the simple termination rule given in Section 3.4. By stopping sooner (that is, allowing nodes with larger \( b \) to be ordinary), the asymptotic time for computing \( \pi(x) \) can be improved [19] [8]. We did not use this idea, in part because the analog to (3.4) for arithmetic progressions mod \( k \) has coefficients that grow exponentially with the base \( k \). (See [29] p. 141.)

When \( \ell \) is very large, it will pay to use asymptotically efficient arithmetic algorithms. Brent [6] and Karatsuba [15] have analyzed their performance in computing logarithms and the Euler constant \( \gamma \). The paper [4] gives a similar analysis for the Buhler-Crandall algorithm, which computes the first \( \ell \) Bernoulli numbers using the FFT. If we incorporate these improvements, the number of bit operations shrinks to

\[
x^{1/3} \ell^2 \log \ell \log \log \ell + x^{2/3} \ell \log x \log \ell \frac{\log \log \ell}{\log \log x}.
\]

(The first term is for \( \phi_0 \), and the second for everything else.) There is still a quadratic dependence on \( \ell \), because the first \( \ell \) Bernoulli numbers, however computed, consume \( \ell^2 + o(1) \) bits of storage.

7. **Targeted sums**

In this section, we consider solving \( \sum_{p \leq x} 1/p = y \) for a given \( y \). Let us agree that the solution is the first \( x \), necessarily prime, for which the sum is \( \geq y \). Since the sum is monotonic in \( x \), we could find the solution using a binary search. This would, however, involve multiple evaluations of the sum, an expense we would like to avoid.

We can get a rough idea of the crossing point using the theorem of Mertens. Assuming the Riemann hypothesis, Schoenfeld [30] made this theorem explicit:

\[
\left| \sum_{p \leq x} 1/p - \log \log x - B \right| < \frac{3 \log x + 4}{8 \pi \sqrt{x}},
\]

for \( x \geq 13.5 \). Let \( L(x) \) and \( U(x) \) be the lower and upper bounds on the prime harmonic sum that are implied by (7.1), and define numbers \( x^- \) and \( x^+ \) by the equations

\[
U(x^-) = y, \quad L(x^+) = y.
\]

Since \( U \) and \( L \) are smooth increasing functions, we know that the solution \( x \) satisfies \( x^- \leq x \leq x^+ \).

We now observe that the Schoenfeld interval \( (x^-, x^+) \) has length \( O(x^{1/2} \log^2 x) \). To prove this, denote the right-hand side of (7.1) by \( \eta(x) \), so that \( U - L = 2\eta \). For all sufficiently large \( y \),

\[
U(2x^-) = U(x^+) + \log(1 + \frac{\log 2}{\log x}) + \eta(2x^-) - \eta(x^-) - 2\eta(x^+)
\]

\[
\geq U(x^+) + \log(1 + \frac{\log 2}{\log x}) + \eta(2x^-) - 3\eta(x^-),
\]

since \( \eta \) ultimately decreases. Eventually, then, \( U(2x^-) \geq U(x^+) \), so \( x^+ \leq 2x^- \), putting the three numbers \( x^-, x, x^+ \) within constant factors of each other. Define a fourth number \( x^* \) by the relation \( 2\eta(x^*)/(x^+ - x^*) = U'(x^+) \). (This is basically
the first step of Newton’s method for $U^{-1}(y)$. Since $U''$ is ultimately negative, we have

$$x^+ - x^- \leq x^+ - x^* = \frac{2\eta(x^+)}{U'(x^+)} \sim \frac{3\log(x^+)}{4\pi \sqrt{x^+}} \cdot x^+ \log(x^+) = O(x^{1/2} \log^2 x).$$

This suggests the following method to solve $\sum_{p \leq x} 1/p = y$. Evaluate $S(x)$ inside the Schoenfeld interval $(x^-, x^+)$, say at the center. Depending on whether the result is less than or greater than $y$, add or subtract further values of $1/p$ until $y$ is reached.

To analyze this algorithm, we must first ascertain the precision it requires. To distinguish $S(x)$ from the next value of the sum (i.e. $S(x')$ where $x'$ is the next prime after $x$), we will need the absolute error $\rho < 1/x$. By the Mertens theorem, it will be sufficient to deliver $\sim \log_2 x$ bits of precision in the result. As explained in Section 6, we will need $O(\log x)$ guard bits, so the fractions in our floating-point numbers will have length $\ell = O(\log x)$.

Assuming RH, our algorithm solves $S(x) = y$ using $x^{2/3}(\log x)^{O(1)}$ bit operations. By the results of Section 6, this is certainly true for the initial sum. We will also do prime tests on $O(x^{1/2}(\log x)^2)$ numbers near $x$, and by the result of [2], this can be done with $x^{1/2}(\log x)^{O(1)}$ bit operations. We emphasize that RH was used only to bound the running time; the result is unconditionally correct.

As a variation on this idea, we can use a sieve to identify the primes in the Schoenfeld interval; see [12, 31] for methods to do this efficiently while staying within our space bounds.

Additionally, we could obtain a rigorous bound on the run time of our algorithm by using an unconditional version of (7.1). For example, Dusart [9] has shown that that for $x > 10372$,

$$\left| \sum_{p \leq x} 1/p - \log \log x - B \right| < \frac{1}{10 \log^2 x} + \frac{4}{15 \log^3 x}.$$

This gives rise to an interval of width about $x/(5 \log x)$. This is large enough that using a binary search (or possibly an interpolation search or a Newton iteration) would be more efficient.

8. Computational experience

For integers $n \geq 1$, let $x_n$ denote the first $x$ for which $\sum_{p \leq x} 1/p \geq n$. The first three values of this sequence are 5, 277, 519577. We tested our algorithms by finding

$$x_4 = 1801241230056600523.$$ Computing this was an open problem of Neil Sloane, and in this section we explain how it was done. We note that $x_5$ is about $4.2 \times 10^{49}$, so its precise value may remain unknown for all eternity.

Applying Schoenfeld’s estimate, we have

$$(8.1) \quad 1.8012409393 \ldots \times 10^{18} \leq x_4 \leq 1.8012415234 \ldots \times 10^{18}.$$

This interval contains the perfect cube

$$x = 1801241484456448000 = 1216720^3.$$
Accordingly, we computed the prime harmonic sum to high precision for this $x$. We note that the width of the interval is about $5.84 \times 10^{11}$, which is close to the first order approximation $(3/4\pi)\sqrt{x}(\log x)^2 \approx 5.659 \ldots \times 10^{11}$.

Next, we used the segmented sieve of Eratosthenes to identify all primes $\leq x^{1/2} \approx 1.34 \times 10^9$. Halved differences between odd primes then fit in a table of single-byte (8 bit) numbers [5].

Using our list of prime gaps, we sieved segments of the Schoenfeld interval. After experimenting with various sieve implementations, we decided to use 8-bit bytes to store residue classes mod 30 (since $\varphi(30) = 8$), and work with segments of size $9.6 \times 10^8$, which is a multiple of 30. This was fast enough for our purposes, so we did not explore any of the more exotic cache-compatible sieve algorithms [11, 27].

We covered the Schoenfeld interval with 635 such segments (a bit more than strictly necessary). For each segment, we recorded the sum of $1/p$ for the primes therein. These values allowed us, with a linear search, to identify which segment contained the solution. Resieving it, we discovered that

$$\sum_{p \leq 1801241230056600467} \frac{1}{p} = 3.9999999999999966,$$

and

$$\sum_{p \leq 1801241230056600523} \frac{1}{p} = 4.0000000000000021.$$ 

Furthermore, we found no primes between the upper limits of these sums.

All programs were written in C++, except for some final “cleanup” code which used Maple. For floating-point computation, we relied on a method advocated by Dekker [7], for simulating quadruple precision using a pair of double precision numbers. With IEEE standard arithmetic, this gives about 30 digits of precision. We used the implementation in Shoup’s package NTL [32], which (on the machines we used), can do quad float operations in about $10^{-7}$ seconds. C++ also has a 64-bit integer type (long long), which allowed all integers appearing in our algorithms to be stored exactly.

When computing the sums $\phi_o$ and $\phi_s$, we accumulated positive and negative contributions separately. Visual inspection at the end of the computation allowed us to ascertain that the effects of subtractive cancellation were modest.

In processing the Schoenfeld interval, we were able to avoid floating-point computations with the following trick. Suppose a segment begins at the location $o$ (for “offset”). Then if $p = o + \delta_i$ denotes the $i$-th prime in the segment $\Sigma$, we have, by Taylor’s theorem,

$$\frac{1}{p} = \frac{1}{o} - \frac{\delta_i}{o^2} + \cdots.$$ 

By accumulating $c$ (the number of primes) and $s$ (the total $\delta_i$) for a segment, we can compute the approximation

$$\sum_{p \in \Sigma} \frac{1}{p} \approx \frac{c}{o} - \frac{s}{o^2}.$$ 

Furthermore, since (8.2) has alternating signs, we can easily (and rigorously!) bound the error in this approximation by estimating the next term.
The actual prime sum was done with four separate programs: one each for the main term, the sum over ordinary nodes, the sum over special nodes, and the sum $S_2$. Since the last two were the most time-consuming, we devoted a desktop workstation to each. These computations took about 6.5 days and 4 days, respectively. The code for sieving the Schoenfeld interval took about 16 hours, which is about 90 seconds per block.

9. Concrete error analysis

In this section we give various arguments, stopping just short of rigorous proof, that the computational results in the last section are correct. The most difficult computation is the sum over special nodes, so we will concentrate on that.

One time-honored quick and dirty trick is to run the same computation with increasing precision. Our code was written to make this easy to do, by changing one type definition. For $x = 10^{15}$, we computed $\phi_s$ to be

$$1.24862902556037133904243183442 \quad \text{(quad float)},$$

$$1.248629025560361 \quad \text{(double)},$$

$$1.248066 \quad \text{(float)}.$$  

Smaller values of $x$ were tried, using other arithmetics (including 40D Maple, and NTL’s 45D RR data type), with similar results. Apparently, finite precision causes a loss of 2-3 decimal digits. If we conservatively assume that this loss is doubled for our target $x = 1.8 \times 10^{18}$, our code is accurate enough, since $30 - 6 = 24$, and we only need 20 figure accuracy.

We next give a heuristic analysis, following Hamming [14]. Dividing the computation time by $10^{-7}$ (the time for one quad float operation), we see that we used $6 \times 10^{12}$ quad float operations. We would expect the effects of round-off to grow like a random walk, i.e. about $\sqrt{n}$ units in the last place for $n$ operations. This would leave us with an error around $10^{-24}$, again well within our requirements.

We now attempt a more precise worst-case analysis. We will do this in three steps.

1. Ascertain the error in $C_b$ and values of $\phi$.
2. Bound the total error in the sum incurred by replacing each $\phi/m$ by its approximation $[\phi/m]$.
3. Estimate the round-off error incurred in adding up these approximations.

For the quad float algorithms used in NTL, estimates on relative error can be found in the literature. In particular,

$$[\text{computed } a \pm b] = (a \pm b)(1 + \delta), \quad |\delta| \leq 2^{-105} := \epsilon_\pm,$$

(as claimed in Section 3.3.2 of [24]), and for $b \neq 0$,

$$[\text{computed } a/b] = (a/b)(1 + \delta), \quad |\delta| \leq 3 \times 2^{-104} := \epsilon_\pm,$$

(take $p = 53$, $h = 0$ in the first column of Table 1 in [24]). The second actually uses a first-order Taylor approximation, so the arguments below will not be 100% rigorous.

For reference purposes we note that

$$x = 1801241484456448000,$$

$$x^{2/3} = 1480407558400 \leq 1.5 \times 10^{12},$$

$$x^{1/3} = 1216720 \leq 1.25 \times 10^6.$$
9.1. **Error in** $C_b$ **and** $\phi$. Each $\phi$ is just a partial sum of the terms making up some $C_b$, so it is enough to estimate the error in the $C_b$’s.

If we replace each reciprocal $1/t$ by its floating-point approximation, no value of $C_b$ can change by more than

$$\epsilon \sum_{t \leq x^{2/3}} 1/t \leq 5 \times 10^{-30}. \tag{9.1}$$

Each approximate reciprocal $[1/t]$ then participates in two more operations per node (one add, one subtract).

Consider the first segment $\Delta_0$. The sum of $1/t$ for all odd $t \leq x^{1/3}$ is $14.646\ldots$.

Hence, for this segment we may pretend that the values of $C_b$ are accumulated in fixed-point registers of the shape

$$\begin{array}{cccccccccc}
XXX & YYYY & YYYY & \ldots & YYYY & YYYY & YYYY & YYYY & YYYY & YYYY \\
4 \text{ bits} & 102 \text{ bits}
\end{array}$$

Reasoning this way will give an upper bound on the round-off error. The total number of operations is bounded by $x^{1/3}$ (half of the numbers, each used twice).

Hence the round-off error is at most

$$x^{1/3} \cdot 16 \epsilon \pm 5 \times 10^{-25}. \tag{9.2}$$

(Experiments indicate it is much smaller. For example, if we sieve out all primes $\leq x^{1/3}$, the result, printed to 30 places, is $1 + 3 \cdot 10^{-29}$.)

Now, consider a segment $\Delta_k$ with $k \geq 1$. By (3.1),

$$\sum_{t \in \Delta_k} \frac{1}{t} \leq \frac{x^{1/3}}{2} \cdot \frac{1}{k x^{1/3}} = \frac{1}{2k}.$$ 

Reasoning similarly, the total round-off error for this segment’s contribution to the $C_b$’s will be at most

$$\frac{x^{1/3} \epsilon_k}{2k} \leq \frac{3.1 \times 10^{-26}}{k}. \tag{9.3}$$

If we sum over $1 \leq k \leq x^{1/3} = n$, and replace $H_n$ by $\log n + \gamma$, we get at most

$$5 \times 10^{-25}.$$ 

Adding (9.1)–(9.3), we estimate the error in any computed $C_b$ to be at most $10^{-24}$. Clearly the same holds for any computed $\phi$. Call this number $E$.

9.2. **Error from approximating** $\phi/m$. We will first need to estimate $m$ from below. For any $m$ found by sieving segment $k$, we have

$$m \geq \frac{x^{2/3}}{(k + 1)^2}.$$ 

(Proof: From (5.16), $q > x^{2/3}/((k + 1)m')$, but $m' \leq x^{1/3}$, so $q > x^{1/3}/(k + 1)$. Also, $q \leq x^{1/3}$, so using (5.16) again, $m' > x^{2/3}/((k + 1)q) \geq x^{1/3}/(k + 1)$. Apply these two bounds to $m = m'q$.)

We also know, from the definition of a special node, that

$$m \geq x^{1/3}.$$ 

The first bound is better when $k + 1 \leq x^{1/6}$, and the second is better after that. Let us call $k$ small if $k \leq x^{1/6}$, and large otherwise.
Let there be \( \nu_k \) nodes in segment \( k \). We counted the nodes in each segment, and from these counts we found
\[
\sum_{k \text{ small}} (k + 1)^2 \nu_k = 3.4 \times 10^{14}
\]
and
\[
\sum_{k \text{ large}} \nu_k = 6.0 \times 10^7.
\]
These will be useful later.

There are two sources of error in computed sums of \( \phi/m \): errors incurred by division, and errors arising from replacing an exact \( \phi \) by its computed value. Since \( \phi \leq 16 \), we can estimate the total contribution of the first to be
\[
16 \epsilon_+ \left[ x^{-2/3} \sum_{k \text{ small}} (k + 1)^2 \nu_k + x^{-1/3} \sum_{k \text{ large}} \nu_k \right] \leq 7 \times 10^{-28}.
\]
(This could be improved by choosing a better small/large breakpoint, a fine point we will ignore.) For the second, we have the estimate
\[
E \left[ x^{-2/3} \sum_{k \text{ small}} (k + 1)^2 \nu_k + x^{-1/3} \sum_{k \text{ large}} \nu_k \right] \leq 3.8 \times 10^{-22}.
\]
Therefore, the total error incurred in replacing the \( \phi/m \)’s by their computed approximations is bounded by
\[
(9.4) \quad 3.9 \times 10^{-22}.
\]

9.3. **Accumulation of final sum.** Since \( \phi/m \leq 1 \), the total round-off error is no more than
\[
\epsilon_{\pm} \cdot \lfloor \text{number of special nodes} \rfloor.
\]
We used \( \leq 4.44 \times 10^9 \) special nodes. Hence, the round-off error incurred in adding up the approximate \( \phi/m \)’s is at most
\[
(9.5) \quad 1.1 \times 10^{-22}.
\]

Combining (9.4) and (9.5), we estimate the error in the final sum to be at most \( 5 \times 10^{-22} \). Of course, this is a worst-case estimate, so the true error is likely smaller.

9.4. **Other sums.** The other sums involve less computation, so we limit ourselves to a few remarks about them. To evaluate an ordinary node, we used (3.4) out to and including the \( y^{-2} \) term. With \( \nu = 4 \) and \( c_\nu = 1/15 \), our bound (5.10) on the truncation error is
\[
\frac{16}{15} x^{-8/3} [1/4 + x^{-1/3}] < 10^{-49}.
\]
Logarithms were evaluated by argument reduction followed by numerical solution, using Newton’s method, of the transcendental equation \( e^z = y \). Here, exponentials were evaluated by a Padé approximation. For the precision required, each logarithm needed a fixed number of arithmetic operations.
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