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Abstract. Hill’s method is a means to numerically approximate spectra of linear differential operators with periodic coefficients. In this paper, we address different issues related to the convergence of Hill’s method. We show the method does not produce any spurious approximations, and that for self-adjoint operators, the method converges in a restricted sense. Furthermore, assuming convergence of an eigenvalue, we prove convergence of the associated eigenfunction approximation in the $L^2$-norm. These results are not restricted to selfadjoint operators. Finally, for certain selfadjoint operators, we prove that the rate of convergence of Hill’s method to the least eigenvalue is faster than any polynomial power.

1. Introduction

In this paper we study a numerical method, henceforth called Hill’s method, used to approximate the spectrum of the operator

$$S_p \psi \equiv \partial_x^p \psi + \sum_{k=0}^{p-1} f_k(x) \partial_x^k \psi,$$

where $\psi$ is in some appropriate space to be defined later. The coefficient functions $f_k(x)$ are smooth, $T$-periodic functions: $f_k(x+T) = f_k(x)$, $k = 0, \ldots, p-1$. This is denoted as

$$f_k \in C^\infty(S_T).$$

Using Floquet and Fourier theory, our approximation starts by computing a bi-infinite matrix representing a parameter-dependent symbol of $S_p$. We make the problem finite dimensional by truncating the bi-infinite matrix in both rows and columns; we then compute the eigenvalues of the resulting finite-dimensional matrix. Such an approach is commonly used. This is made more precise in the following section. In modern terminology, this truncation may be called a Galerkin approximation [2], though it is also called a projection method in [3].

In its full generality, Hill’s method was first developed in [6]. However, the method appeared in more specialized contexts as early as 1886, when George Hill published [10]. This paper detailed his investigations into the reduced three-body problem, where an analysis of small perturbations led him to seek solutions to the linear problem

$$\frac{d^2 \phi}{dx^2} + \left( \theta_0 + 2 \sum_{n=1}^{\infty} \theta_n \cos(2nx) \right) \phi = 0.$$
Here $\theta_k$, $k = 1, 2, \ldots$, are real parameters. In his analysis, Hill incorporated both Floquet and Fourier theory, which led him to consider infinite-dimensional matrices and their corresponding determinants. Hill used these determinants in a formal way, and he attempted to approximate the spectra of the infinite-dimensional matrices using the spectra of three-by-three truncations. Inspired by Hill’s work, a rigorous theory on determinants of infinite matrices was initiated by Poincaré [17] and von Koch [22]. This in turn has led to a modern theory of determinants of operators defined over Banach spaces. The treatise by Gohberg, Goldberg, and Krupnick [9] provides an excellent introduction to both the classical origins and modern developments of infinite-dimensional determinants, and our work relies heavily on the material in [9] (see also [8] and [4]). However, we do not develop this theory any further.

Instead, we focus on proving the validity of Hill’s truncation. This problem, in turn, has its own deep and storied history. A wonderful introduction can be found in [5]. Likewise, in the same reference, one can find a number of examples where using finite-dimensional approximations to compute the spectra of infinite-dimensional operators fails spectacularly. For our problem, however, we show that for general $S_p$, Hill’s method never converges to spurious eigenvalues in compact domains. In the case that $S_p$ is selfadjoint, we go further and show, again on any compact domain, that Hill’s method converges to the spectrum of $S_p$ restricted to said domain. Furthermore, assuming the convergence of an approximate sequence of eigenvalues to a simple eigenvalue, we show that the corresponding eigenvector approximations converge to a true eigenvector in the $L^2$-norm.

As shown in [6], Hill’s method is exact for constant-coefficient problems. By restricting ourselves to a particular class of selfadjoint operators, which represent the simplest case of non-constant coefficient equations, we show Hill’s method approximates the smallest eigenvalue faster than any polynomial power. This restricted class of operators includes classic problems such as Mathieu’s equation, and it represents a non-trivial and interesting body of problems for which Hill’s method is an excellent approximation scheme.

Another, more abstract but also more general, approach for analyzing Hill’s method can be found in the notes of G.M. Vainikko (Chapter 4 of [13]). This approach applies to a more general class of problems than just Hill’s method, and once the approach is mastered, its application to Hill’s method can be viewed as a corollary. The results in [13] not only allow for establishing the convergence of Hill’s method, but the rate of convergence can also be determined. The rate thus found is identical to the one we establish in this paper. In the case of symmetric operators, a convergence proof and rate can also be found in [7]. However, the class of operators considered in [7] is far more restricted than in this paper or [13]. Furthermore, the rate of convergence obtained is far slower than what we or [13] are able to show.

The key to the deeper results in [13] is the notion of the aperture between subspaces of a Banach space (see also Chapter 4 of [12]). We make no use of this idea, or any other result found in [13]. Instead, we use a more direct and explicit approach, which may be more natural or intuitive if one is interested in Hill’s method in its own right, as opposed to regarding it as a special case of a more general problem. Indeed, as mentioned above, Hill’s method led us to consider determinants...
of infinite-dimensional operators and the work of \[9\]. Thus, the methods presented in this paper are new and hopefully insightful.

On a final note, our manuscript contains neither numerical illustrations of our results nor examples where the method fails. There are two reasons for this. First, many examples have already been demonstrated in \[4\]. Second, our results are positive results about the validity of Hill’s truncation. This implies the non-existence of numerical counterexamples to what we prove, hence precluding any numerical illustrations of the method’s failure.

Remark. • The form of the operator \(1\) is restrictive in that we equate the coefficient of the highest-order derivative to one. Were the coefficient a constant, this would not change our results. The effect of a non-constant coefficient on our work is non-trivial. However, in many problems (linear stability, scattering) the spectral problems that arise are of the form used here (see the examples in \[6\]), although variations occur.

• Numerically computing the eigenvalues of a matrix is a non-trivial problem. It is not a problem we consider in this paper. Our sole interest is in the relation between the finite-dimensional approximations as obtained through Hill’s method and the problem they are meant to approximate.

• The work in this paper focuses on spectral problems defined by scalar differential operators \(1\). This restriction is made for ease of presentation. Hill’s method, in essence a Galerkin method, works equally well for systems of equations or for problems with multiple independent variables \[6\]. Our methods of analysis used apply to the system case, but modifications are necessary for the multi-dimensional case.

• Combining the ideas of Floquet decomposition and the truncation of matrix representations of operators is frequently done when considering periodic operator equations. Three contemporary examples of this can be found in \[19\], \[23\], and \[24\]. Special mention should be made with regards to \[24\].

The outline of this paper is as follows. In the next section we present the details of the method for the scalar problem. That section is also used to settle various notational issues. Section 3 presents our proofs relating to the convergence of Hill’s method. We break the section into two parts, the first dealing with non-selfadjoint operators, the second dealing with selfadjoint operators in particular. Section 4 contains our proof of the convergence of the associated eigenvector approximations. Again we emphasize that this result holds for general operators. Next, Section 5 presents our proof of spectral convergence for the least eigenvalue. Finally, the last section summarizes our findings.

2. Hill’s method

Hill’s method is discussed in great detail in \[6\]. In essence the method combines a Floquet (or Bloch) decomposition with a Fourier expansion so as to reduce the numerical computation of the spectrum of a periodic differential operator to the computation of spectra of a family of (finite-dimensional) matrices. Before we continue, we define some relevant spaces that will be used throughout the rest of the paper. Let \(L_2(S_T)\) be defined as the completion of \(C(S_T)\), the space of \(T\)-periodic,
continuous functions, with respect to the $L^2$-norm on the interval $[-T/2, T/2]$. Let
\[ e_n(x) = \frac{e^{-i2\pi nx/T}}{\sqrt{T}}, \quad n \in \mathbb{Z}, \]
so that for $\phi \in L^2(S_T)$, we have the associated Fourier series
\[ \phi(x) = \sum_{n=-\infty}^{\infty} \hat{\phi}_n e_n(x), \]
with
\[ \hat{\phi}_n = \langle \phi, e_n \rangle = \frac{1}{\sqrt{T}} \int_{-T/2}^{T/2} \phi(x) e_n^*(x) dx. \]
This allows us to associate with every function $\phi \in L^2(S_T)$ its Fourier transform
\[ \hat{\phi} \equiv \left\{ \hat{\phi}_n \right\}_{n=-\infty}^{\infty}. \]

We define the Sobolev spaces $H^p(S_T)$ in a similar fashion, and in our paper, we define the norm on $H^p(S_T)$ as (2), p. 308
\[ ||\phi||_{2,p}^2 \equiv ||\phi_0||^2 + \sum_{|k|>0} \left( \frac{2\pi k}{T} \right)^{2p} ||\hat{\phi}_k||^2. \]

The Floquet-Bloch decomposition. First, we define $S_p$ over the Sobolev space $H^p(\mathbb{R})$, with
\[ H^p(\mathbb{R}) = \left\{ f \in L^2(\mathbb{R}) \mid \sum_{k=0}^{p} \int_{\mathbb{R}} |f^k(x)|^2 dx < \infty \right\}, \]
where $f^k$ denotes the $k^{th}$ weak derivative of $f$. This makes $S_p$ closed and densely defined. We can likewise turn the operator $S_p - \lambda$ into a first-order differential operator defined on $H^1(\mathbb{R}; \mathbb{C}^p)$, where the notation means that the space $H^1(\mathbb{R}; \mathbb{C}^p)$ consists of $\mathbb{C}^p$- valued functions with one weak derivative, and for which the function and its derivate have $\mathbb{C}^p$-norms that are both in $L^2(\mathbb{R})$ (see [18] for more details). Denote the first-order differential operator as $S(x; \lambda) = \frac{d}{dx} - B(x; \lambda)$, where $B(x; \lambda)$ is a $p \times p$ matrix. By definition,
\[ \sigma(S_p) = \{ \lambda \in \mathbb{C} : S(x; \lambda) \text{ does not have a bounded inverse}\}. \]

Following [20], we use the following decomposition of $\sigma(S_p)$ (see also [5], [10]).
- $\sigma_{pt}(S_p) = \{ \lambda \in \mathbb{C} : S(x; \lambda) \text{ is Fredholm with zero index}\}$
- $\sigma_{ess}(S_p) = \sigma(S_p) \setminus \sigma_{pt}(S_p)$.

Since $S_p$ has only periodic coefficients, we need only compute $\sigma_{ess}(S_p)$ [20]. This reduces to the following problem.

**Theorem 1.** $\lambda \in \sigma(S_p)$ if and only if the differential equation
\[ \frac{du}{dx} = B(x; \lambda) u, \quad 0 < x < T, \]
\[ u(T) = e^{i\mu T} u(0) \]
has a solution for some $\mu \in [0, 2\pi/T]$.

**Proof.** See [20], page 1001. \qed
We transform the differential equation in Theorem 1 into
\[ \frac{d\psi}{dx} = \tilde{B}(x; \lambda, \mu)\psi, \quad 0 < x < T, \]
via the transformation \( \psi(x) = e^{-i\mu x}u(x) \). Note that \( \tilde{B}(x; \lambda, \mu) = B(x; \lambda) - i\mu \). We can then restate Theorem 1 as

**Theorem 2.** \( \lambda \in \sigma(S_p) \) if and only if the differential equation
\[ \frac{d\psi}{dx} = \tilde{B}(x; \lambda, \mu)\psi, \quad \psi \in H^1(S_T; \mathbb{C}^p) \]
has a solution for some \( \mu \in [0, 2\pi/T) \).

It is easy to show that the \( p \)th-order system in Theorem 2 is equivalent to the scalar problem
\[ S_p^\mu \phi = \lambda \phi, \quad \phi \in H^p(S_T), \]
where
\[ S_p^\mu \phi = e^{-i\mu x}S_p(e^{i\mu x} \phi). \]
An explicit form for \( S_p^\mu \) is found in [6]. Theorem 2 implies that we can write \( \sigma(S_p) \)
as
\[ \sigma(S_p) = \bigcup_{\mu} \sigma(S_p^\mu). \]
As implied by (14), for each value of \( \mu \), \( \sigma(S_p^\mu) \) consists only of point spectra. We approximate these point sets numerically for a fixed value of \( \mu \).

**The Fourier decomposition.** To reduce the problem to linear algebra, we resort to a Galerkin method [2] using the orthonormal basis \( e_n \) given at the beginning of this section. Of course, given any orthonormal basis \( \{ \varphi_j \} \), we can generate a matrix representation for any linear operator \( M \) with entries \( \langle M \varphi_j, \varphi_k \rangle \), \( (j, k) \in \mathbb{Z}^2 \). Our particular choice of basis reflects the boundary conditions of our eigenvalue problem (14). We interchangeably refer to the bi-infinite matrix, with entries \( \langle S_p^\mu e_j, e_k \rangle \), as the Fourier transform or symbol of the linear operator \( S_p^\mu \). We denote the symbol (or Fourier transform, or bi-infinite matrix representation) of \( S_p^\mu \) as \( \hat{S}_p^\mu \), where the \( (n, m) \)th entry of \( \hat{S}_p^\mu \) is denoted by \( \hat{S}_{p,nm}^\mu = \langle S_p^\mu e_m, e_n \rangle \). We write the Fourier transform of our eigenvalue problem (14) as
\[ \hat{S}_p^\mu \hat{\phi} = \lambda \hat{\phi}. \]

**Finite-dimensional projection.** The last step of Hill’s method requires the introduction of the orthogonal projection operator \( P_N \) onto the subspace spanned by the Fourier modes from \(-N\) to \( N \). The effect of \( P_N \) applied to a periodic function is truncation of the Fourier series, i.e.,
\[ P_N \phi(x) = \sum_{n=-N}^{N} \hat{\phi}_n e_n(x). \]
Likewise, the action of the symbol of $P_N$, $\hat{P}_N$, will give

\begin{equation}
\left( \hat{P}_N \hat{\phi} \right)_n = \begin{cases} 
0, & |n| > N, \\
\hat{\phi}_n, & |n| \leq N.
\end{cases}
\end{equation}

Define the $(2N + 1) \times (2N + 1)$ matrix $\hat{S}_N^{\mu, \tau}$ via

\begin{equation}
\hat{P}_N \hat{S}_p^{\mu} \hat{P}_N = \begin{pmatrix}
\vdots & \vdots & \vdots & \ddots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & \hat{S}_N^{\mu, \tau} & 0 & \cdots \\
0 & 0 & 0 & \cdots & \vdots & \vdots & \ddots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots 
\end{pmatrix},
\end{equation}

where the $\tau$ emphasizes that $\hat{S}_N^{\mu, \tau}$ is a truncation of a bi-infinite matrix. As a matter of convention, for any operator $A$ with symbol $\hat{A}$, we define $\hat{A}_N$ in the same fashion, namely

\begin{equation}
\hat{P}_N \hat{A}_p \hat{P}_N = \begin{pmatrix}
\vdots & \vdots & \vdots & \ddots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & \hat{A}_N & 0 & \cdots \\
0 & 0 & 0 & \cdots & \vdots & \vdots & \ddots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots 
\end{pmatrix},
\end{equation}

Likewise we introduce the shorthand $\hat{A}_N = \hat{P}_N \hat{A}_p \hat{P}_N$.

Finally, we define the approximate eigenvalue problem

\begin{equation}
\hat{S}_N^{\mu, \tau} \hat{\phi}_N = \lambda_N \hat{\phi}_N,
\end{equation}

where the subscript $N$ on $\lambda_N$ reinforces the order of the approximation. A more detailed derivation is presented in [6].

3. PROOF OF CONVERGENCE

By the convergence of Hill’s method, we mean that the following two properties are satisfied.

1. For a given sequence $\{\lambda_N\}_{N=1}^\infty$, $\lambda_N \in \sigma(\hat{S}_p^{\mu})$, and for any $\epsilon > 0$, there exists an integer $M$ such that any $\lambda_N$, $N \geq M$, is in an $\epsilon$-neighborhood of some $\lambda \in \sigma(S_p^{\mu})$.

2. For all $\lambda \in \sigma(S_p^{\mu})$, there exists some sequence $\{\lambda_N\}_{N=1}^\infty$, $\lambda_N \in \sigma(\hat{S}_p^{\mu})$, such that $\lambda_N \to \lambda$.

The first condition ensures that Hill’s method is accurate, but it leaves open the possibility that the method may not produce all of $\sigma(S_p^{\mu})$. Likewise, the second statement ensures that the method will faithfully reproduce all of $\sigma(S_p^{\mu})$, but it does not rule out that the method will produce spurious information. It is this distinction that leads us to refer to the first condition as the “no-spurious modes” condition.
We are able to prove a slightly restricted version of the no-spurious modes condi-
tion for any operator $S_p^\mu$. We modify the condition only by requiring the arbitrary
sequence $\{\lambda_N\}_{N=1}^\infty$ to be confined to a compact subset of the complex plane. The
second condition is essentially proved in [15], for selfadjoint operators. We have not
been able to improve upon this restriction. However, we present the outline of the
proof provided in [15] for the sake of completeness.

3.1. Proof of the no-spurious-modes condition. Our proof of the first con-
dition relies upon one major theorem. Before proving this theorem, we need to
develop and explain the basic machinery necessary for our proof. First, for nota-
tional ease, we define the operator $S^1$ as
$$
D \left( S^1 \right) = H^p \left( S_T \right), \quad S^1 \phi = S_p^\mu \phi.
$$

We now provide a brief introduction to the theory of determinants of operators
on a separable Hilbert Space, say $H$. This material was developed in [9], and we
reproduce it here only for completeness or to clarify some points made in [9]. Let $B(H)$ denote the space of all bounded operators from $H$ into itself. Let $F$ denote
the space of finite-rank operators. For our purposes, it is not sufficient to use the
operator norm induced by the norm on $H$, say $\|\cdot\|$. Instead, we need to introduce
an endowment $\|\cdot\|_Z$, where $Z$ denotes a subalgebra of $B(H)$ such that $F \cap Z$ is dense
in $Z$ and

$$
\|\cdot\| \leq C \|\cdot\|_Z,
$$

where $C$ is a constant. Thus $Z$ is an embedded subalgebra in $B(H)$. Likewise, if
the space of finite-rank operators is dense in $Z$, this implies every element in $Z$ is
compact. Next, define the trace of $K \in F \cap Z$ by

$$
\text{tr} (K) = \sum_{k=1}^n \lambda_k,
$$

and define the determinant of $I + K$ as

$$
\det (I + K) = \prod_{k=1}^n (1 + \lambda_k),
$$

where $n$ is the rank of $K$ and $\lambda_k$ are the eigenvalues of $K$.

The issue at hand is whether we can find some continuous function that will
serve as an extension of the determinant, which has only been defined on $F \cap Z$. A
necessary and sufficient condition for this (see [9]) is if the trace is a bounded linear
functional in the $Z$-norm, i.e.,

$$
|\text{tr} (K)| \leq M \|K\|_Z
$$

holds for all $K \in F \cap Z$, where $M$ is a constant independent of $K$. If this condition
holds, then for $K \in Z$, we know there exists a sequence of finite-rank operators $K_N$
such that

$$
\lim_{N \to \infty} \|K_N - K\|_Z = 0,
$$

and we can define the $Z$-determinant of $I + K$ as

$$
\det_Z (I + K) = \lim_{N \to \infty} \det (I + K_N).
$$

Using the above definitions, one can prove [9]:
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Theorem 3. \((I+K)^{-1}\) exists if and only if \(\det_Z(I+K) \neq 0\).

A space well suited for our purposes was developed by Gohberg et al. [9]. Define the subalgebra \(\Omega\) via:

\[
\Omega \equiv \left\{ A \in B(L_2(S_T)) : \max \left( \lim_{M \to \infty} \left| \sum_{n=-M}^{M} \hat{A}_{nn} \right|, \left( \sum_{n,m=-\infty}^{\infty} |\hat{A}_{nm}|^2 \right)^{1/2} \right) < \infty \right\}.
\]

For \(A \in \Omega\), we have the corresponding norm \(\|A\|_\Omega\) defined by

\[
\|A\|_\Omega \equiv \max \left( \lim_{M \to \infty} \left| \sum_{n=-M}^{M} \hat{A}_{nn} \right|, \left( \sum_{n,m=-\infty}^{\infty} |\hat{A}_{nm}|^2 \right)^{1/2} \right),
\]

where \(\hat{A}_{nm} = \langle Ae_n, e_m \rangle\), and \(e_n\) is defined as in (4). If \(A \in \Omega\), we see that

\[
\|A\|_2^2 \leq \|A\|_\Omega.
\]

Lemma 4. For all finite rank operators \(A\), we have

\[
|\text{tr}(A)| \leq \|A\|_\Omega.
\]

Proof. Given that \(A\) has finite rank, let \(\psi_1, \ldots, \psi_n\) be an orthonormal basis for the range of \(A\). Then we may write \(A\) as

\[
A = \sum_{k=1}^{n} \psi_k \langle A \cdot, \psi_k \rangle.
\]

It is clear that

\[
\text{tr}(\psi_k \langle A \cdot, \psi_k \rangle) = \langle A \psi_k, \psi_k \rangle,
\]

and therefore

\[
\text{tr}(A) = \sum_{k=1}^{n} \langle A \psi_k, \psi_k \rangle.
\]

Since \(\psi_k \in L_2(S_T)\), we can expand \(\psi_k\) as

\[
\psi_k = \sum_{j=-\infty}^{\infty} \hat{\psi}_{kj} e_j.
\]

Note that

\[
\langle Ae_j, e_j \rangle = \sum_{k=1}^{n} \hat{\psi}_{kj} \langle Ae_j, \psi_k \rangle.
\]
Therefore we can rewrite the trace of a finite-rank operator as
\[
\text{tr}(A) = \sum_{k=1}^{n} \langle A\psi_k, \psi_k \rangle 
= \sum_{k=1}^{n} \sum_{j=-\infty}^{\infty} \hat{\psi}_{kj} \langle A e_j, \psi_k \rangle
= \sum_{j=-\infty}^{\infty} \sum_{k=1}^{n} \hat{\psi}_{kj} \langle A e_j, \psi_k \rangle
= \sum_{j=-\infty}^{\infty} \langle A e_j, e_j \rangle.
\]
(38)

Thus from the definition of $||\cdot||_\Omega$ we have the result. \(\square\)

Similarly, we have

**Lemma 5.** Every finite-rank operator is in $\Omega$.

**Proof.** We know that the trace of a finite-rank operator, say $A$, is bounded, and thus from the previous lemma we know that $\left|\sum_{j=-\infty}^{\infty} \hat{A}_{jj}\right| < \infty$. Likewise we have
\[
\sum_{j,k} |\langle A e_j, e_k \rangle|^2 = \sum_{j,k} \left|\sum_{l=1}^{n} \hat{\psi}_{lk} \langle A e_j, \psi_l \rangle \right|^2
\leq \left( \sum_{k=1}^{n} |\hat{\psi}_{lk}|^2 \right) \left( \sum_{l=1}^{n} \sum_{j} \langle e_j, A^\dagger \psi_l \rangle \right)^2
\leq n \sum_{l=1}^{n} ||A^\dagger \psi_l||_2^2 < \infty,
\]
(39)
where $A^\dagger$ denotes the adjoint of $A$. Therefore every finite-rank operator is in $\Omega$. \(\square\)

Lastly, we need to show that $F$ is dense in $\Omega$. We do this, and also establish a useful result for our main theorem, in the following lemma.

**Lemma 6.** If $A \in \Omega$, then $\lim_{N \to \infty} ||A - P_N A P_N||_\Omega = 0$.

**Proof.** It is clear that
\[
||A - P_N A P_N||_\Omega \leq ||(I - P_N)A||_\Omega + ||P_N A (I - P_N)||_\Omega.
\]
With
\[
||(I - P_N)A||_\Omega = \max \left( \sum_{|n| > N} \hat{A}_{nn}, \left( \sum_{|n| > N} \sum_{m=-\infty}^{\infty} |\hat{A}_{nm}|^2 \right)^{1/2} \right)
\]
and
\[
||P_N A (I - P_N)||_\Omega^2 = \sum_{|n| \leq N} \sum_{|m| > N} |\hat{A}_{nm}|^2,
\]
the result follows, since $||A||_\Omega < \infty$. \(\square\)
Let \( \gamma \in \rho(S^1) \). Then there exists some constant \( M_\gamma \) such that for \( N \geq M_\gamma \), \( \gamma \in \rho(\hat{S}_N^{1,-}) \).

**Proof.** Define the operator \( B : L_2(S_T) \rightarrow L_2(S_T) \) via

\[
(\hat{B}\hat{\psi})_n = \begin{cases} 
\left(\frac{2\pi n}{T}\right)^{-p} \hat{\psi}_n, & n \neq 0, \\
i^{-p}\hat{\psi}_0, & n = 0,
\end{cases}
\]

where \( \hat{\psi}_n \) are the components of the vector \( \hat{\psi} \in l_2 \), and \( \hat{B} \) is the symbol of \( B \). \( \hat{B} \), when applied to \( S^1 - \gamma \), is introduced to nullify the growth along the diagonal of \( \hat{S}^{1,-} \). Clearly \( H^p(S_T) \subset R(\hat{B}) \). With \( \gamma \in \rho(S^1) \), we have that \( S^1 - \gamma \) is a bijection from \( H^p(S_T) \) to \( L_2(S_T) \) by definition. Therefore, we define the operator \( \hat{A} \) whose symbol is \( \hat{B}(S^1 - \gamma) \), noting that \( H^p(S_T) \subset R(\hat{A}) \).

Now consider computing the matrix product of \( \hat{B} \) and \( (\hat{S}^{1,-}) \). Clearly this operator is the extension of \( \hat{A} \), and we will show that it is a bounded operator on \( l_2 \). Therefore, it must be the unique bounded extension of \( \hat{A} \) [18]. We refer to the extension of \( \hat{A} \) as \( \hat{\hat{A}} \) to economize on notation. Given that \( \delta_{nm} \) is the Kroenecker delta function, the terms of \( \hat{A} \) are then

\[
\hat{A}_{nm} = \begin{cases} 
\left(\frac{2\pi ni}{T}\right)^{-p} \left((\mu + \frac{2\pi n}{T})p - \gamma\right)\delta_{nm} + \sum_{k=0}^{p-1} \hat{f}_{k,n-m} k \left(\mu + \frac{2\pi n}{T}\right)^k & n \neq 0, \\
(\mu^p - \gamma)\delta_{0m} + \sum_{k=0}^{p-1} \hat{f}_{k,-m} k^{k-p} & n = 0.
\end{cases}
\]

See [9], equation 17, for an explicit derivation. Therefore, for \( n \neq 0 \),

\[
\hat{A}_{nn} = 1 + \frac{T}{2\pi} \left(p\mu - i\hat{f}_{p-1,0}\right) \frac{1}{n} + O\left(\frac{1}{n^2}\right),
\]

where \( \hat{f}_{k} \) are then \( \hat{A} \) as \( \hat{A} \) to economize on notation. Given that \( \delta_{nm} \) is the Kroenecker delta function, the terms of \( A \) are then

\[
\hat{A}_{nm} = \begin{cases} 
\left(\frac{2\pi ni}{T}\right)^{-p} \left((\mu + \frac{2\pi n}{T})p - \gamma\right)\delta_{nm} + \sum_{k=0}^{p-1} \hat{f}_{k,n-m} k \left(\mu + \frac{2\pi n}{T}\right)^k & n \neq 0, \\
(\mu^p - \gamma)\delta_{0m} + \sum_{k=0}^{p-1} \hat{f}_{k,-m} k^{k-p} & n = 0.
\end{cases}
\]

See [9], equation 17, for an explicit derivation. Therefore, for \( n \neq 0 \),

\[
\hat{A}_{nn} = 1 + \frac{T}{2\pi} \left(p\mu - i\hat{f}_{p-1,0}\right) \frac{1}{n} + O\left(\frac{1}{n^2}\right),
\]
which shows that

\[(49) \lim_{M \to \infty} \sum_{n=-M}^{M} \left( \hat{A}_{nn} - 1 \right) < \infty. \]

Likewise, we have also shown that

\[(50) \sum_{n=-\infty}^{\infty} |\hat{A}_{nn} - 1|^2 < \infty. \]

For \( n \neq m \) and \( n \neq 0 \), we have

\[(51) \left| \hat{A}_{nm} \right|^2 \leq \left( \sum_{k=0}^{p-1} |\hat{f}_{k,n-m}| \left( \mu + 2\pi n \frac{T}{|T|} \right)^k \right)^2 \leq \left( \sum_{k=0}^{p-1} |\hat{f}_{k,n-m}|^2 \right) \left( \sum_{k=0}^{p-1} \left( \mu + 2\pi n \frac{T}{|T|} \right)^{2k} \right), \]

while for \( n = 0 \) we have

\[(52) \left| \hat{A}_{0m} \right|^2 \leq \frac{\mu^{2p} - 1}{\mu^2 - 1} \sum_{k=0}^{p-1} |\hat{f}_{k,-m}|^2. \]

Therefore

\[(53) \sum_{m \neq n, |n| > 0} |\hat{A}_{nm}|^2 \leq \left( \sum_{|n| > 0} \sum_{k=0}^{p-1} \left( \frac{T}{2\pi n} \right)^{2p} \left( \mu + 2\pi n \frac{T}{|T|} \right)^{2k} \right) \left( \sum_{m=-\infty}^{\infty} \sum_{k=0}^{p-1} |\hat{f}_{k,m}|^2 \right). \]

The above shows that

\[(54) \sum_{n,m} |\hat{A}_{nm} - \delta_{nm}|^2 < \infty, \]

and therefore \( A - I \in \Omega \). Let \( K = A - I \), and so \( K \) is compact. It is then clear that \( A \in B(L_2(S_T)) \), and that \( A \) is Fredholm. Therefore the range of \( A \) is closed. We know \( H^p(S_T) \subset \text{R}(A) \), \( H^p(S_T) \) is dense in \( L_2(S_T) \), and so together these facts imply \( \text{R}(A) = L_2(S_T) \). Hence \( \dim(\ker(A^\dagger)) = 0 \), and \( i(A) = 0 \), so \( \dim(\ker(A)) = 0 \). Therefore \( A \) is a bounded bijection from \( L_2(S_T) \) to \( L_2(S_T) \), which means \( A \) has a bounded inverse by the Open Mapping Theorem.

Knowing that \( A \) has a bounded inverse and that \( A \in \Omega \), it follows from Theorem \( \text{3} \) that \( \text{det}_\Omega(A) \neq 0 \). We have

\[(55) \text{det}_\Omega(A) = \lim_{N \to \infty} \text{det} \left( I + P_N K P_N \right) = \lim_{N \to \infty} \text{det} \left( \hat{I}_N + \hat{K}_N \right), \]

and thus there exists a constant \( M_1 \) such that for \( N \geq M_1 \), \( \text{det} \left( \hat{I}_N + \hat{K}_N \right) \neq 0 \). Since \( P_N \hat{B} = \hat{B} P_N \),

\[(56) \hat{A}_N = \hat{B}_N (\hat{S}_N^1 - \gamma \hat{I}_N), \]
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which means that \( \hat{B}_N^T(\hat{S}_N^{1,\tau} - \gamma \hat{I}_N) \) has trivial kernel. Since \( \hat{B}_N \) has trivial kernel, we know that
\[
\ker \left( \hat{S}_N^{1,\tau} - \gamma \hat{I}_N \right) = \{0\},
\]
and therefore \( \gamma \in \rho(\hat{S}_N^{1,\tau} - \gamma \hat{I}_N) \) for \( N \geq M_\gamma \). \(\square\)

Given this theorem, we prove the following corollary.

**Corollary 8.** If \( \lambda_{N_j} \in \sigma(\hat{S}_N^{1,\tau}) \) and \( \lambda_{N_j} \to \gamma \), then \( \gamma \in \sigma(S^1) \).

**Proof.** Suppose in contradiction that \( \gamma \in \rho(S^1) \). Then, by Theorem 7 we know for some value \( M \) that \( \gamma \in \rho(\hat{S}_N^{1,\tau}) \) for \( N \geq M \). Then
\[
\left\| (\hat{S}_N^{1,\tau} - \gamma)^{-1} \right\|_2 = \left\| (\hat{B}_N^T(\hat{S}_N^{1,\tau} - \gamma))^{-1}\hat{B}_N \right\|_2 \\
\leq \left\| (\hat{B}_N^T(\hat{S}_N^{1,\tau} - \gamma))^{-1} \right\|_2 \left\| \hat{B}_N \right\|_2 \\
\leq \left\| (\hat{B}_N^T(\hat{S}_N^{1,\tau} - \gamma))^{-1} \right\|_2 \left\| \hat{B} \right\|_2.
\]

(58)

Following the notation in Theorem 7, \( \hat{B}_N^T(\hat{S}_N^{1,\tau} - \gamma) = \hat{I}_N + \hat{K}_N \). Likewise, per our convention, let \( \hat{K}_N \) denote the \( \ell_2 \) operator such that \( \hat{K}_N \) is the \((2N+1) \times (2N+1)\) truncation of \( \hat{K}_N \), and \( \hat{K}_N = \hat{P}_N \hat{K}_N \hat{P}_N = \hat{P}_N \hat{K} \hat{P}_N \). From Theorem 7 we know that \( K \) is compact, and therefore \( \hat{K}_N \) converges to \( K \) in the uniform operator topology. Clearly
\[
\left\| (\hat{I}_N + \hat{K}_N)^{-1} \right\|_2 \leq \left\| (\hat{I} + \hat{K})^{-1} \right\|_2,
\]
and we know that \( I + K \) has a bounded inverse. This implies that
\[
\left\| (\hat{I} + \hat{K})^{-1} \right\|_2 \leq \left\| (\hat{I} + \hat{K})^{-1} \right\|_2 \left\| (\hat{I} + (\hat{I} + \hat{K})^{-1}(\hat{K}_N - \hat{K}))^{-1} \right\|_2.
\]

(60)

Since \( \hat{K}_N \) converges uniformly to \( \hat{K} \), there exists \( L \) such that \( \left\| (\hat{I} + \hat{K})^{-1}(\hat{K}_N - \hat{K}) \right\| < 1/2 \) for \( N \geq L \), and therefore
\[
\left\| (\hat{I} + (\hat{I} + \hat{K}^{-1}(\hat{K}_N - \hat{K}))^{-1} \right\|_2 \leq 2.
\]

(61)

Finally, we know that
\[
\left\| (\hat{S}_N^{1,\tau} - \gamma)^{-1} \right\|_2 \geq \frac{1}{d(\gamma, \sigma(\hat{S}_N^{1,\tau}))},
\]
where
\[
d(\gamma, \sigma(\hat{S}_N^{1,\tau})) = \inf_{s \in \sigma(\hat{S}_N^{1,\tau})} |\gamma - s|.
\]

(63)

This implies that
\[
d(\gamma, \sigma(\hat{S}_N^{1,\tau})) \geq \frac{2}{\left\| B \right\|_2 \left\| (\hat{I} + \hat{K})^{-1} \right\|_2}
\]

(64)

for \( N \geq S \). Hence, if \( \gamma \in \rho(S^1) \), there can be no subsequence \( \lambda_{N_j} \in \sigma(\hat{S}_N^{1,\tau}) \) converging to \( \gamma \).

\(\square\)

Now we can prove the restricted no-spurious-mode condition.
Theorem 9. Let $D$ be some compact set in the complex plane, and let $\{\lambda_N\}_{N=1}^{\infty}$ be a sequence contained in $D$ with $\lambda_N \in \sigma(S_N^{1,\tau})$. Then for all $\epsilon > 0$, there exists some integer $M$ such that $\lambda_N$ is in an $\epsilon$-neighborhood of some value $\lambda \in D \cap \sigma(S^1)$ for $N \geq M$.

Proof. Suppose instead that there exists a subsequence $\lambda_{N_j}$ such that $d(\lambda_{N_j}, D \cap \sigma(S^1)) \geq \epsilon > 0$. However, since $D$ is compact, $\lambda_{N_j}$ must have a convergent subsequence, and this subsequence must converge to some element in $\sigma(S^1)$ by Corollary 8. Hence our original assumption cannot hold, and the theorem is proved. □

3.2. Proof of the second condition. We were able to prove the first condition under quite general assumptions. Specifically, it was not necessary to impose that $S^1$ was a selfadjoint operator. We are unable to prove the second condition without making this assumption. However, it should be noted that for non-selfadjoint operators, we have been unable to find numerical examples where the second condition appears not to hold.

Our proof relies on a number of results from [18]. To apply these, we need the following lemma.

Lemma 10. $P_N S^1 P_N$ converges strongly to $S^1$.

Proof. Let $\psi \in H^p(S^1)$. Then

$$
\left\| S^1\psi - P_N S^1 P_N \psi \right\|_2 \leq \left\| (I - P_N) S^1 \psi \right\|_2 + \left\| (I - P_N) S^1 \psi \right\|_2 \leq C \left\| (I - P_N) \psi \right\|_2.
$$

This must become arbitrarily small as $N \to \infty$. Therefore the lemma is proved. □

The results we need from [18] will now be stated for the sake of completeness. Proofs of the lemmas and theorem can be found in [18], pages 290-292.

Definition 11. For any linear operator $T$, if $\gamma \in \rho(T)$, the resolvent operator of $T$ is defined as

$$
R_\gamma(T) \equiv (T - \gamma)^{-1}.
$$

Lemma 12. If $T$ is a selfadjoint operator, then

$$
\left\| R_\gamma(T) \right\|_2 \leq \frac{1}{d(\gamma, \sigma(T))},
$$

where $d(\gamma, \sigma(T)) = \inf_{s \in \sigma(T)} |\gamma - s|$.

Lemma 13. If $T$ is selfadjoint and $\text{Im}(\gamma) \neq 0$, then

$$
\left\| R_\gamma(T) \right\|_2 \leq \frac{1}{|\text{Im}(\gamma)|}.
$$

Definition 14. Given a linear operator $T$ with domain $D(T)$, a core of $T$ is a subset $D \subset D(T)$ such that

$$
T|_D = T,
$$

where $T|_D$ is the smallest closed extension of $T|_D$. 
Our operator $S^1$ is closed over $H^p(S_T)$ [15]. Therefore $H^p(S_T)$ is a core for $S^1$. Likewise, each of the finite-rank operators $P_NS^1P_N$ is continuous, and consequently, closed on $H^p(S_T)$. This makes $H^p(S_T)$ a common core for $S^1$ and $P_NS^1P_N$. We can then use

**Lemma 15.** Let $P_NS^1P_N$ and $S^1$ be selfadjoint operators on a common core $D$. If $P_NS^1P_N$ converges strongly to $S^1$ on $D$, then $R_\gamma(P_NS^1P_N)$ converges strongly to $R_\gamma(S^1)$ if $\text{Im}(\gamma) \neq 0$.

Finally, given the above lemma, we use the following theorem.

**Theorem 16.** Let $P_NS^1P_N$ and $S^1$ be selfadjoint on a common core $D$. If $R_\gamma(P_NS^1P_N)$ converges strongly to $R_\gamma(S^1)$ for $\text{Im}(\gamma) \neq 0$, and if $a < b$ and $(a,b) \subset \rho(P_NS^1P_N)$ for $N$ sufficiently large, then $(a,b) \subset \rho(S^1)$.

**Proof.** See [18], page 290. \qed

Theorem 16 can be modified to accommodate subsequences, since the strong convergence of $P_NS^1P_N$ to $S^1$ also holds for subsequences. This lets us prove the second condition. Suppose the second condition were false. This implies that there exists $\lambda \in \sigma(S^1)$ such that

$$d(\lambda, \sigma(\hat{S}_N^1)) \geq \epsilon$$

for $j$ sufficiently large. Suppose further that $\lambda \neq 0$. This implies that the disc $B_\lambda(\epsilon) = \{z \in \mathbb{C} : |z - \lambda| < \epsilon\}$ is a subset of $\rho(\hat{S}_N^1)$, which implies that $B_\lambda(\epsilon) \subset \rho(P_NS^1P_N)$, where $\epsilon \leq \epsilon$. Therefore, by Theorem 16 $B_\lambda(\epsilon) \subset \rho(S^1)$. This is a contradiction, which implies the second condition for $\lambda \neq 0$. If $\lambda = 0$, we need only pick some $c \in \rho(S^1)$ and repeat our steps for $S^1 - c$.

4. Convergence of eigenfunctions

We assume in advance that the approximate eigenvalues, $\lambda_N \in \sigma(\hat{S}_N^1)$, converge to some $\lambda \in \sigma(S^1)$. Given $\lambda_N \in \sigma(\hat{S}_N^1)$, there exists a $(2N+1)$-dimensional vector $\hat{\phi}_N^*$ such that

$$\hat{S}_N^1\hat{\phi}_N^* = \lambda_N\hat{\phi}_N^*, \quad \|\hat{\phi}_N^*\|_2 = 1.$$  

We prove the following proposition.

**Theorem 17.** If $\lambda_N \in \sigma(\hat{S}_N^1)$ converges to $\lambda \in \sigma(S^1)$, then there exists a vector $\hat{\phi}$ such that a subsequence of $\hat{\phi}_N$ converges to $\hat{\phi}$ in $\|\cdot\|_2$ and $S^1\hat{\phi} = \lambda\hat{\phi}$.

**Proof.** We extend the vectors $\hat{\phi}_N$ to vectors $\hat{\phi}_N$ so that $\hat{P}_N\hat{\phi}_N = \hat{\phi}_N$. Given that $\|\hat{\phi}_N\|_2 = 1$, by Alaoglu’s theorem [14] there exists a vector $\hat{\phi}$ such that some subsequence of $\hat{\phi}_N$, denoted as $\hat{\phi}_N$, converges weakly to $\hat{\phi}$. Using the operator $B$ from the proof of Theorem 7 and noting that $B$ commutes with the projection operator $P_N$, we get

$$\lambda_N\hat{B}\hat{\phi}_N = \hat{B}\hat{P}_N\hat{S}_N^1\hat{P}_N\hat{\phi}_N = \hat{P}_N\hat{B}\hat{S}_N^1\hat{\phi}_N = \hat{P}_N(\hat{I} + \hat{K})\hat{\phi}_N = \hat{\phi}_N + \hat{P}_N\hat{K}\hat{\phi}_N.$$  

(72)
B is a compact operator since
\[
\left\| (\hat{B}\hat{P}_N - \hat{B})\hat{\psi} \right\|_2^2 \leq \sum_{|n| > N} \left( \frac{2\pi n}{T} \right)^{-2p} |\hat{\psi}_n|^2
\]
(73)
\[
\leq \left( \frac{2\pi N}{T} \right)^{-2p} \left\| \hat{\psi} \right\|_2^2.
\]
This implies that \( \left\| \hat{B}\hat{P}_N - \hat{B} \right\|_2 \leq \left( \frac{2\pi N}{T} \right)^{-p} \), and so B is a uniform limit of finite-rank operators and is therefore compact. B compact then implies that \( \hat{B}\hat{\phi}_N \to \hat{B}\hat{\phi} \).

Likewise, since K is compact, we have \( \hat{K}\hat{\phi}_N \to \hat{K}\hat{\phi} \), \( \hat{P}_N\hat{K} \to \hat{K} \) uniformly, and
\[
\left\| \hat{P}_N\hat{K}\hat{\phi}_N - \hat{K}\hat{\phi} \right\|_2 \leq \left\| \hat{K}\hat{\phi}_N - \hat{K}\hat{\phi} \right\|_2 + \left\| \hat{P}_N\hat{K} - \hat{K} \right\|_2 \left\| \hat{\phi} \right\|_2,
\]
(74)
which implies \( \hat{P}_N\hat{K}\hat{\phi}_N \to \hat{K}\hat{\phi} \). Therefore, we have
\[
\hat{\phi}_N \to \lambda\hat{B}\hat{\phi} - \hat{K}\hat{\phi}.
\]
Our weakly convergent sequence \( \hat{\phi}_N \) has been shown to converge strongly. This implies that
\[
\hat{\phi}_N \to \hat{\phi},
\]
and using (75),
\[
(\hat{I} + \hat{K})\hat{\phi} = \lambda\hat{B}\hat{\phi}.
\]

We still need to show that the function \( \phi \), corresponding to the symbol \( \hat{\phi} \), is in \( D \left( S^1 \right) \), and that it is an eigenfunction. There are two cases to consider. The first is \( \lambda \neq 0 \). This implies that \( S^1 \) is invertible, and we showed in Theorem 7 that the operator \( \hat{I} + \hat{K} \) is invertible. If \( \hat{I} + \hat{K} \) is invertible, then
\[
(\hat{I} + \hat{K})^{-1}(\hat{B}\hat{S^1}) = \hat{I},
\]
(78)
where \( \hat{B}\hat{S^1} \) denotes the extension of \( \hat{B}\hat{S^1} \). Likewise, if \( S^1 \) is invertible, then for \( \phi \in L_2(S_T) \) there must exist some \( \psi \in H^p(S_T) \), with symbol \( \hat{\psi} \), such that \( \hat{S^1}\hat{\psi} = \hat{\phi} \).

This implies that
\[
\hat{\phi} = \lambda(\hat{I} + \hat{K})^{-1}\hat{B}\hat{\phi} = \lambda(\hat{I} + \hat{K})^{-1}\hat{B}\hat{S^1}\hat{\psi} = \lambda(\hat{I} + \hat{K})^{-1}\hat{B}\hat{S^1}\hat{\psi} = \lambda\hat{\psi},
\]
(79)
and therefore \( \phi \) is an eigenfunction of \( S^1 \).

The second case to consider is \( \lambda = 0 \). In that case let \( c \in \rho \left( S^1 \right) \) so that the operator \( S^1 - c \) is invertible. Repeat the steps for the \( \lambda \neq 0 \) case.

If we assume that the eigenvalue \( \lambda \) is simple, then we see that every subsequence of \( \phi_N \) converges to some unit multiple of \( \phi \) since we claimed every sequence of approximate eigenvectors \( \phi_N \) has a convergent subsequence. We can then say, upon appropriate rescalings, that the sequence is convergent. The general problem for non-simple eigenvalues appears to be rather difficult, and we do not address it here.
5. Rate of convergence

Before proceeding, we need two technical lemmas. The first lemma is from [1], page 69. We include the proof for clarity.

Lemma 18. If $\phi \in C^\infty (S_T)$, then $|| (I - P_N) \phi ||_2 = O(N^{-p})$ for all integer values of $p > 0$.

Proof. Since $C^\infty (S_T) \subset H^p (S_T)$ for arbitrary $p$, we can write

$$
|| (I - P_N) \phi ||_2^2 = \sum_{|n| > N} |\hat{\phi}_n|^2
$$

$$
= \left( \frac{T}{2\pi N} \right)^{2p} \sum_{|n| > N} \left( \frac{2\pi N}{T} \right)^{2p} |\hat{\phi}_n|^2
$$

$$
\leq \left( \frac{T}{2\pi N} \right)^{2p} \sum_{|n| > N} \left( \frac{2\pi N}{T} \right)^{2p} |\hat{\phi}_n|^2
$$

$$
\leq \left( \frac{T}{2\pi N} \right)^{2p} || \phi ||^2_{2,p}.
$$

Therefore

$$
||(I - P_N) \phi ||_2 = O \left( N^{-p} \right), \ p > 0.
$$

The second lemma relies upon a restriction of the selfadjoint operator $S^1$ to the form

$$
S^1 = \partial_x^p + \sum_{k=1}^{p-1} c_k \partial_x^k + f(x),
$$

where the $c_i$ are constants. We denote the constant-coefficient differential operator as $D^\mu_p$. This restriction greatly simplifies our work since the operator $P_N$ commutes with $D^\mu_p$. We now prove our second technical lemma:

Lemma 19. If $\phi_N$ and $\phi$ are the approximate and true eigenfunctions, respectively, of the operator $D^\mu_p + f(x)$, then convergence in $|| \cdot ||_2$ implies convergence in $|| \cdot ||_{2,k}$ for all positive integers $k$.

Proof. We have $P_N S^1 \phi_N = D^\mu_p \phi_N + P_N f(x) \phi_N$. As shown in the previous section, if approximate eigenfunctions $\phi_N$ converge to $\phi$ in the $|| \cdot ||_2$ norm, then

$$
\lim_{N \to \infty} || P_N f(x) \phi_N - f(x) \phi ||_2 = 0.
$$

This implies that

$$
\lim_{N \to \infty} || D^\mu_p \phi_N - D^\mu_p \phi ||_2 = 0,
$$

which means that $\phi_N$ converges to $\phi$ in the graph norm associated with $S^1$, i.e.

$$
\lim_{N \to \infty} (|| \phi_N - \phi ||_2 + || S^1 \phi_N - S^1 \phi ||_2) = 0.
$$

The graph norm associated with the operator $S^1$ is equivalent to the $p^{th}$ Sobolev norm [15], which implies that

$$
\lim_{N \to \infty} || \phi_N - \phi ||_{2,p} = 0.
$$
Convergence in $||·||_{2,p}$ implies $\partial_x \phi_N \to \partial_x \phi$ in $||·||_2$, and thus $\partial_x (D_p^p \phi_N + f(x) \phi_N)$ converges to $\partial_x S^1 \phi$ in $||·||_2$. This implies that $\phi_N$ converges to $\phi$ in $||·||_{2,p+1}$. Proceeding this way, we see that $\phi_N$ converges to $\phi$ in $||·||_{2,k}$ for all integers $k > 0$. □

Finally, we need the following min-max theorem [11]:

**Theorem 20.** Suppose the selfadjoint operator $S^1$ has least eigenvalue $\lambda_0 > -\infty$. Then

$$\lambda_0 = \inf_{||\psi||_2 = 1} \langle S^1 \psi, \psi \rangle,$$

where $\psi$ is understood to be in the domain of $S^1$.

Using Theorem 20 and our technical lemmas, we prove the next theorem.

**Theorem 21.** Let $\lambda = \min \sigma(S^1) > -\infty$, $\lambda$ simple. Then there exists a sequence $\lambda_N \to \lambda$, $\lambda_N \in \sigma(S^1)$, $\lambda$ simple. Then there exists a sequence $\lambda_N \to \lambda$, $\lambda_N \in \sigma(S^1)$, $\lambda$ simple. Then there exists a sequence $\lambda_N \to \lambda$, $\lambda_N \in \sigma(S^1)$, and

$$|\lambda_N - \lambda| = O (N^{-q}) , \quad q \geq 1.$$

**Proof.** By Theorem 20 we have

$$\lambda = \inf_{||\psi||_2 = 1} \langle S^1 \psi, \psi \rangle.$$

Define the sequence $\{\lambda_N\}_{N=1}^\infty$ via

$$\lambda_N = \inf_{||\psi||_2 = 1} \langle \hat{S}^1 \hat{\psi}^\tau_N, \hat{\psi}^\tau_N \rangle,$$

where $\hat{\psi}^\tau_N \in C^{2N+1}$. Let $\hat{\psi}_N$ denote the extension of $\hat{\psi}_N$, i.e. $\hat{P}_N \hat{\psi}_N = \hat{\psi}_N$. We can equivalently define $\lambda_N$ as

$$\lambda_N = \inf_{||\psi||_2 = 1} \langle S^1 \psi_N, \psi_N \rangle.$$

This shows that $\lambda_N \geq \lambda_{N+1} \geq \cdots \geq \lambda$. Since the $\lambda_N$‘s are a monotone sequence, they must have a limit, say $\hat{\lambda}$. Suppose $\hat{\lambda} > \lambda$. Since we know that $\lambda \in \sigma(S^1)$ and that $S^1$ is selfadjoint, by our second condition for convergence, we know there exists a sequence $\gamma_N \in \sigma(S^1)$ such that $\gamma_N \to \lambda$. This implies for $N$ large enough that $\gamma_N < \hat{\lambda}$, but this would imply that $\gamma_N < \lambda_N$, which is impossible. Therefore $\hat{\lambda} = \lambda$ and $\lambda_N \to \lambda$.

Let $c > \lambda_1$, $c \neq 0$. We can alter our definition of $\lambda_N$ to

$$\lambda_N = \inf_{||\psi||_2 = 1} \left( \langle S^1 P_N \psi, P_N \psi \rangle + c \langle (I - P_N) \psi, \psi \rangle \right).$$

We introduce this alteration in order to take infimums over the same domain. Let each eigenvalue $\lambda_N$ have corresponding eigenvector $\phi_N$, and let $\lambda$ have eigenvector $\phi$. We showed in Section 4 that $\phi_N \to \phi$ in $||·||_2$, so we can restrict ourselves to the set

$$E_N = \{\phi_j\}_{j=N}.$$

Assume that $\lambda > 0$, which implies $\lambda_N > 0$. Consider the difference

$$\frac{1}{\lambda} - \frac{1}{\lambda_N} = \sup_{E_N} \frac{1}{\langle S^1 \psi, \psi \rangle} - \sup_{E_N} \frac{1}{\langle (S^1 P_N \psi, P_N \psi) + c \langle (I - P_N) \psi, \psi \rangle \rangle.}$$
We have
\[\langle S^1 \psi, \psi \rangle = \langle S^1 P_N \psi, P_N \psi \rangle + R_N(\psi),\]
and so
\[\frac{1}{\lambda} - \frac{1}{\lambda_N} \leq \frac{1}{\lambda \lambda_N E_N} \sup_{\psi} | - R_N(\psi) + c \langle (I - P_N)\psi, \psi \rangle | \]
for all \( \lambda > 0 \). Likewise we see that \( |R_N(\psi)| \leq \sup_{\psi} \langle |S^1\psi|_2^2 + |S^1\psi|_2 \rangle \langle (I - P_N)\psi|_2 \rangle \).

Given the result of Lemma 19 we bound \( \sup_{\psi} \langle |S^1\psi|_2^2 + |S^1\psi|_2 \rangle \) by some constant \( M \). Since \( E_N \) is closed, there must be some vector \( \phi_K \in E_N \) such that
\[\sup_{\psi} | - R_N(\psi) + c \langle (I - P_N)\psi, \psi \rangle | \leq (M + c) \langle (I - P_N)\phi_K|_2 \rangle .\]

Knowing that each \( \phi_K \) is smooth, Lemma 18 implies
\[\lambda_N - \lambda \leq (M + c) \left( \frac{T}{2 \pi N} \right)^q \langle |\phi_K|_2 \rangle .\]
for all \( q > 0 \). Lemma 19 shows that \( \langle |\phi_K|_2 \rangle \rightarrow \langle |\psi|_2 \rangle \). So, for a given \( \epsilon \), there must be some value \( L \) such that \( \langle |\phi_K|_2 \rangle \leq (1 + \epsilon) \langle |\psi|_2 \rangle \) for all \( K \geq L \). Hence, for \( N \geq L \), we have
\[\lambda_N - \lambda \leq (M + c)(1 + \epsilon) \left( \frac{T}{2 \pi N} \right)^q \langle |\psi|_2 \rangle .\]

In the case that \( \lambda \leq 0 \), pick \( \alpha \) such that \( \alpha + \lambda > 0 \). Likewise we see that
\[\alpha + \lambda = \sup_{\psi} \langle (S^1 + \alpha)\psi, \psi \rangle ,\]
\[\alpha + \lambda_N = \sup_{\psi} \langle (S^1 + \alpha)\psi, \psi \rangle .\]
Then we repeat our argument from above.

Note, in the case that \( \inf \sigma(S^1) = -\infty \), but \( \sup \sigma(S^1) < \infty \), we can apply the theorem just proved to the operator \(-S^1\).
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