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ABSTRACT. In this paper, the approximation properties of the prolate spheroidal wave functions of order zero (PSWFs) are studied, and a set of optimal error estimates are derived for the PSWF approximation of non-periodic functions in Sobolev spaces. These results serve as an indispensable tool for the analysis of PSWF spectral methods. A PSWF spectral-Galerkin method is proposed and analyzed for elliptic-type equations. Illustrative numerical results consistent with the theoretical analysis are also presented.

1. Introduction

The prolate spheroidal wave functions, originated from the context of separation of variables for the Helmholtz equation in spheroidal coordinates (see, e.g., [20, 12]), have been extensively used for a variety of physical and engineering applications, such as wave scattering, signal processing, and antenna theory (see, for instance, [3, 11, 17]). Most notably, a series of papers by Slepian et al. [25, 19, 26] and the recent works by Xiao and Rokhlin et al. [33, 32, 24, 22] have shown that the PSWFs are a natural and optimal apparatus for approximating bandlimited functions. Recently, there has been a growing interest in developing numerical methods using PSWFs as basis functions, which include in particular the PSWF wavelets [31, 30, 29] and the PSWF spectral/spectral-element methods [7, 8, 3, 10, 18, 17, 27].

Boyd [7] and Chen et al. [10] have demonstrated that spectral accuracy can be achieved when the PSWFs (with a suitable choice of the bandwidth parameter) are used to approximate non-periodic smooth functions on finite intervals, and the PSWF spectral methods enjoy modest advantages over their polynomial-based counterparts: (i) enable fewer points per wavelength to resolve waves; (ii) use quasi-uniformly distributed collocation points allowing for a larger time step in explicit time-marching schemes, and (iii) achieve a better resolution near the center of the computational domain. Moreover, Boyd [8, 7] showed that, by a straightforward basis and differentiation matrix swamping, the prolate element method, built on quasi-uniform meshes, promises to outperform the conventional Legendre spectral
element method. In addition, Moore et al. \cite{21} addressed that the PSWF series is potentially optimal over more conventional orthogonal expansions for discontinuous functions such as the square wave, among others. More interestingly, Kovvali et al. \cite{18} proposed a fast algorithm for performing matrix-vector multiplication involving prolate spectral differentiation and interpolation with an $O(N)$ complexity.

Although there is an increasing number of papers devoted to analytic properties and numerical evaluation of the PSWFs (see, e.g., \cite{33, 5, 6, 21, 22, 13, 34} and the references therein), the approximability of the PSWFs is studied in a limited number of papers. Some error analysis for approximation of bandlimited functions by PSWFs was carried out in the note \cite{24} (also see Xiao’s thesis \cite{32}). The first result on error estimates of the PSWF series expansions for non-periodic functions in Sobolev spaces was derived in Chen et al. \cite{10} and Boyd \cite{7} (refer to Theorem 3.2 below), which explicitly indicates the feasible choice of the bandwidth parameter for achieving a spectral accuracy. However, the order of convergence is somehow suboptimal, in particular for fixed bandwidth parameters, and the underlying analysis, which is essentially based on a delicate analysis of the decay properties of the coefficients in Legendre expansions of the PSWFs, is non-trivial to extend to estimates in higher-order Sobolev spaces. In this paper, we take a different approach, which leads to a set of optimal approximation results with a more concise analysis. These results serve as a main ingredient for the analysis of PSWF spectral methods. We also introduce a PSWF spectral-Galerkin method using a modal basis consisting of compact linear combinations of integration of PSWFs, which results in an effective PSWF Galerkin approximation to PDEs, and therefore provides a viable alternative to the PSWF collocation/pseudospectral method.

The rest of the paper is organized as follows. In the next section, we collect and extend some properties of the PSWFs to be used throughout the paper. In Section 3, we show that a super-geometric convergence can be attained when the PSWFs are used to approximate bandlimited functions. More importantly, we derive a set of PSWF approximation results in Sobolev spaces. In Section 4, we analyze and implement a PSWF spectral-Galerkin method for some model PDEs, and then provide some numerical results to confirm and support the theoretical analysis. The final section is for some concluding remarks and discussions.

We now introduce some notation to be used throughout the paper. Let $I := (-1, 1)$ and let $\omega$ be a generic weight function defined in $I$. The weighted Sobolev spaces $H^s_{\omega}(I)$ ($s = 0, 1, 2, \ldots$) can be defined as usual with inner products, norms and semi-norms denoted by $(\cdot, \cdot)_{s, \omega}$, $\| \cdot \|_{s, \omega}$ and $| \cdot |_{s, \omega}$, respectively. For real $s > 0$, $H^s_{\omega}(I)$ is defined by space interpolation as in \cite{1}. In particular, we have $L^2_{\omega}(I) = H^0_{\omega}(I)$, and we use $(\cdot, \cdot)_{\omega}$ and $\| \cdot \|_{\omega}$ to denote the $\omega$-weighted $L^2$-inner produce and norm, respectively. The subscript $\omega$ will be omitted from the notation in cases of $\omega = 1$.

We will use $\partial^k_x$ to denote the ordinary derivative $\frac{d^k}{dx^k}$, whenever no confusion may arise. We denote by $C$ a generic positive constant independent of any function, bandwidth parameter and discretization parameters. We use the expression $A \lesssim B$ to mean that there exists a generic positive constant $C$ such that $A \leq CB$.

### 2. Prolate spheroidal wave functions

In this section, we review and extend some relevant properties of the PSWFs, most of which can be founded in, e.g., \cite{20, 12, 25, 19, 26, 33}.
For any real number $c \geq 0$, the PSWFs of degree $n$, denoted by $\psi_n^c(x)$, are the eigenfunctions of the Sturm-Liouville equation
\begin{equation}
\partial_x \left( (1-x^2) \partial_x \psi_n^c \right) + \left( \chi_n^c - c^2 x^2 \right) \psi_n^c = 0, \quad x \in I := (-1, 1),
\end{equation}
with the corresponding eigenvalues $\chi_n^c$. Hence, the constant $c$ is called the bandwidth parameter. In particular, if $c = 0$, the PSWFs are reduced to the classical Legendre polynomials with the associated eigenvalues $\chi_n^0 = n(n+1)$. The PSWFs can be viewed as a generalization of the Legendre polynomials, but oscillate more uniformly as $c$ increases (cf. Boyd [7]). Indeed, the PSWFs share the following important properties with the Legendre polynomials.

**Lemma 2.1.** For any $c > 0$,
\begin{enumerate}
\item[(i)] $\{\psi_n^c(x)\}_{n=0}^{\infty}$ are all real, smooth and form a complete orthonormal system in $L^2(I)$, namely,
\begin{equation}
\int_{-1}^{1} \psi_n^c(x) \psi_m^c(x) dx = \delta_{mn},
\end{equation}
where $\delta_{mn}$ is the Kronecker symbol.
\item[(ii)] $\{\chi_n^c\}_{n=0}^{\infty}$ are all real, positive, simple and ordered as
\begin{equation}
0 < \chi_0^c < \chi_1^c < \cdots < \chi_n^c < \cdots.
\end{equation}
\item[(iii)] $\{\psi_n^c(x)\}_{n=0}^{\infty}$ with even $n$ are even functions of $x$, and those with odd $n$ are odd functions.
\item[(iv)] $\psi_n^c(x)$ has exactly $n$ real distinct roots in the interval $(-1, 1)$.
\end{enumerate}

Next, we have from Theorem 12 of Rokhlin and Xiao [22] that for any $c > 0$,
\begin{equation}
|\psi_n^c(1)| < \sqrt{n + \frac{1}{2}}, \quad \forall n \geq 0,
\end{equation}
and by Formula (11) of Shkolnisky et al. [24],
\begin{equation}
\max_{0 \leq j \leq n} \max_{|x| \leq 1} |\psi_j^c(x)| \leq 2\sqrt{n}, \quad \forall n \geq 1, \quad \forall c > 0.
\end{equation}

We now examine the behaviors of the eigenvalues $\{\chi_n^c\}$. The following estimate is found useful in the sequel (see Appendix A for the proof).

**Lemma 2.2.** For any $c > 0$,
\begin{equation}
n(n+1) < \chi_n^c < n(n+1) + c^2, \quad \forall n \geq 0.
\end{equation}

For large $n$, we deduce from Formula (64) of Rokhlin and Xiao [22] that
\begin{equation}
\chi_n^c = n(n+1) + \frac{c^2}{2} + \frac{c^2(4+c^2)}{32n^2} \left( 1 - \frac{1}{n} + O(n^{-2}) \right), \quad \forall n \gg 1.
\end{equation}

As a numerical illustration, we plot in Figure 1 the error $\log_{10}(|\chi_n^c - \tilde{\chi}_n^c|)$ with
\begin{equation}
\tilde{\chi}_n^c := n(n+1) + \frac{c^2}{2} + \frac{c^2(4+c^2)}{32n^2} (1 - n^{-1}), \quad \text{for various } n \text{ and } c \text{ (see the caption). It shows that } \tilde{\chi}_n^c \text{ provides a fairly reasonable approximation to } \chi_n^c \text{ for } n > c.
\end{equation}

For large $c$, the eigenvalues behave like (see, e.g., Formula (18) of Boyd [7])
\begin{equation}
\chi_n^c = c(2n+1) - \frac{n^2}{2} + n + \frac{3}{2} + O(c^{-1}), \quad \forall c \gg 1.
\end{equation}
It is remarkable that the PSWFs are also the eigenfunctions of the compact integral operator $F_c : L^2(I) \to L^2(I)$, defined by
\begin{equation}
F_c[\phi](x) = \int_{-1}^{1} e^{icxt} \phi(t) dt, \quad \forall x \in (-1, 1), \forall c > 0;
\end{equation}

namely,
\begin{equation}
i^n \lambda_n^c \psi_n^c(x) = \int_{-1}^{1} e^{icxt} \psi_n^c(t) dt, \quad \forall x \in (-1, 1).
\end{equation}

The corresponding eigenvalues $\{\lambda_n^c\}$ (modulo the factor $i^n$) are all real, positive, simple and can be ordered as
\begin{equation}
\lambda_0^c > \lambda_1^c > \cdots > \lambda_n^c > \cdots > 0, \quad \forall c > 0.
\end{equation}

One verifies readily that the PSWFs satisfy
\begin{equation}
\mu_n^c \psi_n^c(x) = \int_{-1}^{1} \frac{\sin(c(x-t))}{x-t} \psi_n^c(t) dt := Q_c[\psi_n^c](x) \quad \text{with} \quad \mu_n^c = \frac{c}{2} |\lambda_n^c|^2,
\end{equation}

and one also notices that $Q_c = \frac{c}{2} F_c^* \circ F_c$.

It is worthwhile to have a quantitative study of the eigenvalues $\{\lambda_n^c\}$ and $\{\mu_n^c\}$. An explicit expression for $\lambda_n^c$ in terms of $\psi_n^c(1)$ is given by Theorem 9 of Rokhlin and Xiao [22]:
\begin{equation}
\lambda_n^c = \frac{\sqrt{\pi} c^n(n!)^2}{(2n)!\Gamma(n+3/2)} \cdot \exp\left(\int_0^c \left( \frac{2(\psi_n^c(1))^2 - 1}{2\tau} - \frac{n}{\tau} \right) d\tau \right), \quad \forall c > 0.
\end{equation}

We deduce from (2.4) that the value of the integral within the exponential is negative, which implies that
\begin{equation}
\lambda_n^c < \frac{\sqrt{\pi} c^n(n!)^2}{(2n)!\Gamma(n+3/2)} := \nu_n^c, \quad \forall c > 0.
\end{equation}

\footnote{Notice that the eigenvalues $\lambda_n^c$ and $\nu_n^c$ belong to the same PSWF $\psi_n^c(x)$, and the coexistence of the ordering (2.3) and (2.11) was proved in Slepian and Pollak [25].}
We next show that $\lambda_n^c$ decays exponentially with respect to $n$, and we illustrate that the upper bound $\nu_n^c$ provides a good approximation to $\lambda_n^c$ for modest large $n$. Indeed, by Stirling’s formula:

$$\Gamma(x) = \sqrt{2\pi x^{x-1/2}}e^{-x}\left\{1 + \frac{1}{12x} + O(x^{-3})\right\}, \quad x \gg 1,$$

and the identity $\Gamma(n+1) = n!$, we have that for $n \gg 1$,

$$\lambda_n^c \sim \frac{1}{e} \sqrt{\frac{\pi ee}{4}} \left(n + \frac{1}{2}\right)^{-\frac{n}{2}} = \frac{1}{e} \sqrt{\frac{2\pi ee}{4}} \left(n + \frac{1}{2}\right)^{-\frac{n}{2}}.$$

Therefore, $\lambda_n^c$ decays super-geometrically as $n$ grows; namely,

$$\lambda_n^c \sim \exp\left(\tilde{n}(\kappa - \log \tilde{n})\right), \quad \kappa = \log \frac{ee}{4}, \quad \tilde{n} = n + \frac{1}{2} \gg 1.$$

The above result confirms in particular Conjecture 1 in Boyd [5]. We also notice that for all $c > 0$, $\sum_{n=0}^{\infty} (\lambda_n^c)^2 = 4$ (see Formula (143) of [33]).

To visualize the behavior of the eigenvalues $\{\lambda_n^c\}$, we plot in Figure 2 (left) the profiles of $\log_{10}(\lambda_n^c)$ with various $n \in (0, 100]$ and $c \in (0, 80]$, computed by the formulas (2.21)–(2.22) below. We see that the eigenvalues begin to decay (super-) geometrically, when $n > \frac{cc}{4} - \frac{1}{2}$. On the right of Figure 2 we depict the graphs of $\log_{10}(\lambda_n^c)$ against $\log_{10}(\nu_n^c)$ for $n \geq \frac{cc}{4} - \frac{1}{2}$ with $c = 20, 30, \ldots, 90$ (from bottom to top), where the vertical dotted lines indicate the position of the smallest integer greater than $\frac{cc}{4} - \frac{1}{2}$.
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**Figure 2.** Profiles of $\log_{10}(\lambda_n^c)$ for various $n$ and $c$ (left), and graph of $\log_{10}(\lambda_n^c)$ (marked by “o”) vs $\log_{10}(\nu_n^c)$ (marked by “+”) for various $n$ and $c = 20, 30, \ldots, 90$ (right).

So far, intensive work has been devoted to developing efficient methods for computing the PSWFs and their eigenvalues (see, e.g., [4] [29] [8] [13] [16]). A package of Matlab programs for manipulating PSWFs is also available (cf. Boyd [8]). Following Bouwkamp [1] (also see, e.g., [33]), we expand $\psi_n^c(x)$ in terms of normalized Legendre polynomials: $\psi_n^c(x) = \sum_{k=0}^{\infty} \beta_k^c \tilde{L}_k(x)$, and substitute the expansion into (2.1), which leads to the equivalent eigenproblem:

$$\left(A - \lambda_n^c \cdot 1\right)\tilde{\beta}^n = 0, \quad n = 0, 1, \ldots,$$

where $A$ is a matrix.
where \( \vec{\beta} = (\beta_0^n, \beta_1^n, \beta_2^n, \ldots)^t \in \mathbb{R}^2 \) and \( A \) is a symmetric five-diagonal matrix with three non-zero diagonals given by

\[
A_{k,k} = k(k+1) + \frac{2k(k+1) - 1}{(2k-1)(2k+3)} c^2,
\]

\[
A_{k,k+2} = A_{k+2,k} = \frac{(k+1)(k+2)}{(2k+3)\sqrt{(2k+1)(2k+5)}} c^2,
\]

for all \( k = 0, 1, 2, \ldots \). It is clear that the eigensystem (2.18) involves infinitely many unknowns, so a suitable truncation is needed. Boyd [8] suggested a safe and conservative cutoff number \( M = 2N + 30 \), which guarantees a very high degree of accuracy (close to machine zero) calculation of all the first \( N + 1 \) PSWFs \( \{ \psi_n^c \}_{n=0}^N \) and eigenvalues \( \{ \chi_n^c \}_{n=0}^N \) for all \( c \geq 0 \leq c^*_N = \frac{\pi}{2} (N + \frac{1}{2}) \).

Here, \( c^*_N \) is referred to as the “transition bandwidth” (the feasible \( c \) should be in the range (2.20) to ensure the approximability (see [7]).

We now describe an algorithm for computing the eigenvalues \( \{ \chi_n^c \} \) in (2.10). Taking \( x = 0 \) in (2.10) leads to

\[
i^n \chi_n^c \psi_n^c(0) = \int_{-1}^{1} \psi_n^c(t) dt.
\]

The parities of the PSWFs and the fact that \( \psi_n^c(x) \) has exactly \( n \) real roots in \((-1, 1)\) imply that \( \psi_n^c(0) \neq 0 \) for even \( n \), while \( \psi_n^c(0) = 0 \) for odd \( n \). Therefore, we have

\[
\chi_n^c = \frac{1}{i^n \chi_n^c \psi_n^c(0)} \int_{-1}^{1} \psi_n^c(t) dt = \frac{\sqrt{2} \beta_n}{i^n \chi_n^c \psi_n^c(0)}, \quad \text{for even } n,
\]

where we have used the fact that \( \int_{-1}^{1} \psi_n^c(t) dt = \int_{-1}^{1} \sum_{k=0}^{\infty} \beta_k^n \tilde{L}_k(t) dt = \sqrt{2} \beta_n^n \) in the last step. To calculate \( \chi_n^c \) with odd \( n \), we differentiate (2.10) with respect to \( x \) and then take \( x = 0 \), which gives

\[
\chi_n^c = \frac{c}{i^{n-1} \partial_x \psi_n^c(0)} \int_{-1}^{1} t \psi_n^c(t) dt = \frac{\sqrt{2}}{3} \frac{c \beta_1^n}{i^{n-1} \partial_x \psi_n^c(0)}, \quad \text{for odd } n.
\]

It should be pointed out that although the magnitude of \( \chi_n^c \) is exponentially small for large \( n \), its evaluation through (2.21)–(2.22) is stable since the values of \( |\psi_n^c(0)| \) (for even \( n \)) and \( |\partial_x \psi_n^c(0)| \) (for odd \( n \)) are bounded away from zero for all \( n \).

**Remark 1.** As a consequence of (2.21), we have \( |\beta_0^n| = \frac{1}{\sqrt{2}} \chi_n^c |\psi_n^c(0)| \). Hence, for even \( n \gg 1 \), we have from (2.5) and (2.17) that

\[
|\beta_0^n| \sim \sqrt{n} \exp(\tilde{n}(\kappa - \log \tilde{n})), \quad \kappa = \log \frac{ec^*}{4}, \quad \tilde{n} = n + \frac{1}{2}.
\]

For odd \( n \), we have from Stirling’s formula that

\[
|\tilde{L}'_n(0)| = \sqrt{\frac{2n+1}{2} \frac{(n+1)!}{2^n \left(\frac{n-1}{2}\right)! \left(\frac{n+3}{2}\right)!}} \sim n,
\]

and therefore, by Theorem 11 in [22], \( |\partial_x \psi_n^c(0)| \sim n \). Consequently, \( |\beta_0^n| \) shares the same asymptotic behavior with \( |\beta_0^n| \) as in (2.23). Notice that these estimates are more precise than those in Lemma A.2 of [10], which played an important role in the derivations of the main approximation result stated in Theorem 3.2.
3. APPROXIMATION BY PSWFs

A series of papers by Slepian et al. [25, 19, 26] and some recent works by Xiao and Rokhlin et al. [33, 32, 24, 22] have demonstrated that the PSWFs are an optimal tool for approximating bandlimited functions. Some error estimates were reported in [22, 32]. Firstly, we will show that a super-geometric convergence can be achieved for a PSWF series approximation of bandlimited functions. However, our main concerns are with the approximation of general non-periodic functions in Sobolev spaces.

Define the finite-dimensional space
\[ X_N = \text{span}\{\psi_k : 0 \leq k \leq N\}, \]
and denote by
\[ (\pi_N u)(x) = \sum_{k=0}^{N} \hat{u}_k \psi_k(x) \in X_N^c \quad \text{with} \quad \hat{u}_k = \int_{-1}^{1} u(x) \psi_k(x) dx, \]
the \( L^2 \)-orthogonal projection \( \pi_N : L^2(I) \rightarrow X_N \) satisfying
\[ (\pi_N u - u, v_N) = 0, \quad \forall v_N \in X_N. \]

**Theorem 3.1.** Let \( f(x) \) be a bandlimited function with a bandwidth \( c > 0 \), defined by
\[ f(x) = \int_{-1}^{1} e^{icxt} \phi(t) dt \quad \text{with} \quad \phi \in L^2(I), \]
and let \( f_N = \pi_N f = \sum_{k=0}^{N} \hat{f}_k \psi_k \). Then,
\[ \| f - f_N \| \leq \lambda_{N+1} \| \phi \| \lesssim \exp(\hat{N}(\kappa - \log \hat{N})) \| \phi \|, \]
where \( \kappa = \log \frac{c}{\pi} \) and \( \hat{N} = N + \frac{3}{2} \).

**Proof.** It is clear that by (2.10) and (3.4),
\[ \hat{f}_k = \int_{-1}^{1} f(x) \psi_k^c(x) dx = \int_{-1}^{1} \left[ \int_{-1}^{1} e^{icxt} \phi(t) dt \right] \psi_k^c(x) dx \]
\[ = \int_{-1}^{1} \left[ \int_{-1}^{1} e^{icxt} \psi_k^c(x) dx \right] \phi(t) dt = i^k \lambda_k^c \int_{-1}^{1} \psi_k^c(t) \phi(t) dt = i^k \lambda_k^c \hat{\phi}_k, \]
where \( \hat{\phi}_k \) is the \((k+1)\)th coefficient in the PSWF expansion of \( \phi \). Therefore, by the orthogonality condition (2.10), (2.11) and (3.6),
\[ \| f - f_N \|^2 = \sum_{k=N+1}^{\infty} \hat{f}_k^2 = \sum_{k=N+1}^{\infty} |\lambda_k^c|^2 |\hat{\phi}_k|^2 \leq |\lambda_{N+1}^c|^2 \| \phi \|^2. \]
Finally, the desired result follows from (2.17). \( \square \)

It is interesting to study the approximation of non-periodic functions by the PSWFs. The first result was derived in [10] as stated below, whose proof was based on a delicate analysis of the decay property of the coefficients \( \{\beta_k^c\} \) in (2.18).

**Theorem 3.2.** (Theorem 3.1 in [10].) Let \( u \in H^s(I) \) with \( s \geq 0 \) and write
\[ u(x) = \sum_{k=0}^{\infty} \hat{u}_k \psi_k^c(x) \quad \text{with} \quad \hat{u}_k = \int_{-1}^{1} u(x) \psi_k^c(x) dx. \]
Then, for
\[ q_N = \sqrt{c^2 \chi_N} < 1, \]
we have
\[ |\hat{u}_N| \leq C \left( N^{-\frac{3}{2}} \|u\|_{H^s(I)} + (q_N)^{\delta N} \|u\|_{L^2(I)} \right), \]
where $C$ and $\delta$ are positive constants independent of $u, N$ and $c$. Boyd \cite{7} stated a similar result with
\[ \rho_N = \frac{c}{c_N} < 1 \quad \text{with} \quad c_N^* = \frac{\pi}{2} \left( N + \frac{1}{2} \right), \]
in place of $q_N$.

Remark 2. We see that if $c$ satisfies (3.9) or (3.11), the spectral accuracy can be achieved for sufficiently smooth $u$. In practice, we oftentimes choose $c = O(N)$ so as to obtain quasi-uniform computational grids. We also point out that the estimate (3.10) is suboptimal in terms of the order $O(N^{-\frac{3}{2}})$ (which is expected to be $O(N^{-s})$ at least for a fixed bandwidth parameter $c$). As an example, we take $u(x) = e^{icx}$, and derive from (2.10), (2.21) and (2.16) (also refer to Theorem 3.1) that
\[ \hat{u}_N = i^N \lambda_N \psi_N(1) \Rightarrow |\hat{u}_N| \sim \exp(\tilde{N}(\kappa - \log \tilde{N})), \]
with $\kappa = \log \frac{\pi}{2}cN$ and $\tilde{N} = N + \frac{1}{2}$. Therefore, $|\hat{u}_N|$ decays super-geometrically, when $N > \frac{\pi}{2}c - \frac{1}{2}$. This behavior was also numerically confirmed by Figure 4 in Boyd \cite{7}. However, the estimate (3.10) only yields that $|\hat{u}_N| \leq C\left( N^{\frac{3}{2}} \right)^{\frac{3}{2}}$, so $|\hat{u}_N|$ decays exponentially when $N > c^{3/2}$. Hence, the estimate (3.10) is a little conservative.

In the sequel, we analyze the approximation properties of PSWFs using a different approach. For this purpose, we define the Sturm-Liouville operator associated with (2.1):
\[ D_c u = -\partial_x \left( (1 - x^2) \partial_x u \right) + c^2 x^2 u = -\left( 1 - x^2 \right) u'(x) + 2xu'(x) + c^2 x^2 u. \]
One verifies readily that $D_c$ is a compact, strictly positive and selfadjoint operator. Indeed, for any $u$ and $v$ in the domain of $D_c$, applying integration by parts leads to
\[ (D_c u, v) = (u, D_c v) = a_c(u, v); \quad (D_c u, u) = a_c(u, u) > 0, \quad \text{if} \ u \neq 0, \]
where the bilinear form
\[ a_c(\phi, \psi) = (\phi', \psi')_\omega + c^2 (x\phi, x\psi) \quad \text{with} \ \omega = 1 - x^2. \]
Since $D_c \psi_n^c = \chi_n^c \psi_n^c$, the following orthogonality follows from (3.14):
\[ a_c(\psi_n^c, \psi_m^c) = (D_c \psi_n^c, \psi_m^c) = \chi_n^c(\psi_n^c, \psi_m^c) = \chi_n^c \delta_{mn}. \]
To measure the truncation error $u - \pi_N^c u$, we introduce a Hilbert space associated with the Sturm-Liouville operator $D_c$ in (3.13). Since $D_c$ is a compact, symmetric and (strictly) positive selfadjoint operator, the fractional power $D_c^{1/2}$ is well defined, and the associated norms can be characterized by (see, e.g., Chapter II of [28]):
\[ \|D_c^{1/2} u\| = a_c(u, u) \Rightarrow \|D_c^{m+1/2} u\|^2 = a_c(D_c^m u, D_c^m u), \quad \forall m \in \mathbb{N}. \]
For any integer $r \geq 0$, we introduce the Hilbert space:

$$\tilde{H}_c^r(I) = \left\{ u \in L^2(I) : \|u\|_{\tilde{H}_c^r}^2 = \|D_c^{r/2}u\|^2 = (D_c^{r/2}u, D_c^{r/2}u) < \infty \right\},$$

while for real $r \geq 0$, $\tilde{H}_c^r(I)$ is defined by space interpolation as in [11]. Formally, we derive from the orthogonality (2.2) and (3.16) that for any $m \in \mathbb{N}$,

$$\|D_c^m u\|^2 = \sum_{k=0}^{\infty} (\chi_k^c)^{2m} |\hat{u}_k|^2, \quad \|D_c^{m+1/2} u\|^2 = a_c(D_c^m, D_c^m) = \sum_{k=0}^{\infty} (\chi_k^c)^{2m+1} |\hat{u}_k|^2.
$$

Therefore, the norm of the space $\tilde{H}_c^r(I)$ with real $r \geq 0$ can be characterized in the frequency space as

$$\|u\|_{\tilde{H}_c^r} = \|D_c^{r/2}u\| = \left( \sum_{k=0}^{\infty} (\chi_k^c)^r |\hat{u}_k|^2 \right)^{1/2}, \quad c > 0.
$$

An equivalent norm expressed in terms of derivatives of $u$ with explicit dependence on $c$ will be presented later.

The fundamental approximation result is stated below.

**Theorem 3.3.** For any $u \in \tilde{H}_c^r(I)$ with $r \geq 0$,

$$\|\pi_N u - u\| \leq (\chi_{N+1}^c)^{-\frac{r}{2}} \|u\|_{\tilde{H}_c^r} \leq N^{-r} \|u\|_{\tilde{H}_c^r};
$$

in general, for $0 \leq \mu \leq r$,

$$\|\pi_N^\mu u - u\|_{\tilde{H}_c^r} \leq (\chi_{N+1}^c)^{-\frac{\mu}{2}} \|\pi_N^\mu u - u\|_{\tilde{H}_c^r} \leq (\chi_{N+1}^c)^{-\frac{\mu}{2}} \|u\|_{\tilde{H}_c^r} \leq N^{-\mu} \|u\|_{\tilde{H}_c^r}.
$$

**Proof.** We first assume that $r = 2m$. Since $D_c \psi_n^c = \lambda_n^c \psi_n$, we derive from (3.14) that

$$\hat{u}_k = \int_{-1}^{1} u(x) \psi_k^c(x) dx = \frac{1}{(\chi_k^c)^m} \int_{-1}^{1} u(x) D_c^m \psi_k^c(x) dx = \frac{1}{(\chi_k^c)^m} \int_{-1}^{1} \psi_k^c(x) D_c^m u(x) dx = \frac{1}{(\chi_k^c)^m} (D_c^m u)_k,
$$

where $(D_c^m u)_k$ is the $(k+1)$th coefficient of the prolate spheroidal expansion of $D_c^m u$. Therefore, by (2.2), (2.3) and (3.23),

$$\|\pi_N^\mu u - u\|^2 = \sum_{k=N+1}^{\infty} |\hat{u}_k|^2 \leq \sum_{k=N+1}^{\infty} (\chi_k^c)^{-2m} |(D_c^m u)_k|^2 \leq \max_{k>N} \{ (\chi_k^c)^{-2m} \} \|D_c^m u\|^2 \leq (\chi_{N+1}^c)^{-2m} \|u\|^2_{\tilde{H}_c^{2m}},
$$

which, together with (3.20), yields (3.21) with $r = 2m$.

We now prove (3.21) with $r = 2m + 1$. By (2.3) and (3.20),

$$\|\pi_N^\mu u - u\|^2 = \sum_{k=N+1}^{\infty} |\hat{u}_k|^2 \leq \max_{k>N} \{ (\chi_k^c)^{-2m-1} \} \sum_{k=N+1}^{\infty} (\chi_k^c)^{2m+1} |\hat{u}_k|^2 \leq (\chi_{N+1}^c)^{-2m} \|D_c^m u, D_c^m u\| = (\chi_{N+1}^c)^{-2m} \|u\|^2_{\tilde{H}_c^{2m+1}}.
$$

The above two estimates, together with a space interpolation, lead to (3.21).
Next, by (3.23), (3.26) and (3.20), we have that for $0 \leq \mu \leq r$,

$$\|\pi_N u - u\|_{H^r_c}^2 = \sum_{k=N+1}^{\infty} (\chi_k^n)^\mu |\hat{u}_k|^2 \leq \max_{k \geq N} \left\{ (\chi_k^n)^{\mu-r} \right\} \sum_{k=N+1}^{\infty} (\chi_k^n)^r |\hat{u}_k|^2$$

$$= (\chi_{N+1}^n)^{\mu-r} \|\pi_N u - u\|_{H^r_c}^2 \leq (\chi_{N+1}^n)^{\mu-r} \sum_{k=0}^{\infty} (\chi_k^n)^r |\hat{u}_k|^2$$

$$= (\chi_{N+1}^n)^{\mu-r} \|u\|_{H^r_c}^2 \leq N^{2(\mu-r)} \|u\|_{H^r_c}^2.$$ 

This completes the proof. □

The norm in the upper bounds of the above estimates is expressed in the frequency space and implicitly depends on the bandwidth parameter $c$. To extract more explicit information from (3.21) and (3.22), it is necessary to express the norm in terms of derivatives of $u$ featured with an explicit dependence on $c$. Notice that setting $c = 0$ in Theorem 3.3 we recover the Legendre polynomial approximation (see [14]), and we are able to show that

$$\|u\|_{H^r_c}^2 \leq C \sum_{k=0}^{r} \int_{-1}^{1} |\partial_x^k u|^2 (1 - x^2)^k dx,$$

where $C$ is a positive constant independent of $u$. A natural question is whether such a sharp upper bound, with the weight functions varying with the order of the derivatives and with explicitly depending on the bandwidth parameter $c$, is also available for $c > 0$. That is,

$$\|u\|_{H^r_c}^2 \leq C \sum_{k=0}^{r} \int_{-1}^{1} c^{2(r-k)} |\partial_x^k u|^2 (1 - x^2)^k dx.$$

Indeed, one derives by using integration by parts that

$$\|u\|_{H^r_c}^2 = a_c(u, u) = \int_{-1}^{1} |\partial_x u|^2 (1 - x^2) dx + c^2 \int_{-1}^{1} x^2 u^2(x) dx, $$

$$\|u\|_{H^r_c}^2 = \|D_c u\|^2 = \int_{-1}^{1} |\partial_x^2 u|^2 (1 - x^2)^2 dx + 2 \int_{-1}^{1} (1 + c^2 x^2) |\partial_x u|^2 (1 - x^2) dx$$

$$+ c^2 \int_{-1}^{1} (c^2 x^4 + 6 x^2 - 2) |u|^2 dx,$$

$$\|u\|_{H^r_c}^2 = a_c(D_c u, D_c u) = \int_{-1}^{1} |\partial_x^3 u|^2 (1 - x^2)^3 dx + \int_{-1}^{1} (8 + 3 c^2 x^2) |\partial_x^2 u|^2 (1 - x^2)^2 dx$$

$$+ \int_{-1}^{1} P(x; c) |\partial_x u|^2 (1 - x^2) dx + c^2 \int_{-1}^{1} Q(x; c) |u|^2 dx,$$

where

$$P(x; c) = 3 c^4 x^4 + 34 c^2 x^2 - 8 c^2 + 4; \quad Q(x; c) = c^4 x^6 + 26 c^2 x^4 - 14 c^2 x^2 + 36 x^2 - 12.$$

However, the verification process appears to be very tedious and lengthy for general $r > 3$, although we believe (3.25) is still valid.
We next present a considerably rough upper bound for the norm \( \| \cdot \|_{\tilde{H}^r_c} \). Indeed, by the definition (3.13) and an induction,

\[
(3.27) \quad D_c^m u = \sum_{k=0}^{2m} (1 - x^2)^{(m-k)^+} c^{2[k/2]} p_j(x; c^{-2}) \partial_x^{2m-k} u,
\]

where \( (m-k)^+ = \max\{m-k, 0\} \), \([a]\) denotes the maximum integer \( \leq a \), and \( p_j(x; c^{-2}) \) are some generic polynomials of degree \( \leq 2m \) with coefficients involving \( c^{-2} \) with \( 0 \leq l \leq m \). Without loss of generality, we assume that the bandwidth is bounded away from zero, i.e., \( c \geq c_0 > 0 \) for some positive constant \( c_0 \). Thus, by (3.27) and (3.29),

\[
(3.28) \quad \| u \|_{\tilde{H}^r_c} = \| D_c^m u \| \leq C \sum_{k=0}^{2m} c^{2[k/2]} (1 - x^2)^{(m-k)^+} \partial_x^{2m-k} u,
\]

where \( C \) is a positive constant independent of \( c, u \) (but depends on \( c_0 \)). We now consider the case with \( r = 2m + 1 \). It is clear that

\[
(3.29) \quad \sqrt{1 - x^2} \partial_x D_c^m u = \sum_{k=0}^{2m+1} (1 - x^2)^{(m+1-k)^+} c^{2[(k-1)/2]} q_j(x; c^{-2}) \partial_x^{2m+1-k} u,
\]

where \( \{q_j(x; c^{-2})\} \) are generic (uniformly bounded) polynomials as \( \{p_j(x; c^{-2})\} \) as in (3.27). Hence, by the definitions (3.15) and (3.18),

\[
(3.30) \quad \| u \|_{\tilde{H}^r_{2m+1}} = \left( \int_{-1}^{1} |\partial_x D_c^m u|^2 (1 - x^2) dx + c^2 \int_{-1}^{1} x^2 |D_c^m u|^2 dx \right)^{1/2}
\]

\[
\leq \| (1 - x^2)^{m+1/2} \partial_x^{2m+1} u \| + C \sum_{k=1}^{2m+1} c^{2[(k-1)/2]+1/2} (1 - x^2)^{(m+1-k)^+} \partial_x^{2m+1-k} u.
\]

As a consequence of (3.28) and (3.30), the imbedding relation holds for the usual Sobolev space \( H^r(I) \subseteq \tilde{H}^r_c(I) \), and

\[
(3.31) \quad \| u \|_{\tilde{H}^r_c} \leq C(1 + c^2)^{r/2} \| u \|_{H^r}.
\]

We derived above some upper bounds of the norm of the space in (3.18) and Theorem 3.3 characterized by the Sturm-Liouville operator. It is important to notice that the powers of the bandwidth parameter \( c \) (and likewise for the weight function \( 1 - x^2 \)) for derivatives of different orders are different (cf. (3.28)–(3.30)), which turns out to be crucial for the convergence of PSWF expansions when we choose \( c = O(N) \).

Before further establishing some estimates in higher-order Sobolev spaces, we first numerically illustrate that the estimate in Theorem 3.3 is optimal. For this purpose, we consider the approximation of a function with finite regularity by the truncated PSWF series. Consider

\[
(3.32) \quad u(x) = (x - a)^{\alpha} e^{\sin \pi x} \quad \text{with} \quad a = 0, 1, \quad \text{and} \quad \alpha = 5/3.
\]

It is clear that \( u \in H^r(I) \) for any \( r < \alpha + \frac{1}{2} \). Theorem 3.2 implies that if \( c \) satisfies (3.3) or (3.11), then for \( a = 0 \) or 1,

\[
(3.33) \quad |\tilde{u}_{N+1}^c| \sim E_N^c := \| \pi_N^c u - u \| = O(N^{\frac{1}{2} - \frac{1}{2}(\alpha + \frac{1}{2})}), \quad \forall \varepsilon > 0.
\]
We now examine the estimate in Theorem 3.3. A direct calculation shows that $\mathcal{D}_c u = u_1 + c^2u_2$, where for $a = 0$, we have $u_1 \in H^{\alpha - \frac{1}{2} + \varepsilon}(I)$ and $u_2 \in H^{\alpha + \frac{1}{2} + \varepsilon}(I)$ with $r < \alpha + \frac{1}{2}$. Therefore, as in the proof of Theorem 3.3

$$\hat{u}_{N+1}^c = \int_{-1}^1 u \psi_{N+1}^c \, dx = \frac{1}{\lambda_{N+1}} \int_{-1}^1 \mathcal{D}_c u \psi_{N+1}^c \, dx = \frac{1}{\lambda_{N+1}} \int_{-1}^1 u_1 \psi_{N+1}^c \, dx + \frac{c^2}{(\lambda_{N+1})^2} \int_{-1}^1 \mathcal{D}_c u_2 \psi_{N+1}^c \, dx.$$  

(3.34)

We see that the error is dominated by the highest derivative term (where $c$ is not involved) even when $c^2 = O(\lambda_{N+1})$. This process can be continued if $u_2$ enjoys more regularity. Based on this observation, we conclude from Theorem 3.3 that for any $\varepsilon > 0$,

$$|\hat{u}_{N+1}^c| \sim E_N = \|\pi_N^c u - u\| = \begin{cases} O(N^{\varepsilon - (\alpha + \frac{1}{2})}), & \text{if } a = 0, \\ O(N^{\varepsilon - (2\alpha + 1)}), & \text{if } a = 1. \end{cases}$$  

(3.35)

![Figure 3. The errors $E_N^c$ of the PSWF approximation of (3.32) in the log-log scale. Left: $a = 1$; Right: $a = 0$.](image)

We notice that the order of convergence roughly should be the slope of the error $E_N^c$ against $N$ in the log-log scale. In Figure 3 (left), we plot the $L^2$-error $E_N^c$ in the log-log scale for $a = 1, N \in [32, 196]$ and $c = 0, N/2, N, 4N/e, \pi N/2$. We also calculate the slope (modulo the minus sign) of the error lines for $c = 0, N/2, N$, which approximately equals 4.33 and agrees with the predicted convergence order $2\alpha + 1 = \frac{14}{3} \approx 4.333$ in (3.32). We visualize from Figure 3 (left) that the PSWFs with smaller $c$ ($c = 0$ corresponds to the Legendre polynomials) give better approximations than those with large $c$, since the singularity of the derivative appears near the endpoint $x = 1$, and the points are denser near $x = \pm 1$ for small $c$. We also notice that as $c$ stretches its limit: $c = 4N/e, \pi N$ (cf. (3.17) and (3.18)), the accuracy deteriorates significantly.

In Figure 3 (right), we depict the errors for the PSWF approximation of (3.32) with $a = 0$ for $c = 0, N/2, N$. It indicates a convergence rate $O(N^{-2.142})$ consistent with the prediction in (3.33) (note: $\alpha + \frac{3}{2} = \frac{14}{3} \approx -2.167$). It is worthwhile to point out that the PSWF approximation with $c = N, N/2$ produces a better accuracy than that with smaller $c$. This is mainly because the PSWFs oscillate
more uniformly as $c$ increases, which thereby improves the resolution near the center $x = 0$.

We are now in a position to estimate the truncation error: $u - \pi_N^c u$ in higher-order Sobolev spaces.

**Theorem 3.4.** For any $v \in \tilde{H}_r^c (I)$,

\begin{equation}
\| \partial_x (\pi_N^c u - u) \|_\omega \leq (1 + cN^{-1}) N^{1-r} \|u\|_{\tilde{H}_r^c}, \quad r \geq 1,
\end{equation}

and

\begin{equation}
\| \partial_x^2 (\pi_N^c u - u) \|_{\omega^2} \leq (1 + cN^{-1} + c^2 N^{-2}) N^{2-r} \|u\|_{\tilde{H}_r^c}, \quad r \geq 2,
\end{equation}

where the weight functions $\omega = 1 - x^2$ and $\omega^2 = (1 - x^2)^2$.

**Proof.** By the first identity of (3.26) and Theorem 3.3,

\begin{equation*}
\| \partial_x (\pi_N^c u - u) \|_\omega \leq \| \pi_N^c u - u \|_{\tilde{H}_1} + c \| \pi_N^c u - u \| \leq (1 + cN^{-1}) N^{1-r} \|u\|_{\tilde{H}_r^c}.
\end{equation*}

This gives (3.36).

Similarly, by the second identity of (3.26),

\begin{equation*}
\| \partial_x^2 (\pi_N^c u - u) \|_{\omega^2} \leq \| \pi_N^c u - u \|_{\tilde{H}_2^c} + \sqrt{2(1 + c^2)} \| \partial_x (\pi_N^c u - u) \|_\omega + c \sqrt{4 + c^2} \| \pi_N^c u - u \|.
\end{equation*}

Thus, the result (3.37) follows from Theorem 3.3 and (3.36). \hfill \Box

**Remark 3.** The estimate $\| \partial_x^k (\pi_N^c u - u) \|_{\omega^k} = O(N^{k-r})$ for $r \geq k \geq 3$ can be derived in a similar fashion.

As a consequence of Theorem 3.4 we have the following suboptimal estimate in the $H^1$-norm.

**Corollary 3.1.** For any $u \in \tilde{H}_r^c (I)$ with $r \geq 2$,

\begin{equation}
\| \partial_x (\pi_N^c u - u) \| \leq (1 + cN^{-1} + c^2 N^{-2}) N^{2-r} \|u\|_{\tilde{H}_r^c}.
\end{equation}

**Proof.** We first recall an imbedding inequality (see Formula (13.5) in [2]):

\begin{equation}
\| \partial_x u \| \leq 2 \left( \| \partial_x^2 u \|_{\omega^2} + \| \partial_x u \|_{\omega} \right) \leq 2 \left( \| \partial_x^2 u \|_{\omega^2} + \| \partial_x u \|_{\omega} \right),
\end{equation}

which, together with Theorem 3.4 implies the desired result. \hfill \Box

We now estimate the truncation error $u - \pi_N^c u$ in the $L^\infty$-norm.

**Theorem 3.5.** For any $u \in \tilde{H}_r^c (I)$ with $r > 1$,

\begin{equation}
\| \pi_N^c u - u \|_{L^\infty} \leq \sqrt{\frac{2}{r-1}} N^{1-r} \|u\|_{\tilde{H}_r^c}.
\end{equation}

**Proof.** By (2.5), the Cauchy-Schwarz inequality and (3.20),

\begin{equation}
| (\pi_N^c u - u)(x) | \leq \sum_{k=N+1}^{\infty} | \hat{u}_k | \max_{|x| \leq 1} | \psi_k (x) | \leq \sum_{k=N+1}^{\infty} k | \hat{u}_k |
\end{equation}

\begin{align}
& \leq 2 \left( \sum_{k=N+1}^{\infty} k (\chi_k)^{-r} \right)^{\frac{1}{2}} \left( \sum_{k=N+1}^{\infty} (\chi_k)^r | \hat{u}_k |^2 \right)^{\frac{1}{2}} \\
& \leq 2 \left( \sum_{k=N+1}^{\infty} k (\chi_k)^{-r} \right)^{\frac{1}{2}} \| u \|_{\tilde{H}_r^c}.
\end{align}
Since \((\chi_k^{-1} < k^{-2})\) (cf. (2.6)), we obtain that
\[
\sum_{k=N+1}^{\infty} k(\chi_k^{-1})^{r-1} \leq \sum_{k=N+1}^{\infty} k^{1-2r} \leq \int_{N+1}^{\infty} x^{1-2r} dx \leq \frac{1}{2(r-1)} N^{2-2r}.
\]
Plugging this into (3.41) yields the desired result.

As the conclusion of this section, we derive two inverse inequalities, which are useful for the analysis of non-linear problems.

**Theorem 3.6.** For any \(\phi \in X_N^c\),
\[
\|\phi\|_{H^r_c} \leq \left(\chi_N^{-1}\right)^r \|\phi\| \leq (N + c + 1)^r \|\phi\|, \quad \forall r \geq 0;
\]
in particular, we have
\[
\|\partial_x \phi\|_{\omega} \leq (N + 2c + 1)\|\phi\|,
\]
\[
\|\partial_x^2 \phi\|_{\omega^2} \leq (N^2 + (3c + 1)N + 3(c + 1)^2)\|\phi\|,
\]
where the weight functions \(\omega = 1 - x^2\) and \(\omega^2 = (1 - x^2)^2\).

**Proof.** For any \(\phi \in X_N^c\), we write
\[
\phi(x) = \sum_{k=0}^{N} \hat{\phi}_k \psi_c(x) \quad \text{with} \quad \hat{\phi}_k = \int_{-1}^{1} \phi(x) \psi_c(x) dx.
\]
It is clear that by (3.19), (2.3) and Lemma 2.2,
\[
\|\phi\|_{H^r_c}^2 = \sum_{k=0}^{N} (\chi_k^{-1})^r |\hat{\phi}_k|^2 \leq \left(\chi_N^{-1}\right)^r \|\phi\|^2 \leq (N(N + 1) + c^2)^r \|\phi\|^2,
\]
which implies (3.42).

Next, by the first identity of (3.26) and (3.42) with \(r = 1\),
\[
\|\partial_x \phi\|_{\omega} \leq \|\phi\|_{H^1_c} + c\|\phi\| \leq (N + 2c + 1)\|\phi\|.
\]
Similarly, by the second identity of (3.42), (3.26) and (3.44),
\[
\|\partial_x^2 \phi\|_{\omega^2} \leq \|\phi\|_{H^2_c} + c\|\partial_x \phi\|_{\omega} + c^2\|\phi\| \leq (N^2 + (3c + 1)N + 3(c + 1)^2)\|\phi\|.
\]
This ends the proof.

In summary, we have presented a set of PSWF approximation results in Sobolev spaces, which not only demonstrate the feasibility of using the PSWFs to approximate non-periodic functions on finite intervals, but also serve as a fundamental tool for the analysis of PSWF spectral methods for PDEs.

4. PSWF Spectral Methods

As the PSWFs continue to enjoy applications in signal processing, wave scattering and a variety of engineering fields, there has been a growing recent interest in developing methods using the PSWFs as basis functions, which include in particular the PSWF collocation/pseudospectral methods and spectral-element methods. The main advantages of the PSWF approach over the polynomial-based counterpart are addressed in [7, 10, 3, 17]. In this section, we first briefly introduce the PSWF pseudospectral method, and then propose and analyze a PSWF spectral-Galerkin scheme for elliptic-type PDEs. We also provide some illustrative numerical results to support our analysis.
4.1. **PSWF quadrature and interpolation.** In practice, two types of quadrature rules are used. The first one is a direct extension of the Legendre-Gauss-Lobatto rule, where the quadrature points \( \{ \xi_{N,j}^c \}_{j=0}^N \) are the roots of 
\[
(1 - x^2) \partial_x \psi_c^N(x),
\]
and the corresponding weights \( \{ \rho_{N,j}^c \}_{j=0}^N \) are determined by
\[
\int_{-1}^1 \psi_n(x)dx = \sum_{j=0}^N \psi_n(\xi_{N,j}^c)\rho_{N,j}^c, \quad n = 0, 1, \ldots, N.
\]
The second rule uses the quadrature points and weights \( \{ \zeta_{N,j}^c, \sigma_{N,j}^c \}_{j=0}^N \) (with \( \zeta_{N,0}^c = -1 \) and \( \zeta_{N,N}^c = 1 \)), determined by
\[
\int_{-1}^1 \psi_n(x)dx = \sum_{j=0}^N \psi_n(\zeta_{N,j}^c)\sigma_{N,j}^c, \quad n = 0, 1, \ldots, 2N - 1.
\]
The Matlab programs for computing the points and weights associated with these two formulas can be found in [8]. For convenience, we denote by \( \{ x_j^c, \omega_j^c \}_{j=0}^N \) one of the above sets of points and weights. Let \( X_N^c \) be the finite-dimensional space defined in (3.1). The Lagrange-like PSWF basis \( \{ h_j^c \}_{j=0}^N \) is defined by
\[
h_j^c(x) = \sum_{k=0}^N \alpha_k^j \psi_k(x) \in X_N^c, \quad j = 0, 1, \ldots, N,
\]
where the coefficients \( \{ \alpha_k^j \} \) are uniquely determined by \( h_j^c(x_i^c) = \delta_{ij}, \ 0 \leq i, j \leq N \).
Hence, for any \( u \in X_N^c \), we have that
\[
u(x) = \sum_{j=0}^N u(x_j^c)h_j^c(x).
\]
Equipped with the nodal basis and the associated quadrature rule, the PSWF collocation and pseudospectral methods can be built up and implemented essentially in the same fashion as the Legendre or Chebyshev methods (see, e.g., [9, 15]).

4.2. **PSWF spectral-Galerkin methods.** Next, we propose a viable PSWF spectral-Galerkin method. To fix the main idea, we focus on the analysis of a one-dimensional model equation, and we present some numerical results for a two-dimensional problem later on.

Now consider
\[
-\nu''(x) + \gamma \nu(x) = f(x), \quad \text{in } I = (-1, 1), \quad u(\pm 1) = 0,
\]
where \( \gamma \geq 0 \) and \( f \) is a given function. We now introduce a modal basis for \( H_0^1(I) := \{ u \in H^1(I) : u(\pm 1) = 0 \} \) using compact combinations of integration of PSWFs. Define
\[
\Phi_j^c(x) = a_j \Psi_j^c(x) + b_j \Psi_{j+2}^c(x), \quad j \geq 0,
\]
where
\[
\Psi_j^c(x) = \int_{-1}^x \psi_j^c(t)dt, \quad j \geq 0.
\]
and the coefficients \( \{a_j,b_j\} \) are chosen such that \( a_j = 1 \) and \( b_j = 0 \) for odd \( j \), and for even \( j \),

\[
(4.7) \quad a_j = \frac{\Psi^c_{j+2}(1)}{\sqrt{[\Psi^c_j(1)]^2 + [\Psi^c_{j+2}(1)]^2}}, \quad b_j = -\frac{\Psi^c_j(1)}{\sqrt{[\Psi^c_j(1)]^2 + [\Psi^c_{j+2}(1)]^2}}.
\]

Since \( \Psi^c_j(-1) = 0 \) for all \( j \) and \( \Psi^c_j(1) = 0 \) for odd \( j \), we have \( \Phi^c_j(\pm 1) = 0 \) for all \( j \geq 0 \).

**Remark 4.** This basis can be viewed as an extension of the compact combinations of the Legendre polynomials used in, e.g., [23].

Define the finite-dimensional approximation space

\[
(4.8) \quad Y^c_N = \text{span}\{\Phi^c_0, \Phi^c_1, \ldots, \Phi^c_{N-2}\}.
\]

The PSWF spectral-Galerkin approximation of (4.5) is to find \( u_N \in Y^c_N \) such that

\[
(4.9) \quad (u_N, v_N) + \gamma(u_N, v_N) = (f, v_N), \quad \forall v_N \in Y^c_N.
\]

One verifies readily from the Lax-Milgram lemma that this problem admits a unique solution \( u_N \in Y^c_N \) if \( f \in L^2(I) \).

### 4.2.1. Error analysis.

Using a standard argument for the analysis of Galerkin methods leads to

\[
(4.10) \quad \|u - u_N\|_1 \leq \inf_{v_N \in Y^c_N} \|u - v_N\|_1.
\]

Hence, to analyze the error, we have to study the approximation property of the modal basis defined in (4.6). For any \( u \in H^1_0(I) \), we write

\[
(4.11) \quad u(x) = \sum_{n=0}^{\infty} \tilde{u}_n \Phi^c_n(x) = \sum_{n=0}^{N-2} (a_n \tilde{u}_n + b_n \tilde{u}_{n-2}) \Phi^c_n(x),
\]

where we assume that \( \tilde{u}_{-2} = \tilde{u}_{-1} = 0 \). Since \( |a_n|, |b_n| \leq 1 \), we have from [32] (that is true for \( r \geq 1 \),

\[
(4.12) \quad \|\partial_x u\|_{H^r_c} = \left( \sum_{n=0}^{\infty} (\chi^c_n)^{(r-1)} |a_n \tilde{u}_n + b_n \tilde{u}_{n-2}|^2 \right)^{\frac{1}{2}} \\
\quad \leq \left( \sum_{n=0}^{\infty} (\chi^c_n)^{(r-1)} (|\tilde{u}_n|^2 + |\tilde{u}_{n-2}|^2) \right)^{\frac{1}{2}} \leq \sqrt{2} \left( \sum_{n=0}^{\infty} (\chi^c_n)^{(r-1)} |\tilde{u}_n|^2 \right)^{\frac{1}{2}}.
\]

For \( r \geq 1 \), we define the space

\[
(4.13) \quad \tilde{H}^r_c(I) := \left\{ u \in H^1_0(I) : \partial_x u \in \tilde{H}^{r-1}_c(I) \text{ and } \|u\|_{\tilde{H}^r_c} = \left( \sum_{n=0}^{\infty} (\chi^c_n)^{(r-1)} |\tilde{u}_n|^2 \right)^{\frac{1}{2}} < \infty \right\}.
\]

Let \( (\pi^1_N u)(x) = \sum_{n=0}^{N-2} \tilde{u}_n \Phi^c_n(x) \). The truncation error is characterized by the following theorem.

**Theorem 4.1.** For any \( u \in \tilde{H}^r_c(I) \) with \( r \geq 1 \), we have

\[
(4.14) \quad \|\partial_x (u - \pi^1_N u)\| \leq \sqrt{2} (\chi^c_{N-1})^{(1-r)/2} \|u\|_{\tilde{H}^r_c} \lesssim N^{1-r} \|u\|_{\tilde{H}^r_c}.
\]
Proof. It is clear that
\begin{equation}
\partial_x (u - \pi_N^1 u) = \sum_{n=N-1}^\infty \hat{u}_n \Phi_n^c = a_{N-1} \hat{u}_{N-1} \psi_{N-1}^c + a_N \hat{u}_N \psi_N^c + \sum_{n=N+1}^\infty (a_n \hat{u}_n + b_{n-2} \hat{u}_{n-2}) \psi_n^c.
\end{equation}
(4.15)
Hence, by the orthogonality 222 and the fact $|a_n|, |b_n| \leq 1$,
\begin{align*}
\|\partial_x (u - \pi_N^1 u)\|^2 & = |a_{N-1} \hat{u}_{N-1}|^2 + |a_N \hat{u}_N|^2 + \sum_{n=N+1}^\infty |a_n \hat{u}_n + b_{n-2} \hat{u}_{n-2}|^2 \\
& \leq 2 \sum_{n=N-1}^\infty |\hat{u}_n|^2 \leq 2(\chi_{N-1})^{r-1} \sum_{n=N-1}^\infty (\chi_n^c)^{1-r} |\hat{u}_n|^2 \overset{\text{(2.6)}}{\leq} 2(\chi_{N-1})^{1-r} \|u\|^2_{\tilde{H}^r}.
\end{align*}
This ends the proof. \hfill \Box

As a consequence of (4.10) and Theorem 4.1 we obtain the convergence of the PSWF spectral-Galerkin approximation.

**Corollary 4.1.** Let $u$ and $u_N$ be the solutions of (4.9) and (4.19), respectively. If $u \in \tilde{H}^r(I)$ with $r \geq 1$, then
\begin{equation}
\|u - u_N\| \lesssim N^{1-r} \|u\|_{\tilde{H}^r}.
\end{equation}
(4.16)

Proof. Using the Poincaré inequality:
\begin{equation}
\|u\| \lesssim \|\partial_x u\|, \quad \forall u \in H^1_0(I),
\end{equation}
we derive from (4.10) and Theorem 4.1 that
\begin{equation}
\|u - u_N\| \leq \|\pi_N^1 u - u\| \lesssim \|\partial_x (\pi_N^1 u - u)\| \lesssim N^{1-r} \|u\|_{\tilde{H}^r}.
\end{equation}
This completes the proof. \hfill \Box

4.2.2. **Numerical results.** We next briefly describe the implementation of the proposed PSWF spectral-Galerkin method and present some illustrative numerical results.

Let us first examine the matrix of the system (4.9) under the basis (4.6). By (2.2) and (4.6),
\begin{equation}
(\partial_x \Phi^c_j, \partial_x \Phi^c_i) = \begin{cases} 
1 & \text{if } j = i, \\
a_j b_i & \text{if } j = i + 2, \\
a_i b_j & \text{if } j = i - 2, \\
0 & \text{otherwise}. 
\end{cases}
\end{equation}
(4.17)
We see that the stiffness matrix $S_c = (s_{ij})$ is symmetric and pentagonal with three non-zero diagonals, while the mass matrix $M_c = (m_{ij}^c)$ with $m_{ij}^c = (\Phi^c_j, \Phi^c_i)$ is a full matrix with half zero entries: $m_{ij} = 0$ if $i + j$ is odd. Let $u_c = (\tilde{u}_0, \ldots, \tilde{u}_{N-2})^t$ and $f_c = (f_0, \ldots, f_{N-2})^t$ with $f_i = (f, \Phi^c_i)$, then the matrix form of (4.9) is
\begin{equation}
(S_c + \gamma M_c) u_c = f_c.
\end{equation}
(4.18)
In the following test, we consider \(4.5\) with \(\gamma = 1\) and the exact solution:
\[ u(x) = \sin(20\pi x). \]
Since the solution is infinitely smooth, the theoretical analysis predicts that if \(c < N\), the error is expected to decay exponentially. We plot in Figure 4 the log_{10} \(L^2\)-error against \(N \in [8, 96]\) for various \(c = 0, 20\pi, N/2, 2N/3, N, 4N/e, \pi N/2\). It indicates that the PSWF approximation with \(c = 20\pi\) provides the best result (cf. Theorem 3.1), and a more rapid convergence is observed for \(c = \alpha N\) as \(\alpha\) increases from 0 to 1. However, the accuracy deteriorates for \(c > N\). We also see that the PSWFs with a suitable bandwidth parameter \(c\) produce a better result than the Legendre approximation.

![Figure 4](image-url)  
**Figure 4.** log_{10}(L^2-error) against \(N\) for various \(c = 0, 20\pi, N/2, 2N/3, N, 4N/e, \pi N/2\).

We now apply the PSWF spectral-Galerkin method to the Poisson equation
\[
-\Delta u = f, \quad \text{in } \Omega = (-1, 1)^2, \quad u|_{\partial \Omega} = 0,
\]
and seek the numerical solution \(u_N(x, y) = \sum_{k=0}^{N-2} \sum_{l=0}^{N-2} \tilde{u}_{kl} \Phi_k(x) \Phi_l(y)\) such that
\[
(\nabla u_N, \nabla v_N) = (f, v_N), \quad \forall v_N \in Y_N^c \times Y_N^c.
\]
It is equivalent to solving the system
\[
S_c U c = M_c U c = F_c,
\]
where the matrices \(U = (\tilde{u}_{kl})\) and \(F_c = (f_{ij}^c)\) with \(f_{ij}^c = (f, \Phi_i^c \Phi_j^c)\). We test the scheme with an exact solution \(u(x, y) = \sin(4\pi x) \sin(3\pi y) \exp(xy)\). In Figure 5 (left), we plot the numerical solution \(u_{48}(x, y)\) versus the exact solution \(u(x, y)\), which are indistinguishable. We depict in Figure 5 (right) the log_{10} of the maximum pointwise errors (marked by circles) and \(L^2\)-errors (marked by squares) against \(N\) for \(c = 0, N/2\) and \(N\). We observe a convergence behavior similar to the one-dimensional case. In general, \(c = N/2\) gives a good approximation, which was also suggested by [10] for the PSWF pseudospectral method.

5. Concluding remarks

The spheroidal wave functions of order zero have been proven to be an optimal tool for approximating bandlimited functions. In the mean time, as a generalization of the classical Legendre polynomials, the PSWF grids, with a suitable choice of the intrinsic bandwidth parameter \(c = O(N)\), are more uniformly spaced than the Legendre points. As a result, the PSWF collocation/pseudospectral methods enjoy some remarkable advantages over the polynomial-based counterparts. Although...
there is a growing interest in developing PSWF-based methods, their approximation properties have only been studied to a limited degree. We presented in this paper a set of optimal approximation results on the PSWF expansions of non-periodic functions in Sobolev spaces with norms characterized by the associated Sturm-Liouville operator. We also derived some upper bounds for these norms featured with an explicit dependence on \( c \). These results are very similar to those for the Legendre expansions, and they are basic ingredients for the analysis of PSWF approximations to PDEs. We proposed a PSWF spectral-Galerkin method using a modal basis consisting of compact linear combinations of integration of the PSWFs, which provides a viable alternative to the PSWF pseudospectral/collocation methods. We also presented some illustrative numerical results and provided some useful guidelines for the choice of the bandwidth parameter.

**Appendix A. Proof of Lemma 2.2**

Differentiating the equation (2.1) with respect to \( c \) yields

\[
\partial_x((1 - x^2)\partial_x\psi_n^c) + (\chi_n^c - c^2 x^2)\partial_x\psi_n^c = (2cx^2 - \partial_x\chi_n^c)\psi_n^c.
\]

Multiplying the above equation by \( \psi_n^c \), and integrating the resulting equation over \((-1, 1)\), we derive from the orthogonality (2.2) and integration by parts that

\[
2c \int_{-1}^{1} x^2[\psi_n^c(x)]^2 dx - \frac{\partial \chi_n^c}{\partial c} = \int_{-1}^{1} \left[ \partial_x((1 - x^2)\partial_x\psi_n^c) + (\chi_n^c - c^2 x^2)\partial_x\psi_n^c \right] \psi_n^c dx
\]

\[
= \int_{-1}^{1} \partial_x\psi_n^c \left[ \partial_x((1 - x^2)\partial_x\psi_n^c) + (\chi_n^c - c^2 x^2)\psi_n^c \right] dx
\]

\[
= 0.
\]

Thus,

\[
0 < \frac{\partial \chi_n^c}{\partial c} = 2c \int_{-1}^{1} x^2[\psi_n^c(x)]^2 dx < 2c \quad \Rightarrow \quad 0 < \chi_n^c - \chi_0^c < c^2.
\]

Since \( \chi_n^0 = n(n + 1) \), the desired result follows.
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