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Abstract. Spectral approximations on the triangle by orthogonal polynomials are studied in this paper. Optimal error estimates in weighted semi-norms for both the $L^2$- and $H^1_0$-orthogonal polynomial projections are established by using the generalized Koornwinder polynomials and the properties of the Sturm-Liouville operator on the triangle. These results are then applied to derive error estimates for the spectral-Galerkin method for second- and fourth-order equations on the triangle. The generalized Koornwinder polynomials and approximation results developed in this paper will be useful for many other applications involving spectral and spectral-element approximations in triangular domains.

1. Introduction

Polynomial approximations on the triangle play an important role for the spectral-element methods and the $hp$ finite-element methods in complex geometries [19, 7, 24, 23, 16, 15, 14]. Optimal error estimates for polynomial approximations were first established for Jacobi polynomials in one dimension [4, 9, 18, 11], and extended to multi-dimensional rectangular domains by a standard tensor product argument. However, only limited efforts have been devoted to establishing analogous results on triangular domains. Braess and Schwab [5] derived sharp error estimates for the orthogonal approximations on a simplex in the norm defined by a second-order self-adjoint differential operator under barycentric coordinates, but their results do not imply the standard $H^k$-error estimates ($k = 1, 2$), which are pivotal to the numerical analysis of spectral methods for PDEs. Schwab [21] (see also Canuto et al. [6]) derived error estimates in the usual Sobolev space by padding the triangle into a rectangle and using the standard approximation results. On the other hand, Guo and Wang [13] obtained some polynomial approximation results on the triangle in non-uniformly Jacobi-weighted Sobolev spaces by using the warped product based on the one-dimensional Jacobi approximations. However, their results are derived under a rather restrictive condition on the numbers of modes.
used in each direction. We should add that a fully tensorial spectral method using rational functions has been developed in [22].

The purpose of this paper is to establish optimal error estimates in weighted semi-norms for both the $L^2$– and $H^1$–norms for polynomial approximations on the triangle

(1.1) \[ T = \{ (x, y) : 0 < x, y, x + y < 1 \}. \]

These estimates share the same essential characteristics with the one-dimensional Jacobi approximation results and are directly applicable to spectral methods for partial differential equations on the triangle.

As in the one-dimensional case, properties of orthogonal polynomials on the triangle play important roles in their analysis and applications. There exist several families of classical orthogonal polynomials on the triangle $T$, among which the monomial basis [25, 10], Appell polynomials [3, 2] and Koornwinder polynomials [17] are particularly interesting. The monomial basis and Appell polynomials are bi-orthogonal to each other [8], while the Koornwinder polynomials are fully orthogonal, and its simplest family, the so-called Dubiner polynomials [7] have been used frequently in spectral-element methods (cf. [16]).

We point out that, similar to the classical Jacobi polynomials, which are defined for indices $\alpha, \beta > -1$, the classical orthogonal polynomials on the triangle are defined for a set of triple real numbers $\alpha_1, \alpha_2, \alpha_3 > -1$. Recently, Guo, Shen and Wang [11, 12] introduced generalized Jacobi polynomials for indices $\alpha \leq -1$ and/or $\beta \leq -1$. The use of generalized Jacobi polynomials not only simplifies the numerical analysis for the spectral approximations of differential equations, but also leads to very efficient numerical algorithms with well-conditioned linear systems. Therefore, we shall introduce a similar generalization to the orthogonal polynomials on the triangle.

It is also worthy to note that any families of orthogonal polynomials on the triangle are eigenfunctions of a second-order Sturm-Liouville operator, and it is well known that for a selfadjoint and positive definite differential operator, the eigen-functions associated with different eigenvalues are mutually orthogonal. Inspired by this fact, Owens [20] constructed a Sturm-Liouville operator on $T$ which possesses distinct eigenvalues, and then derived a family of orthogonal polynomials in [20]. More importantly, the use of the Sturm-Liouville operator usually leads to a direct and simple way to establish optimal approximation results in the norm induced by the Sturm-Liouville operator.

Therefore, we shall combine in this paper the two approaches: the Sturm-Liouville operator and generalized orthogonal polynomials. We shall first extend the Koornwinder polynomials (extension of the Jacobi polynomials to the triangle $T$) to negative integer indices, and then we construct an arbitrarily high-order Sturm-Liouville differential operator for orthogonal polynomials defined on $T$. Using this operator, we define non-uniformly Jacobi-weighted Sobolev spaces and derive optimal error estimates for $L^2$– and $H^1_0$–orthogonal approximations. These results can be directly used in numerical analysis and algorithm design of spectral methods for partial differential equations on the triangle.

The remainder of the paper is organized as follows. In [2] we recall the definition and basic approximation results for the generalized Jacobi polynomials, and then we introduce the Koornwinder polynomials and define the generalized Koornwinder polynomials on the triangle. The main approximation results are proved in [3, 1]. As
examples of applications, we provide in [3] the error estimates and implementation details for the spectral-Galerkin approximation to the second-order and the fourth-order partial differential equations. We present some illustrative numerical results in [5].

2. Koornwinder and generalized Koornwinder polynomials on the triangle

In this section, we recall the definition of Koornwinder polynomials which are the extension of the Jacobi polynomials on the triangle and form an orthogonal basis in weighted Sobolev space. We then extend the definition of Koornwinder polynomials to indices with negative integers.

2.1. Notation and conventions. We describe below some notation and conventions which will be used throughout the paper.

Let \( \varpi \) be a generic positive weight function on a bounded domain \( \Omega \), which is not necessary to be \( L^1(\Omega) \). Denote by \((u, v)_{\varpi, \Omega} := \int_{\Omega} uv \varpi d\Omega \) the inner product of \( L^2_{\varpi}(\Omega) \) whose norm is denoted by \( \| \cdot \|_{\varpi, \Omega} \). We use \( H^m_{\varpi}(\Omega) \) and \( H^m_{0,\varpi}(\Omega) \) to denote the usual weighted Sobolev spaces, whose norm and semi-norms are denoted by \( \|u\|_{m,\varpi, \Omega} \) and \( |u|_{m,\varpi, \Omega} \), respectively. In cases where no confusion would arise, \( \varpi \) (if \( \varpi \equiv 1 \)) and \( \Omega \) (if \( \Omega = T \)) may be dropped from the notation.

Let \( T \) be the reference triangle defined by (1.1). For any \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \in \mathbb{R}^3 \), we introduce the following multi-index notation:

\[
\alpha := \alpha_1 + \alpha_2 + \alpha_3, \quad \alpha^* := (\alpha_1 + \alpha_2 + \alpha_3, \alpha_1 + \alpha_2),
\]

and denote

\[
\chi^{\alpha} := \chi^{\alpha}(x, y) = x^{\alpha_1} y^{\alpha_2} (1 - x - y)^{\alpha_3}.
\]

We define the weighted inner product and the corresponding \( L^2_{\chi^{\alpha}} \)-norm by

\[
(u, v)_{\chi^{\alpha}} = \iint_T uv \chi^{\alpha} dx dy, \quad \|u\|_{\chi^{\alpha}} = \sqrt{(u, u)_{\chi^{\alpha}}}.
\]

Let \( \mathbb{Z}^+ \), \( \mathbb{N}_0 \) and \( \mathbb{Z}^- \) be the collections of the positive integers, the non-negative integers and the negative integers, respectively. We introduce the index sets

\[
\mathbb{R}_+ = (-1, \infty), \quad \mathbb{R}_- = \mathbb{Z}^-, \quad \mathbb{R} = \mathbb{R}_- \cup \mathbb{R}_+.
\]

For any \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \in \mathbb{R}^3 \), we define

\[
\hat{\alpha}_i = \begin{cases} \alpha_i, & \alpha_i \in \mathbb{R}_-, \\ 0, & \alpha_i \in \mathbb{R}_+ \end{cases}, \quad \hat{\alpha} = (\hat{\alpha}_1, \hat{\alpha}_2, \hat{\alpha}_3).
\]

For convenience, we abbreviate the partial differential operators \( \partial_x \) and \( \partial_y \) to \( \partial_x \) and \( \partial_y \), respectively. For \( n = (n_1, n_2, n_3) \in \mathbb{N}_0^3 \), we define the differential operator

\[
D^n = \partial_x^{n_1} \partial_y^{n_2} (\partial_x - \partial_y)^{n_3}.
\]

Different from the standard two-dimensional differential operators, we have introduced the third directional derivative \( \partial_x - \partial_y \) in the definition of \( D^n \) since this direction is parallel to the hypotenuse and plays as important a role as the other two directions (x- and y-directions).

We denote by \( c \) a generic positive constant independent of any function and of any discretization parameters. We use the expression \( A \lesssim B \) to mean that \( A \leq cB \).
Let $\mathbb{P}_N(\Omega)$ be the collection of all the algebraic polynomials on $\Omega$ with total degree no greater than $N$, i.e.,
\begin{equation}
\mathbb{P}_N = \mathbb{P}_N(T) = \{x^k y^l : k, l \in \mathbb{N}_0, k + l \leq N\}.
\end{equation}

**Definition 2.1.** We shall say that $q \in \mathbb{P}_N$ is an orthogonal polynomial of degree $N$ with respect to $(\cdot, \cdot)_{\chi_\alpha}$ if
\[(q, p)_{\chi_\alpha} = 0, \quad \forall p \in \mathbb{P}_{N-1},\]
and denote it by $q \in \mathbb{P}_N^{\alpha}$. 

2.2. Jacobi and generalized Jacobi polynomials. The classical Jacobi polynomials $J_{n}^{\alpha_1, \alpha_2}(\zeta)$, $\alpha \geq 0$ with $\alpha_1, \alpha_2 > -1$ are mutually orthogonal with respect to the Jacobi weight function $\omega^{\alpha_1, \alpha_2}(\zeta) := (1 - \zeta)^{\alpha_1}(1 + \zeta)^{\alpha_2}$ on $I = (-1, 1)$,
\begin{equation}
\int_{-1}^{1} J_{n}^{\alpha_1, \alpha_2}(\zeta) J_{m}^{\alpha_1, \alpha_2}(\zeta) \omega^{\alpha_1, \alpha_2}(\zeta) d\zeta = h_{n}^{\alpha_1, \alpha_2} \delta_{m,n}, \quad n, m \geq 0,
\end{equation}
where $\delta_{m,n}$ is the Kronecker delta, and
\begin{equation}
h_{n}^{\alpha_1, \alpha_2} := \left\| J_{n}^{\alpha_1, \alpha_2} \right\|_{\omega^{\alpha_1, \alpha_2}, I}^2 = \frac{2^{\alpha_1 + \alpha_2 + 1} \Gamma(n + \alpha_1 + 1) \Gamma(n + \alpha_2 + 1)}{(2n + \alpha_1 + \alpha_2 + 1) \Gamma(n + 1) \Gamma(n + \alpha_1 + \alpha_2 + 1)}.
\end{equation}

The classical Jacobi polynomials were originally defined for $\alpha_1, \alpha_2 > -1$. Recently Guo, Shen and Wang [11] extended the definition of Jacobi polynomials to allow $\alpha_1$ and/or $\alpha_2$ to be negative integers. The generalized Jacobi polynomials with negative indices not only simplify the numerical analysis for the spectral approximations of differential equations, but also lead to very efficient numerical algorithms [11, 22]. We recall that, given $(\alpha_1, \alpha_2) \in \mathbb{N}^2 \setminus \mathbb{Z}_+$, the generalized Jacobi polynomials (still denoted by $J_{n}^{\alpha_1, \alpha_2}$) for $n \geq n_0 := \hat{a}_1 + \hat{a}_2$ can be defined as follows:
\begin{equation}
J_{n}^{\alpha_1, \alpha_2}(\zeta) = \begin{cases}
\left(\frac{\zeta + 1}{2}\right)^{-\alpha_1} \left(\frac{\zeta - 1}{2}\right)^{-\alpha_2} J_{n+\hat{a}_1, \hat{a}_2}^{\alpha_1, \alpha_2}(\zeta), & \alpha_1 \in \mathbb{R}_+, \alpha_2 \in \mathbb{R}_+,
\frac{\Gamma(n+\alpha_1+1) \Gamma(n+\alpha_2+1)}{\Gamma(n+1) \Gamma(n+\alpha_1+\alpha_2+1)} \left(\frac{\zeta + 1}{\zeta - 1}\right)^{-\alpha_1} J_{n+\hat{a}_1, \hat{a}_2}^{\alpha_1, \alpha_2}(\zeta), & \alpha_1 \in \mathbb{R}_-, \alpha_2 \in \mathbb{R}_+,
\frac{\Gamma(n+\alpha_1+1) \Gamma(n+\alpha_2+1)}{\Gamma(n+1) \Gamma(n+\alpha_1+\alpha_2+1)} \left(\frac{\zeta + 1}{\zeta - 1}\right)^{-\alpha_2} J_{n+\hat{a}_1, \hat{a}_2}^{\alpha_1, \alpha_2}(\zeta), & \alpha_1 \in \mathbb{R}_+, \alpha_2 \in \mathbb{R}_-,
\end{cases}
\end{equation}

It can be readily checked that (2.8) still holds for any $m, n \geq n_0$. We also point out that the generalized Jacobi polynomials defined by (2.10) satisfy most essential recurrence relations of the classic Jacobi polynomials (cf. [22] and Appendix A).

We now define the orthogonal projection $\pi_{N}^{\alpha_1, \alpha_2} : L_{\omega^{\alpha_1, \alpha_2}}^2(I) \rightarrow \mathbb{P}_N(I) \cap L_{\omega^{\alpha_1, \alpha_2}}^2(I)$ by
\begin{equation}
(\pi_{N}^{\alpha_1, \alpha_2} u - u, v)_{\omega^{\alpha_1, \alpha_2}, I} = 0, \quad \forall v \in \mathbb{P}_N(I) \cap L_{\omega^{\alpha_1, \alpha_2}}^2(I).
\end{equation}

Note that for $\alpha_1, \alpha_2 > -1$, we have $\mathbb{P}_N(I) \cap L_{\omega^{\alpha_1, \alpha_2}}^2(I) = \mathbb{P}_N(I)$, while for $\alpha_1$ and/or $\alpha_2$ being negative integers, certain boundary conditions are involved for any function $v \in \mathbb{P}_N(I) \cap L_{\omega^{\alpha_1, \alpha_2}}^2(I)$. For instance, $\mathbb{P}_N(I) \cap L_{\omega^{-1, -1}}^2(I) = \mathbb{P}_N(I) \cap H_0^1(I)$. 
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We introduce the Jacobi-weighted Sobolev space $B_{\alpha_1,\alpha_2}(I)$,

\[ B_{\alpha_1,\alpha_2}(I) := \left\{ u : u \text{ is measurable on } I \text{ and } \|u\|_{B_{\alpha_1,\alpha_2}(I)} < \infty \right\}, \]

\[ \|u\|_{B_{\alpha_1,\alpha_2}(I)} = \left( \sum_{k=0}^{\infty} \|\partial^k u\|_\omega^{\alpha_1 + k, \alpha_2 + k} \right)^{\frac{1}{2}}. \]

Then the following theorem is a direct extension of the same result for $\alpha_1, \alpha_2 \in \mathbb{N}_+$. 

**Theorem 2.1** (cf. [11]). Let $\alpha_1, \alpha_2 \in \mathbb{R}$. Then for any $u \in B_{\alpha_1,\alpha_2}(I)$ and $0 \leq l \leq \varrho \leq N$,

\[ \left\| \pi_{N}^{\alpha_1,\alpha_2} u \right\|_{B_{\alpha_1,\alpha_2}(I)} \lesssim N^{l-e} \|\partial_{\varrho}^{l} u\|_\omega^{\alpha_1 + e, \alpha_2 + e}. \]

We shall introduce below the generalized orthogonal polynomials on the triangle and derive corresponding approximation results on the triangle similar to the above theorem.

### 2.3. Koornwinder and generalized Koornwinder polynomials

Consider the following one-to-one transformation from the reference square $Q = (-1, 1)^2$ onto the triangle $T$,

\[ x = \frac{1 - \xi - \eta}{2}, \quad y = \frac{1 + \xi - \eta}{2} \]

with the inverse transform

\[ \zeta = \frac{y - x}{y + x}, \quad \eta = 1 - 2x - 2y. \]

This collapsed transformation maps polynomials in $T$ to polynomials in $Q$.

We would like to point out that the transform (2.13) can be related to the one used in [7, 16] by a rotation

\[ (x, y, 1 - x - y) \rightarrow (y, 1 - x - y, x). \]

The transform (2.13) collapses the edge: $\eta = 1, -1 < \xi < 1$, of the rectangle $Q$ into the vertex $(0, 0)$ instead of $(0, 1)$. Thus, the formulas under the transform (2.13) are more symmetric with respect to the variables $x$ and $y$.

For $\alpha \in \mathbb{N}_+^2$, Koornwinder polynomials are two-variable analogues of Jacobi polynomials defined through the collapsed transformation (2.13),

\[ J_l^{\alpha}(x, y) = J_l^{\alpha_1,\alpha_2}(\xi) \left( \frac{1 - \eta}{2} \right)^{l_1} J_l^{2\alpha_1 + \alpha_2 + 1, \alpha_3}(\eta) \]

\[ = (y + x)^{l_1} J_l^{\alpha_1,\alpha_2}(\frac{y - x}{y + x}) J_l^{2\alpha_1 + \alpha_2 + 1, \alpha_3}(1 - 2x - 2y), \quad l \in \mathbb{N}_0^2. \]

By (2.13) and (2.9), we get that

\[ \int \int_T J_l^{\alpha}(x, y) J_k^{\beta}(x, y) \chi^\alpha dx dy = \frac{1}{4} \int \int_Q \left( \frac{1 - \xi}{2} \right)^{\alpha_1} \left( \frac{1 + \xi}{2} \right)^{\alpha_2} \left( \frac{1 - \eta}{2} \right)^{l_1 + k_2 + \alpha_1 + \alpha_2 + 1} \]

\[ \times \left( \frac{1 + \eta}{2} \right)^{\alpha_3} J_l^{\alpha_1,\alpha_2}(\xi) J_k^{\alpha_1,\alpha_2}(\xi) J_l^{2\alpha_1 + \alpha_2 + 1, \alpha_3}(\eta) J_k^{2\alpha_1 + \alpha_2 + 1, \alpha_3}(\eta) d\xi d\eta \]

\[ = \gamma_l^\alpha \delta_{l,k}, \quad l, k \in \mathbb{N}_0^2. \]
where
\[ \gamma_i^\alpha = \frac{\Gamma(l_1 + \alpha_1 + 1)\Gamma(l_1 + \alpha_2 + 1)\Gamma(l_2 + \alpha_3 + 1)\Gamma(|l| + l_1 + \alpha_3 + \alpha_2 + 2)}{\Gamma(l_1 + 1)\Gamma(l_2 + 1)\Gamma(l_1 + \alpha_1 + \alpha_2 + 1)\Gamma(|l| + l_1 + |\alpha| + 2)} \times \frac{1}{(2l_1 + \alpha_1 + \alpha_2 + 1)(2|l| + |\alpha| + 2)}. \]

These orthogonal polynomials have been used in developing spectral-element methods for complex geometry; e.g., the basis functions used in \[7, 16\] become simply maps \( P_{1626} \) and \( H. LI AND J. SHEN \).

**Lemma 3.1.** Let \( \alpha \in \mathbb{N}^3 \setminus \mathbb{N}_+^3 \). Then we shall give an optimal error estimate in Jacobi-weighted Sobolev spaces. For this purpose, we consider the eigenproblem of a selfadjoint partial differential equation for both the classic and the generalized orthogonal polynomials. We define \( J_0^0,0,0 \) through another affine transform from \( T \) to \( T \).

Since the generalized Jacobi polynomials \( J_l^{\alpha_1,\alpha_2} \) are well defined for \( \alpha_1 \) and \( \alpha_2 \) to be negative integers, we can still use \( \text{(2.15)} \) to define the generalized Koornwinder polynomials \( J_l^\alpha \). More precisely, for any \( \alpha \in \mathbb{N}^3 \setminus \mathbb{N}_+^3 \), by using the definition of the generalized Jacobi polynomials, we define
\[
(2.17)
J_l^\alpha(x, y) = (y + x)^{l_1} J_{l_1}^{\alpha_1, \alpha_2} \left( \frac{y - x}{y + x} \right) J_{l_2}^{2l_1 + \alpha_1 + \alpha_2 + 1, \alpha_3} (1 - 2x - 2y)
= (y + x)^{l_1 - \alpha_1 - \alpha_2} J_{l_1}^{\alpha_1 + 2\alpha_2 + \alpha_3} \left( \frac{y - x}{y + x} \right) J_{l_2 - \alpha_3}^{2l_1 + \alpha_1 + \alpha_2 + 2\alpha_3} (1 - 2x - 2y)
\times x^{\alpha_1} y^{\alpha_2} (1 - x - y)^{\alpha_3}
= c \chi^{\alpha}(x, y) J_{l_1}^{\alpha_1 + 2\alpha_2 + \alpha_3} J_{l_2 - \alpha_3} \chi(x, y).
\]

Hence, \( J_l^\alpha \) is well defined for \( l \in \mathbb{N}_0^3 \) with \( l_1 \geq \alpha_1 + \alpha_2 \) and \( l_2 \geq \alpha_3 \), and it can be checked that \( \{ J_l^\alpha \}_{l_1 \geq \alpha_1 + \alpha_2, l_2 \geq \alpha_3} \) are mutually orthogonal in \( L_\alpha^2(T) \) and form a complete basis for \( L_\alpha^2(T) \).

**3. Polynomial approximations on the triangle.**

In this section, we study the orthogonal polynomial approximations on the triangle \( T \). For this purpose, we consider the eigenproblem of a selfadjoint partial differential equation for both the classic and the generalized orthogonal polynomials. Then we shall give an optimal error estimate in Jacobi-weighted Sobolev spaces.

**3.1. Sturm-Liouville operator for classical orthogonal polynomials.**

**Lemma 3.1.** Let \( \alpha \in \mathbb{N}_+^3 \) and \( n \in \mathbb{N}_0^3 \). Then, the differential operator
\[
(-1)^{|n|} \chi^{-\alpha} D^n \chi^{\alpha} + D^n \ chi^{-\alpha} (n^* \text{ and } D^n \ chi^{-\alpha} \text{ are defined in (2.1) and (2.6)})
\]
is selfadjoint and positive definite with respect to the inner product \((\cdot, \cdot)_{\chi^\alpha}\). It maps \( \mathbb{P}_m \) into \( \mathbb{P}_m \), and \( \mathbb{R}^n_\alpha \) into \( \mathbb{R}^n_\alpha \).

**Proof.** When applying \((-1)^{|n|} \chi^{-\alpha} D^n \chi^{\alpha} + D^n \ chi^{-\alpha} \) to a polynomial \( p \), the augment of the degree of \( p \) by multiplying by \( \chi^{\alpha} + \alpha \) and then \( \chi^{-\alpha} \) is compensated by two differentiations since \(|\alpha^*| = 2|n|\). Thus we deduce that \((-1)^{|n|} \chi^{-\alpha} D^n \chi^{\alpha} + D^n \ maps \mathbb{P}_m \) into \( \mathbb{P}_m \).

By Leibniz’s rule, we derive that for a sufficiently smooth function \( g \),
\[
D^n (\chi^{\alpha} + g) = \sum_{k_1=0}^{m_1} \sum_{k_2=0}^{m_2} \sum_{k_3=0}^{m_3} (m_1 \choose k_1) (m_2 \choose k_2) (m_3 \choose k_3) (D^{k_1} \chi + \alpha) (D^{k_2} \chi + \alpha) (D^{k_3} \chi + \alpha) (D^{m-k} g).
\]
Furthermore, it is easy to see that for any $\alpha_1, \alpha_2, \alpha_3 > -1$,
\[
\begin{cases}
D^k \chi^{n+\alpha}(0, y) = 0, & \text{if } k_1 + k_3 < n_1 + n_3, \\
D^k \chi^{n+\alpha}(x, 0) = 0, & \text{if } k_2 + k_3 < n_2 + n_3, \\
D^k \chi^{n+\alpha}(x, 1 - x) = 0, & \text{if } k_1 + k_2 < n_1 + n_2,
\end{cases}
\]
which states that for any $\alpha \in \mathbb{R}_+^3$ and $0 \leq m_i \leq n_i$ with $i = 1, 2, 3$,
\[
\begin{cases}
D^m (\chi^{n+\alpha} g)(0, y) = 0 & \text{and } D^m (\chi^{n+\alpha} g)(1 - y, y) = 0, & \text{if } m_1 < n_1, \\
D^m (\chi^{n+\alpha} g)(x, 0) = 0 & \text{and } D^m (\chi^{n+\alpha} g)(x, 1 - x) = 0, & \text{if } m_2 < n_2, \\
D^m (\chi^{n+\alpha} g)(0, y) = 0 & \text{and } D^m (\chi^{n+\alpha} g)(x, 0) = 0, & \text{if } m_3 < n_3.
\end{cases}
\]
Therefore no boundary terms occur when performing integration by parts in the following expression:

\[
(3.1) \quad (-1)^{|\alpha|} \int_T D^n(\chi^{n+\alpha} D^\alpha f) g \, dx dy = \int_T \chi^{n+\alpha} (D^n f)(D^n g) \, dx dy.
\]

This implies that the operator $(-1)^{|\alpha|} \chi^{-\alpha} D^n \chi^{n+\alpha} D^n$ is positive definite with respect to the inner product $(\cdot, \cdot)_{\chi^\alpha}$. From the symmetry of (3.1) we obtain

\[
(3.2) \quad ((-1)^{|\alpha|} \chi^{-\alpha} D^n \chi^{n+\alpha} D^n f, g)_{\chi^\alpha} = (f, (-1)^{|\alpha|} \chi^{-\alpha} D^n (\chi^{n+\alpha} D^n g))_{\chi^\alpha},
\]

which clearly states that $(-1)^{|\alpha|} \chi^{-\alpha} D^n \chi^{n+\alpha} D^n$ is selfadjoint with respect to $(\cdot, \cdot)_{\chi^\alpha}$.

Finally let $p \in \mathbb{R}^n_\alpha$ and $q \in \mathbb{P}^{m-1}$. Since $\chi^{-\alpha} D^n \chi^{n+\alpha} D^n q \in \mathbb{P}^{m-1}$ and $p \in \mathbb{P}^m$, we deduce from (3.2) that

\[
\int_T q \cdot (\chi^{-\alpha} D^n \chi^{n+\alpha} D^n p) \cdot \chi^\alpha \, dx dy = \int_T p \cdot (\chi^{-\alpha} D^n \chi^{n+\alpha} D^n q) \cdot \chi^\alpha \, dx dy = 0.
\]

Hence, we conclude that $(-1)^{|\alpha|} \chi^{-\alpha} D^n \chi^{n+\alpha} D^n$ maps $\mathbb{R}^n_\alpha$ into $\mathbb{R}^m_\alpha$.

As an analogue of the multinomial theorem [1], we have the following lemma.

**Lemma 3.2.** Let $e_1 = (1, 0, 1)$, $e_2 = (0, 1, 1)$ and $e_3 = (1, 1, 0)$. Then for any $\alpha \in \mathbb{R}_+^3$,

\[
(3.3) \quad \sum_{|n| = \ell + 1} \frac{(\ell + 1)!}{n_1! n_2! n_3!} D^n \chi^{n+\alpha} D^n = \partial_x \left( \sum_{|n| = \ell} \frac{\ell!}{n_1! n_2! n_3!} D^n \chi^{n+\alpha + e_1} D^n \right) \partial_x + \partial_y \left( \sum_{|n| = \ell} \frac{\ell!}{n_1! n_2! n_3!} D^n \chi^{n+\alpha + e_2} D^n \right) \partial_y + (\partial_y - \partial_x) \left( \sum_{|n| = \ell} \frac{\ell!}{n_1! n_2! n_3!} D^n \chi^{n+\alpha + e_3} D^n \right) (\partial_y - \partial_x).
\]

Now we define the differential operator

\[
\mathcal{L}_\alpha^\circ = (-1)^\ell \chi^{-\alpha} \sum_{|n| = \ell} \frac{\ell!}{n_1! n_2! n_3!} D^n \chi^{n+\alpha} D^n,
\]

which can be regarded as a $2\ell$-th order Sturm-Liouville operator on the triangle.
Theorem 3.1. Let $\alpha \in \mathbb{N}^+$ and $\varrho \in \mathbb{Z}^+$. The operator $L_\alpha^p$ is selfadjoint and
\begin{equation}
L_\alpha^p p = \mu_{m,|\alpha|}^p p \quad \text{for all } p \in \mathbb{R}_m^n,
\end{equation}
where
$$
\mu_{m,|\alpha|}^p = \frac{\Gamma(m + 1) \Gamma(m + \varrho + |\alpha| + 2)}{\Gamma(m - \varrho + 1) \Gamma(m + |\alpha| + 2)}.
$$

Proof. Owing to the linearity of $L_\alpha^p$ and Lemma 3.1 it suffices to prove that
\begin{equation}
L_\alpha^p x^k y^l = \mu_{k+l,|\alpha|}^p x^k y^l \quad \text{(mod } p_{k+l-1}, \text{ for } k, l \geq 0).
\end{equation}

Now we prove (3.5) by induction. Although the proof for $|n| = 1$ under the barycentric coordinates is given in [5], for the sake of completeness, we provide a brief proof below. In fact, we get by a mechanical calculation that
\begin{align*}
L_\alpha^p(x^k y^l) &= -\chi^{-\alpha} \partial_x (x(1 - x - y)\chi^\alpha \partial_x (x^k y^l)) - \chi^{-\alpha} \partial_y (y(1 - x - y)\chi^\alpha \partial_y (x^k y^l)) \\
&\quad - \chi^{-\alpha} (\partial_y - \partial_x)(y\chi^\alpha (\partial_y - \partial_x)(x^k y^l)) \\
&= -kx^{-k-1}y^l ((\alpha_1 + k) - (\alpha_1 + \alpha_3 + k + 1)x - (\alpha_1 + k)y) \\
&\quad - l x^{-l-1}(\alpha_2 + l) - (\alpha_2 + \alpha_3 + l + 1)y - (\alpha_2 + l)x) \\
&\quad - x^{-k-1}y^{-l-1}(l(\alpha_2 + l)x^2 + k(\alpha_1 + k)y^2) \\
&\quad - (k(\alpha_2 + l + 1) + l(k + \alpha_1 + 1))xy) \\
&\equiv (k + l)(k + l + 2 + |\alpha|)x^k y^l \quad \text{(mod } p_{k+l-1}).
\end{align*}

Now assume (3.5) holds for $|n| = \varrho$. Then by a straightforward calculation (mod $p_{k+l-1}$), we have
\begin{align*}
\chi^{-\alpha} \sum_{|n| = \varrho} \frac{(-1)^\varrho \varrho!}{n_1! n_2! n_3!} D^n \partial_x(x(1 - x - y)\chi^{n+\alpha} D^n \partial_x(x^k y^l))
&= k\chi^{-\alpha} \sum_{|n| = \varrho} \frac{(-1)^\varrho \varrho!}{n_1! n_2! n_3!} D^n (\chi^{n+\alpha} (x(1 - x - y)\partial_x + (n_1 + n_3 + \alpha_1 + 1)(1 - x - y) \\
&- (n_1 + n_2 + \alpha_3 + 1)x) D^n (x^{-k-1}y^l)) \\
&= k(k - 1)\chi^{-\alpha} \sum_{|n| = \varrho} \frac{(-1)^\varrho \varrho!}{n_1! n_2! n_3!} D^n (x(1 - x - y)\chi^{n+\alpha} D^n (x^{-k-2}y^l)) \\
&\quad + k(n_1 + n_3 + \alpha_1 + 1)\chi^{-\alpha} \sum_{|n| = \varrho} \frac{(-1)^\varrho \varrho!}{n_1! n_2! n_3!} D^n (\chi^{n+\alpha} (1 - x - y) D^n (x^{-k-1}y^l)) \\
&\quad - k(n_1 + n_2 + \alpha_3 + 1)\chi^{-\alpha} \sum_{|n| = \varrho} \frac{(-1)^\varrho \varrho!}{n_1! n_2! n_3!} D^n (\chi^{n+\alpha} D^n (x^{-k-1}y^l)) \\
&\equiv k((k - 1)\mu_{k+l-2,|\alpha|+2} + (n_1 + n_3 + \alpha_1 + 1)\mu_{k+l-1,|\alpha|+1} x^{-k-1}y^l (1 - x - y) \\
&\quad - k(n_1 + n_2 + \alpha_3 + 1)\mu_{k+l-1,|\alpha|+1} x^k y^l).
\end{align*}
Similarly,
\[
\chi^{-\alpha} \sum_{|n|=\epsilon} \frac{(-1)^{\epsilon} \epsilon!}{n_1! n_2! n_3!} D^n \left( \partial_y y (1-x-y) \chi^{n+\alpha} D^n \partial_y (x^k y^l) \right)
\]
\[
\equiv l \left((l-1) \mu_{k+l-1,|\alpha|+2} + (n_2 + n_3 + \alpha_2 + 1) \mu_{k+l-1,|\alpha|+1} \right) x^{k+1} y^{l-1} (1-x-y)
\]
\[
- l(n_1 + n_2 + \alpha_3 + 1) \mu_{k+l-1,|\alpha|+1} x^k y^l
\]
and
\[
\chi^{-\alpha} \sum_{|n|=\epsilon} \frac{(-1)^{\epsilon} \epsilon!}{n_1! n_2! n_3!} D^n \left( (\partial_y - \partial_x) x y \chi^{n+\alpha} D^n (\partial_y - \partial_x)(x^k y^l) \right)
\]
\[
\equiv l \left((l-1) \mu_{k+l-1,|\alpha|+2} + (n_2 + n_3 + \alpha_2 + 1) \mu_{k+l-1,|\alpha|+1} \right) x^{k+1} y^{l-1}
\]
\[
+ k \left((k-1) \mu_{k+l-1,|\alpha|+2} + (n_1 + n_3 + \alpha_1 + 1) \mu_{k+l-1,|\alpha|+1} \right) x^{k-1} y^{l+1}
\]
\[
- (2kl \mu_{k+l-1,|\alpha|+2} + (k(n_2 + n_3 + \alpha_2 + 1)) \mu_{k+l-1,|\alpha|+1}) x^k y^l,
\]
Finally we deduce from the above arguments and Lemma 3.2 that
\[
(-1)^{\alpha+1} \chi^{-\alpha} \sum_{|n|=\alpha+1} \frac{(\alpha+1)!}{n_1! n_2! n_3!} D^n \chi^{n+\alpha} D^n \chi^n
\]
\[
\equiv (k+l) \left[(k+l-1) \mu_{k+l-2,|\alpha|+2} + (2\alpha + |\alpha| + 3) \mu_{k+l-1,|\alpha|+1} \right] x^{k} y^{l}
\]
\[
= \mu_{k+l,|\alpha|} x^{k} y^{l},
\]
which completes the proof. \(\square\)

3.2. \textbf{Sturm-Liouville operator for generalized orthogonal polynomials.}

We first define the space of generalized orthogonal polynomials on the triangle \(T\) for any \(\alpha \in \mathbb{N}^3\),
\[
(3.6) \quad \mathbb{P}^\alpha_m = \mathbb{P}_m \cap L^2_\chi(T) = \{ J^\alpha_f(x,y) : l_1 \geq \alpha_1 + \alpha_2, l_2 \geq \alpha_3, l_1 + l_2 \leq m \}.
\]

It is obvious that \(\mathbb{P}^\alpha_m = \mathbb{P}_m\) if \(\alpha \in \mathbb{N}^3 \setminus \alpha^3\), and \((-1)^{|n|} D^n (\chi^{n+\alpha} D^n)\) maps \(\mathbb{P}^\alpha_m\) into \(\mathbb{P}^\alpha_m\), noting that any function \(f \in \mathbb{P}^\alpha_m\) will vanish on the corresponding boundary/boundaries if \(\alpha \in \mathbb{N}^3 \setminus \alpha^3\). Thus following the same way as in Lemma 3.1 one can prove that \((-1)^{|n|} D^n (\chi^{n+\alpha} D^n)\) is selfadjoint and positive definite with respect to \(\chi^\alpha\) in \(\mathbb{P}^\alpha_m\). This, in return, shows that \((-1)^{|n|} D^n (\chi^{n+\alpha} D^n)\) maps \(\mathbb{R}^\alpha_m\) into \(\mathbb{R}^\alpha_m\).

Since \(\{ J^\alpha_f(x,y) \}_{l_1 \geq \alpha_1 + \alpha_2, l_2 \geq \alpha_3}\) form a basis of \(L^2_\chi(T)\), we have the following lemma.

\textbf{Lemma 3.3.} \(\text{Let } \alpha \in \mathbb{N}^3 \text{ and } n \in \mathbb{N}_0^3. \text{ The differential operator}
\]
\[
(-1)^{|n|} \chi^{-\alpha} D^n \chi^{n+\alpha} D^n
\]
\(\text{is selfadjoint and positive definite with respect to the inner product } (\cdot, \cdot)_\chi. \text{ It maps}
\]
\(\mathbb{P}^\alpha_m\) into \(\mathbb{P}^\alpha_m\) and \(\mathbb{R}^\alpha_m\) into \(\mathbb{R}^\alpha_m\).

By using a similar induction argument as in the proof of Theorem 3.1 but acting on \(\chi^{l+\alpha}(x,y)\) instead of \(x^{l_1} y^{l_2}\), we can prove the following result.
Theorem 3.2. Let \( \alpha \in \mathbb{N}^3 \) and \( \varrho \in \mathbb{Z}^+ \). The operator \( L^\varrho_\alpha \) is selfadjoint and
\[
L^\varrho_\alpha p = \mu^\varrho_{m,|\alpha|} p \quad \text{for all } p \in \mathbb{R}^\alpha_m,
\]
where \( m \geq |\alpha| \) and \( \mu^\varrho_{m,|\alpha|} \) is the same as in Theorem 3.1.

3.3. Polynomial approximations in Jacobi-weighted Sobolev space. For any \( M \in \mathbb{N}_0 \), define the orthogonal projection \( P_M^\alpha : L^2_{\chi^\alpha}(T) \to \mathbb{P}_M^\alpha \) such that for any \( u \in L^2_{\chi^\alpha}(T) \),
\[
(P_M^\alpha u - u)_{\chi^\alpha} = 0, \quad \forall v \in \mathbb{P}_M^\alpha.
\]

The main purpose of this subsection is to obtain an optimal error estimate of the orthogonal projection. We resort to the space decomposition for our purpose. Note that
\[
\mathbb{P}_M^\alpha = \bigoplus_{m=|\alpha|} M \mathbb{P}_m^\alpha.
\]

We now define the orthogonal projection \( R_m^\alpha : L^2_{\chi^\alpha}(T) \to \mathbb{P}_m^\alpha \) by
\[
(R_m^\alpha u - u)_{\chi^\alpha} = 0, \quad \forall v \in \mathbb{P}_m^\alpha.
\]

For notational simplicity, we denote \( u_m = R_m^\alpha u \). Then we have the following identities:
\[
u = \sum_{m \geq |\alpha|} u_m, \quad P_M^\alpha u = \sum_{m \leq M} u_m.
\]

For integer \( \varrho \in \mathbb{N}_0 \), we define the Jacobi-weight Sobolev space \( B_G^\varrho(T) \) and its corresponding norm and semi-norm,
\[
B_G^\varrho(T) = \{ u : u \text{ is measurable and } \|u\|_{B_G^\varrho} < \infty \},
\]
\[
\|u\|_{B_G^\varrho}^2 = \sum_{\rho=0}^\varrho |u|_{B_G^\varrho}^2, \quad |u|_{B_G^\varrho}^2 = \sum_{|n|=\rho} \frac{\rho!}{n_1!n_2!n_3!} D^n u \|_{\chi^\alpha + n}^2.
\]

We start with the following useful lemma.

Lemma 3.4. Let \( n \in \mathbb{N}_0^3, \alpha \in \mathbb{N}^3 \) and \( \alpha + n^* \in \mathbb{N}^3 \). Then \( D^n \) maps \( \mathbb{P}_m^\alpha \) onto \( \mathbb{P}_m^{\alpha + n^*} \).
Moreover, the differential operator \( D^n \) and the projection operator commute in the sense that
\[
D^n P_M^\alpha = P_M^{\alpha + n^*} D^n.
\]

Proof. It is easy to see from (A.7) that \( \partial_x J_{1}^\alpha \) can be expressed as a linear combination of \( J_{k_1,k_2}^{\alpha_1+1,\alpha_2,\alpha_3+1} \) with \( |k|=|l|-1 \), which states that the differential operator \( \partial_x \) maps \( \mathbb{P}_m^\alpha \) into \( \mathbb{P}_{m-1}^{\alpha_1+1,\alpha_2,\alpha_3+1} \). On the other hand, we get from (A.7) that
\[
J_{1,1}^{\alpha_1+1,\alpha_2,\alpha_3+1}(x,y) = -\frac{2l_1 + \alpha_1 + \alpha_2 + 3}{(l_1 + \alpha_2 + 1)(|l| + l_1 + \alpha_1 + \alpha_2 + 3)} \partial_x J_{1,1}^{\alpha_1,\alpha_2,\alpha_3}(x,y) - \frac{(l_1 + \alpha_1 + \alpha_2 + 2)(|l| + l_1 + |\alpha| + 4)}{(l_1 + \alpha_2 + 1)(|l| + l_1 + \alpha_1 + \alpha_2 + 3)} J_{1,1}^{\alpha_1+1,\alpha_2,\alpha_3+1}(x,y).
\]
Noting that \( \mathcal{J}^{\alpha_1+1,\alpha_2,\alpha_3+1}_{[l]-i+1,i+1,1} = 0 \) and \((l_1 + \alpha_2 + 1)(l_1 + \alpha_1 + \alpha_2 + 3) > 0 \) for any \( l_1 \geq (\alpha_1 + 1) + \hat{\alpha}_2 \) and \( l_2 \geq (\alpha_3 + 1) \), we further get that

\[
\mathcal{J}^{\alpha_1+1,\alpha_2,\alpha_3+1}_{l_1,l_2}(x,y) = \sum_{i=(\alpha_3+1)}^{l_2} c_i \partial_x \mathcal{J}^{\alpha_1,\alpha_2,\alpha_3}_{[l]-i+1,i}(x,y) \quad \text{for certain } c_i \text{'s.}
\]

This shows that \( \partial_x : \mathbb{R}_m^\alpha \to \mathbb{R}^{\alpha_1+1,\alpha_2,\alpha_3+1} \) is surjective, i.e., \( \partial_x \mathbb{R}_m^\alpha = \mathbb{R}^{\alpha_1+1,\alpha_2,\alpha_3+1} \).

Similar arguments lead to \( \partial_y \mathbb{R}_m^\alpha = \mathbb{R}^{\alpha_1-1,\alpha_2,\alpha_3+1} \) and \( \partial_x \partial_y \mathbb{R}_m^\alpha = \mathbb{R}^{\alpha_1+1,\alpha_2+1,\alpha_3} \).

Therefore, we deduce that \( D^n \mathbb{R}_m^\alpha = \mathbb{R}^{\alpha+n-\vert \alpha \vert} \), i.e., \( D^n \) maps \( \mathbb{R}_m^\alpha \) onto \( \mathbb{R}^{\alpha+n-\vert \alpha \vert} \).

Now, for any sufficiently smooth function \( u \),

\[
D^n P_M^\alpha u = \sum_{m=\vert \alpha \vert}^M D^n \mathbb{R}_m^\alpha u.
\]

On the other hand, for any \( v \in \mathbb{R}^{\alpha+n-\vert \alpha \vert} \), there exists \( v^* \in \mathbb{R}_m^\alpha \) such that \( D^n v^* = v \).

Correspondingly,

\[
(D^n \mathbb{R}_m^\alpha u - D^n u,v)_{\chi^{\alpha+n}} = (D^n \mathbb{R}_m^\alpha u - D^n u,D^n v^*)_{\chi^{\alpha+n}} = (D^n \mathbb{R}_m^\alpha u - u,(-1)^{\vert n \vert} D^n (\chi^{\alpha+n} D^n v^*))_{\chi^{\alpha+n}} = 0.
\]

This indicates that \( D^n \mathbb{R}_m^\alpha u = R^{\alpha+n-\vert \alpha \vert} D^n u \), which in return leads to (3.8). \( \square \)

The following lemma is an analogue of the results for Fourier series, and it plays a key role in our error estimates.

**Lemma 3.5.** Let \( \sigma \in \mathbb{N}_0 \) and \( \alpha \in \mathbb{N}^3 \). If \( u \in B_\sigma^\alpha(T) \), then

\[
|D^n u|_{B_\sigma^{\alpha+n}}^2 \leq \sum_{m \geq \vert \alpha \vert} \mu_{m-\vert n \vert,\vert \alpha+n \vert} \|D^n u_m\|_{\chi^{\alpha+n}}^2, \quad 0 \leq \sigma \leq \vert n \vert, \quad n \in \mathbb{N}_0^3.
\]

In particular,

\[
|u|_{B_\sigma^{\alpha+n}}^2 = \sum_{m \geq \vert \alpha \vert} \mu_{m,\vert \alpha \vert} \|u_m\|_{\chi^{\alpha}}^2, \quad 0 \leq \sigma \leq \vert \alpha \vert.
\]

**Proof.** Since (3.10) is just a special case of (3.9) with \( n = (0,0,0) \), we only need to prove (3.9). By Theorem 3.2 and Lemma 3.4, we have

\[
|D^n u|_{B_\sigma^{\alpha+n}}^2 = \sum_{|k|=\sigma} \frac{\rho^1}{k_1!k_2!k_3!} (D^{n+k} \sum_{m \geq \vert \alpha \vert} u_m, D^{n+k} \sum_{j \geq \vert \alpha \vert} u_j)_{\chi^{\alpha+k+n}}
\]

\[
= \sum_{m \geq \vert \alpha \vert} \sum_{j \geq \vert \alpha \vert} \sum_{|k|=\rho} \frac{\rho^1}{k_1!k_2!k_3!} (D^{n+k} u_m, D^{n+k} u_j)_{\chi^{\alpha+k+n}}
\]

\[
= \sum_{m \geq \vert \alpha \vert} \sum_{j \geq \vert \alpha \vert} \sum_{|k|=\rho} (L_{\alpha+n}^\rho D^n u_m, D^n u_j)_{\chi^{\alpha+n}}
\]

\[
= \sum_{m \geq \vert \alpha \vert} \sum_{j \geq \vert \alpha \vert} \sum_{|k|=\rho} \mu_{m-\vert n \vert,\vert \alpha+n \vert} (D^n u_m, D^n u_j)_{\chi^{\alpha+n}}
\]

\[
= \sum_{m \geq \vert \alpha \vert} \sum_{j \geq \vert \alpha \vert} \sum_{|k|=\rho} \mu_{m-\vert n \vert,\vert \alpha+n \vert} (D^n u_m, D^n u_j)_{\chi^{\alpha+n}}.
\]

This ends the proof. \( \square \)
We are now in position to prove one of the main results in this paper.

**Theorem 3.3.** Let \( \sigma \geq 0 \) and \( \alpha \in \mathbb{N}^3 \). If \( u \in B^\sigma_T \), then

\[
|D^n(P_M^\alpha u - u)|_{B^\sigma_{\alpha + n}} \leq \sqrt{\sum_{n>M} \mu^\sigma_{-n} |D^n u_m|^2_{\chi^{\alpha + n}}}
\]

which gives the first inequality in (3.12). The second inequality is an immediate consequence of the following two estimates:

\[
\frac{\mu^\sigma_{-n}}{\mu_{M-n+1,|\alpha + n'}} \leq M^{2\sigma - 2\sigma}
\]

and

\[
\sum_{m>M} \mu^\sigma_{-n} |D^n u_m|^2_{\chi^{\alpha + n'}} \leq \sum_{m>M} \mu^\sigma_{-n} |D^n u_m|^2_{\chi^{\alpha + n'}}
\]

This ends the proof. \(\square\)

**Remark 3.1.** Braess and Schwab [5] proved an elegant result for the \( d \)-dimensional simplex for \( \alpha \in \mathbb{N}^d \) by using the properties of the Sturm-Liouville operator. Consequently, their results are expressed in the norms associated with the Sturm-Liouville operator. Our results here, while restricted to a two-dimensional triangle, are valid for all \( \alpha \in \mathbb{N}^3 \) and are expressed in semi-norms expressed directly by the derivatives.

### 3.4. Error estimates for the \( H^1_0 \)-orthogonal projection

We now consider the \( H^1_0 \)-orthogonal projection which is essential for the analysis of the Galerkin approximation of elliptic equations.

Denote \( X^0_M = H^1_0(T) \cap P_M \) and define the \( H^1_0 \)-orthogonal projection \( \Pi^0_M : H^1_0(T) \rightarrow X^0_M \) by

\[
(\nabla(\Pi^0_M u - u), \nabla \varphi) = 0, \quad \forall \varphi \in X^0_M.
\]

Another main result of this paper is the following:
Theorem 3.4. For any \( u \in H^r_0(T) \cap H^r(T) \) with \( r \geq 1 \),

\[
\| \Pi_{M}^{1,0} u - u \|_s \lesssim M^{s-r} |u|_{B^s_{r,0}}, \quad s, 0, 1,
\]

where \( |u|_{B^s_{r,0,0}}^2 := \| \nabla u \|_r^2 \), and for \( r \geq 2 \),

\[
|u|_{B^s_{r,0,0}}^2 := |\partial_u u|_{B^{s-r-1}_{r,0,0}}^2 + |\partial_y u|_{B^{s-r-1}_{r,0,0}}^2 + |\partial_x \partial_y u|_{B^{s-r-2}_{r,0,0}}^2 + |\partial_y (\partial_y - \partial_x) u|_{B^{s-r-2}_{r,0,0}}^2 + |\partial_x (\partial_y - \partial_x) u|_{B^{s-r-2}_{r,0,0}}^2.
\]

Proof. We first prove (3.14) with \( s = 1 \). By the projection theorem,

\[
\| \nabla (\Pi_{M}^{1,0} u - u) \| \leq \| \nabla (\varphi - u) \|, \quad \forall \varphi \in X^0_M.
\]

Taking \( \varphi = 0 \), we get that

\[
\| \nabla (\Pi_{M}^{1,0} u - u) \| \leq \| \nabla u \|
\]

which leads to (3.14) with \( s = r = 1 \).

Now let \( r \geq 2 \). For any \( u \in H^r_0(T) \cap H^r(T) \), one obtains by using the Hardy inequality (cf. for instance A.14 in [6]) that \( u \in B^1_{1,-1,-1}(T) \). So we write

\[
u = \sum_{l_1 > l_2 \geq 1} \frac{2(2l_1 - 1)(2l_2 - 1)}{(l_1 + 1)(l_2 + 1)} \hat{u}_l J^{-1,-1,-1}_l.
\]

Then by (A.14), we have

\[
\partial_x (u - P_M^{-1,-1,-1} u) = \sum_{|l| \geq M+1} 2(2l_1 - 1)(2l_2 - 1) \hat{u}_l \partial_x J^{-1,-1,-1}_l
\]

\[
= \sum_{|l| \geq M+1} \hat{u}_l (\partial_x (l_1 - 1)J^{-0,0,0}_{l_1,l_2-2} - (2l_1 - 1)J^{-0,0,0}_{l_1-1,l_2-1} - (l_1 + 2)J^{-0,0,0}_{l_1+1,l_2} - (l_1 + 1)J^{-0,0,0}_{l_1-1,l_2+1})
\]

\[
= \sum_{|l| \geq M} ((l_1 + 1)\hat{u}_{l_1,l_2+2} - (2l_1 + 1)\hat{u}_{l_1+1,l_2+1} - (l_1 + 2)\hat{u}_{l_1+2,l_2})J^{-0,0,0}_l
\]

\[
+ \sum_{|l| = M-1} ((l_1 + 1)\hat{u}_{l_1+1,l_2+1} - (2l_1 + 1)\hat{u}_{l_1+1,l_2+1} + l_2\hat{u}_{l_1+2,l_2+1})J^{-0,0,0}_l.
\]

On the other hand, one gets from (A.5) that

\[
(\partial_y J^{-1,-1,-1}_l(x,y)) = (-1)^{l_1} (\partial_x J^{-1,-1,-1}_l(y,x)).
\]

Thus we obtain from (3.18) that

\[
\partial_y (u - P_M^{-1,-1,-1} u)
\]

\[
= \sum_{|l| \geq M} ((l_1 + 1)\hat{u}_{l_1,l_2+2} + (2l_1 + 1)\hat{u}_{l_1+1,l_2+1} - (l_1 + 2)\hat{u}_{l_1+2,l_2})J^{-0,0,0}_l
\]

\[
+ \sum_{|l| = M-1} ((l_1 + 1)\hat{u}_{l_1,l_2+2} + (2l_1 + 1)\hat{u}_{l_1+1,l_2+1} + l_2\hat{u}_{l_1+2,l_2+1})J^{-0,0,0}_l.
\]
Note that for \(M = 2\), we have \(u - P_M^{-1,-1,-1}u = u\) and all the terms within \(\sum_{|l| = M - 1}^{3.18-3.19}\) vanish.

Next, a direct calculation leads to

\[
\begin{aligned}
\|\nabla (u - P_M^{-1,-1,-1}u)\|^2 &= \|\partial_x u - P_M^{0,0,0}\partial_x u\|^2 + \|\partial_y u - P_M^{0,0,0}\partial_y u\|^2 \\
&+ \sum_{|l| = M - 1} (l_2 + 1) \hat{u}_{l_1,l_2+2} - (2l_1 + 1) \hat{u}_{l_1+1,l_2+1} \\
&- (|l| + l_1 + 2) \hat{u}_{l_1+2,l_2}^2 \|J_l^{0,0,0}\|^2 \\
&+ \sum_{|l| = M - 1} (l_2 + 1) \hat{u}_{l_1,l_2+2} + (2l_1 + 1) \hat{u}_{l_1+1,l_2+1} \\
&- (|l| + l_1 + 2) \hat{u}_{l_1+2,l_2}^2 \|J_l^{0,0,0}\|^2 \\
&= \|\partial_x u - P_M^{0,0,0}\partial_x u\|^2 + \|\partial_y u - P_M^{0,0,0}\partial_y u\|^2 \\
&+ \sum_{|l| = M - 1} \frac{2l_1 + 1}{|l| + 1} \hat{u}_{l_1+1,l_2+1}^2 \\
&= \|\partial_x u - P_M^{0,0,0}\partial_x u\|^2 + \|\partial_y u - P_M^{0,0,0}\partial_y u\|^2 \\
&+ \sum_{|l| = M - 1} \frac{4l_1 + 2}{|l| + 1} \hat{u}_{l_1+1,l_2+1}^2 \\
&+ \sum_{|l| = M - 1} \frac{(l_2 + 1)(|l| + l_1 + 2)}{(2l_1 + 1)(|l| + 1)} \hat{u}_{l_1+2,l_2}^2.
\end{aligned}
\]

(3.20)

We now bound the second and the third terms in the last equation.

By using (3.10) and (2.10), we derive that

\[
\begin{aligned}
\|\partial_x (\partial_y - \partial_x)(u - P_M^{-1,-1,-1}u)\|^2_{\chi^{1,0,0}} + \|\partial_y (\partial_y - \partial_x)(u - P_M^{-1,-1,-1}u)\|^2_{\chi^{0,1,0}} \\
= \left(u - P_M^{-1,-1,-1}u, (D_{1,0,1}^1 \chi^{1,0,0} D_{1,0,1}^1 + D_{0,1,1}^1 \chi^{0,1,0} D_{0,1,1}^1)(u - P_M^{-1,-1,-1}u)\right) \\
= \sum_{|l| \geq M + 1} l_1 (l_1 - 1) l_2 (|l| + l_1 - 1) \times \frac{2(2l_1 - 1)(2|l| - 1)}{(l_1 - 1)(|l| + l_1 - 1)} \hat{u}_{l_1+1,l_2} \|J_l^{1,-1,-1}\|^2_{\chi^{1,0,0}} \\
= \sum_{|l| \geq M - 1} 4(2l_1 + 1)(2|l| + 3) \hat{u}_{l_1+1,l_2+1}^2 \\
&\geq 2M (2M + 1) \sum_{|l| = M - 1} \frac{4l_1 + 2}{|l| + 1} \hat{u}_{l_1+1,l_2+1}^2.
\end{aligned}
\]

(3.21)
Furthermore, we derive from (A.13) and (2.16) that
\[ \| \partial_x \partial_y (u - P^{-1,-1,-1}_M u) \|^2_{\mathcal{X}^{0,0,1}} = \sum_{|l| \geq M+1} (2|l| - 1)\hat{u}_l ((|l| + 1)\mathcal{J}_{l_1,l_2}^{0,0,1} - (|l| + 1 - 2)\mathcal{J}_{l_1,l_2}^{0,0,1}) \|^2_{\mathcal{X}^{0,0,1}} \]
\[ (3.22) \]
\[ = \sum_{|l| \geq M+1} (2|l| + 3)(|l| + 1 + 2)(\hat{u}_{l_1,l_2+2} - \hat{u}_{l_1,l_2}) \|^2_{\mathcal{X}^{0,0,1}} \]
\[ \geq M(2M + 1) \sum_{|l| = M-1} \frac{(l_2 + 1)(|l| + l_1)}{2l_1 + 1} (\hat{u}_{l_1,l_2+2} - \hat{u}_{l_1,l_2})^2. \]

Combining (3.20)-(3.22) and using Theorem 3.3, we deduce that
\[ \| \nabla (u - P^{-1,-1,-1}_M u) \|^2 \leq \| (I - P^{0,0,0}_M) \partial_x u \|^2 + \| (I - P^{0,0,0}_{M-1}) \partial_y u \|^2 + M^{-2} \left( \| \partial_x \partial_y (u - P^{-1,-1,-1}_M u) \|^2_{\mathcal{X}^{0,0,1}} + \| \partial_x (\partial_y - \partial_x)(u - P^{-1,-1,-1}_M u) \|^2_{\mathcal{X}^{0,0,1}} \right) \]
\[ \leq M^{2-2r} |u|_{B^{r-1}_{\infty,0,0}}^2 + M^{2-2r} |u|_{B^{r-1}_{\infty,0,0}}^2 + M^{2-2r} |\partial_x \partial_y u|_{B^{r-1}_{\infty,0,1}}^2 \]
\[ + M^{2-2r} |\partial_x (\partial_y - \partial_x) u|_{B^{r-1}_{\infty,1,0}}^2 + M^{2-2r} |\partial_x \partial_y u|_{B^{r-1}_{\infty,1,0}}^2 \]
\[ = M^{2-2r} |u|_{B^{r}_{0,0,0}}^2. \]

Since \( P^{-1,-1,-1}_M u \in X^0_M \), taking \( \varphi = P^{-1,-1,-1}_M u \) in (3.10), we obtain
\[ \| \nabla (u - \Pi^0_M u) \| \leq \| \nabla (u - P^{-1,-1,-1}_M u) \| \leq M^{1-r} |u|_{B^{r}_{0,0,0}}, \]
which is (3.14) with \( s = 1 \).

The case with \( s = 0 \) can be proved by using a duality argument. Let \( e_M = \Pi^0_M u - u \) and consider the auxiliary problem:
\[ \text{(3.23)} \]
\[ \text{find } w \in H^1_0(T) \text{ such that } (\nabla \varphi, \nabla w) = (\varphi, e_M), \quad \forall \varphi \in H^1_0(T), \]
which admits a unique solution \( w \in H^1_0(T) \) with the regularity
\[ \| w \|_2 \lesssim \| e_M \|. \]

Taking \( \varphi = e_M \) in (3.23), we have from (3.13) and (3.14) with \( s = 1 \) that
\[ \| e_M \|^2 = (\nabla e_M, \nabla w) = (\nabla e_M, \nabla (w - \Pi^0_M w)) \]
\[ \leq \| \nabla e_M \| \| \nabla (w - \Pi^0_M w) \| \]
\[ \lesssim \| \nabla e_M \| \| M^{-1} w \|_2 \]
\[ \lesssim M^{-1} \| \nabla e_M \| \| e_M \|, \]
which implies \( \| e_M \| \lesssim M^{-1} \| \nabla e_M \| \). By using (3.14) with \( s = 1 \), we finally get the estimate (3.14) with \( s = 0 \). \( \square \)
4. Application to Second and Fourth Order Equations

4.1. Modified Helmholtz Equation. Consider the modified Helmholtz equation:
\[ -\Delta u + \gamma u = f, \quad \text{in} \; T; \quad u|_{\partial T} = 0, \quad \gamma \geq 0. \]

Given \( f \in H^{-1}(T) \), the weak formulation for (4.1) is: find \( u \in H^1_0(T) \) such that
\[ a(u, v) := (\nabla u, \nabla v) + \gamma (u, v) = (f, v), \quad \forall v \in H^1_0(T). \]

It is clear that \( X^0_M = \mathbb{P}^{-1,1,-1}_M \). Hence,
\[ X^0_M = \text{span}\{\phi_l : l_1 \geq 2, l_2 \geq 1, l_1 + l_2 \leq M\} \]
with
\[ \phi_l(x, y) = \frac{2(2l_1 - 1)(2l_2 - 1)}{(l_1 + 1)(l_2 + 1)} J^{-1,-1,-1}_l(x, y). \]

The spectral-Galerkin approximation for (4.2) is: find \( u_M \in X^0_M \) such that
\[ a(u_M, \varphi) = (f, \varphi), \quad \forall \varphi \in X^0_M. \]

Thanks to the Lax-Milgram lemma, (4.2) (resp. (4.4)) admits a unique solution satisfying
\[ \|\nabla u\| + \gamma \|u\| \lesssim \|f\|_{-1} \quad \text{(resp. } \|\nabla u_M\| + \gamma \|u_M\| \lesssim \|f\|_{-1}). \]

Setting
\[ a_{l;k} = (\phi_l, \phi_k), \quad b_{l;k} = (\partial_x \phi_l, \partial_x \phi_k + (\partial_y \phi_l, \partial_y \phi_k), \]
\[ u_M = \sum_{l_1=2}^{M-1} \sum_{l_2=1}^{M-l_1} \hat{u}_l \phi_l, \quad \hat{f}_l = (f, \phi_l), \]
and
\[ A_{l_1,k_1} = (a_{l_1,l_2,k_1,k_2}), \quad B_{l_1,k_1} = (b_{l_1,l_2,k_1,k_2}), \quad \hat{u}_{l_1} = (\hat{u}_{l_1,1}, \hat{u}_{l_1,2}, \cdots, \hat{u}_{l_1,M-l_1}), \]
\[ \hat{f}_{l_1} = (\hat{f}_{l_1,1}, \hat{f}_{l_1,2}, \cdots, \hat{f}_{l_1,M-l_1}), \]
the linear system associated with (4.3) becomes
\[ (B + \gamma A)\hat{u} = \hat{f}. \]

It is easy to see from (4.14), (4.15) and (4.5) that
\[ a_{l;k} = 0, \quad \text{if } l_1 - k_1 \notin \{0, \pm 2\} \quad \text{or } |k| - |l| \notin \{0, \pm 1, \pm 2, \pm 3\}, \]
\[ b_{l;k} = 0, \quad \text{if } l_1 - k_1 \notin \{0, \pm 2\} \quad \text{or } |k| - |l| \notin \{0, \pm 1\}. \]

So \((B + \gamma A)\) is a block penta-diagonal matrix, whose entries are all hepta-diagonal submatrices (cf. Figure 4.4). Moreover, the system can be split into two block tri-diagonal linear systems with respect to even/odd \( l_1, k_1 \). The non-zero entries of the matrices \( A \) and \( B \) can be determined exactly by using the properties of \( J^{-1,-1,-1}_l(x, y) \) in the Appendix.
Theorem 4.1. Let \( u \) and \( u_M \) be the solutions of (4.2) and (4.4), respectively. If \( u \in H^r(T) \), \( r \geq 1 \), then we have
\[
\|u_M - u\|_s \lesssim M^{s-r}|u|_{B^r_{0,0,s}}, \quad 0 \leq s \leq 1.
\]
Proof. One derives from (4.2) and (4.4) that
\[
\|u_M - u\|_1 \lesssim \inf_{v \in X_M^0} \|v - u\|_1.
\]
Then, applying Theorem 3.4 to the above, we obtain (4.7) immediately with \( \mu = 1 \). The result for \( \mu = 0 \) can then be derived by using a standard duality argument as in the proof of Theorem 3.4.

4.2. Biharmonic equation. Consider the following biharmonic equation:
\[
\Delta^2 u = f, \quad \text{in } T; \quad u|_{\partial T} = 0, \quad \frac{\partial u}{\partial n}|_{\partial T} = 0.
\]
Given \( f \in H^{-2}(T) \), the weak formulation for (4.8): find \( u \in H^2_0(T) \) such that
\[
(\Delta u, \Delta v) = (f,v), \quad \forall v \in H^2_0(T).
\]
The coercivity of the above bilinear form can be directly obtained from the equivalence norm/semi-norm in \( H^2_0(T) \) and the formula
\[
\iint_T (\Delta u)^2 dx dy = \iint_T \left[ (\partial_x^2 u)^2 + 2(\partial_x \partial_y u)^2 + (\partial_y^2 u)^2 \right] dx dy.
\]
Thus for any \( f \in H^{-2}(T) \), problem (4.8) has a unique solution in \( H^2_0(T) \), which satisfies
\[
\|u\|_2 \lesssim \|f\|_{-2}.
\]
Define the approximation space \( Y_M^0 := H^2_0(T) \cap \mathbb{P}_M \). Then, we have
\[
Y_M^0 = \mathbb{P}_M^{2,2-2,M} = \text{span}\{ \psi_l : l_1 \geq 4, l_2 \geq 2, l_1 + l_2 \leq M \}
\]
with
\[
\psi_l(x, y) = \frac{2J^{-2,-2}_l(x, y)}{(l_1 - 2)(l_1 - 3)(|l| + l_1 - 3)(|l| + l_1 - 4)}, \quad l_1 \geq 4, l_2 \geq 2.
\] (4.12)

The spectral-Galerkin approximation to (4.9) is: to find \( u_M \in Y^0_M \) such that
\[
(\Delta u_M, \Delta \varphi) = (f, \varphi), \quad \forall \varphi \in Y^0_M,
\] (4.13) which has a unique solution satisfying (4.10) with \( u_M \) in place of \( u \).

Setting
\[
d_{l,k} = (\Delta \psi_l, \Delta \psi_k), \quad u_M = \sum_{l_1=4}^{M-2} \sum_{l_2=2}^{M-l_1} \hat{u}_l \psi_l, \quad \hat{f}_l = (f, \psi_l),
\]
and
\[
D_{|l|,|k|} = (d_{l,k})_{4 \leq l_1 \leq |l| - 2, 4 \leq k_1 \leq |k| - 2}, \quad D = (D_{|l|,|k|})_{6 \leq |l|,|k| \leq M},
\]
\[
\hat{u}_{|l|} = (\hat{u}_4, |l| - 4, \hat{u}_5, |l| - 5, \cdots, \hat{u}_{|l| - 2}), \quad \hat{u} = (\hat{u}^6, \hat{u}^7, \cdots, \hat{u}^M)^{\text{tr}},
\]
\[
\hat{f}_{|l|} = (\hat{f}_4, |l| - 4, \hat{f}_5, |l| - 5, \cdots, \hat{f}_{|l| - 2}), \quad \hat{f} = (\hat{f}^6, \hat{f}^7, \cdots, \hat{f}^M)^{\text{tr}},
\]
the linear system associated with (4.13) becomes
\[
D \hat{u} = \hat{f}.
\] (4.14)

It is easy to see from (A.10) that
\[
d_{l,k} = 0, \quad \text{if} \quad l_1 - k_1 \notin \{0, \pm 2, \pm 4\} \quad \text{or} \quad |k| - |l| \notin \{0, \pm 1, \pm 2\}.
\]

Hence, \((B + \gamma A)\) is a block penta-diagonal matrix, whose entries are all ennea-diagonal submatrices (cf. Figure 4.2). Moreover, the system can be split into two block penta-diagonal linear systems with respect to even/odd \( l_1, k_1 \). The non-zero entries of the matrices \( D \) can be exactly determined from the properties of \( J^{-2,-2,-2}_l(x, y) \) in the Appendix.
Theorem 4.2. Let \( u \) and \( u_M \) be the solutions of (4.9) and (4.13), respectively. If \( \partial_x^2 u \in B_{0,-2,0}^r(T) \) and \( \partial_y^2 u \in B_{-2,0,0}^r(T) \) with \( r \geq 2 \), then we have

\[
\|u_M - u\|_2 \lesssim M^{2-r} \left( \|\partial_x^2 u\|_{B_{0,-2,0}^{r-2}} + \|\partial_y^2 u\|_{B_{-2,0,0}^{r-2}} \right).
\]

Furthermore, if \( u \in B_{0,0,0}^{r+1}(T) \), then

\[
\|u_M - u\|_s \lesssim M^{s-r}\|u\|_{B_{0,0,0}^{r+1}}, \quad 0 \leq s \leq 2.
\]

Proof. One derives immediately from (4.9) and (4.13) that

\[
\|u_M - u\|_2 \lesssim \inf_{v \in Y_M} \|v - u\|_2.
\]

Then applying (3.14) of Theorem 3.3 with \( \alpha = (-2,-2,-2) \), \( \rho = 2 \) to the above, we obtain that

\[
\|u_M - u\|_2 \lesssim |P_M^{r-2,-2,-2} u - u|_2
\]

\[
\lesssim \|\partial_x^2 (P_M^{r-2,-2,-2} u - u)\| + \|\partial_y^2 (P_M^{r-2,-2,-2} u - u)\|
\]

\[
\lesssim M^{2-r} \left( \|\partial_x^2 u\|_{B_{0,-2,0}^{r-2}} + \|\partial_y^2 u\|_{B_{-2,0,0}^{r-2}} \right).
\]

Now, for \( u \in B_{0,0,0}^{r+1}(T) \), we have

\[
|\partial_x^2 u|_{B_{0,-2,0}^{r-2}(T)} + |\partial_y^2 u|_{B_{-2,0,0}^{r-2}(T)}
\]

\[
\lesssim \sum_{n_1 + n_2 + n_3 = r-2} \|\partial_x^{n_1+2} \partial_y^{n_2} (\partial_y - \partial_x)^{n_3} u\|_{\chi^{n_1+n_3,n_2+n_3-2,n_1+n_2}}
\]

\[
+ \sum_{n_1 + n_2 + n_3 = r-2} \|\partial_x^{n_1} \partial_y^{n_2+2} (\partial_y - \partial_x)^{n_3} u\|_{\chi^{n_1+n_3-2,n_2+n_3,n_1+n_2}}
\]

\[
\lesssim |u|_{B_{0,0,0}^{r+1}} + \|\partial_x^2 u\|_{\chi^{0,-2,0}} + \|\partial_y^2 u\|_{\chi^{-2,0,0}}
\]

(by the Hardy inequality (cf. for instance A.14 in [6])

\[
\lesssim |u|_{B_{0,0,0}^{r+1}} + \|\partial_x^2 u\| + \|\partial_y^2 u\| \lesssim \|u\|_{B_{0,0,0}^{r+2}}.
\]

This implies (4.16) for \( s = 2 \). The result for \( s = 0 \) can then be derived by using a standard duality argument, and the general case \( 0 \leq s \leq 2 \) can be concluded by space interpolation.

\[\square\]

Remark 4.1. We note that the above results are derived using only Theorem 3.3. While the estimate in (4.13) has optimal convergence rate, it requires that \( \partial_x^2 u \) and \( \partial_y^2 u \) satisfy certain additional boundary conditions due to the weight functions with negative index in the norm; on the other hand, this requirement is removed in the estimate (4.16) but the convergence rate becomes suboptimal.

To derive optimal estimates as in Theorem 1.1 for the scheme (4.13), one needs to study the projection operator \( P_M^{r-2,-2,-2} \), as we did in Theorem 3.3 for \( P_M^{r-1,-1,-1} \). However, this process becomes extremely tedious and technical, so we decided not to perform it.
5. Numerical results and concluding remarks

To illustrate the convergence behaviors of the spectral-Galerkin method on the triangle, we report below some numerical results. An important purpose of these simple tests is to check the correctness of various properties derived in the Appendix which are used in determining the non-zero entries of the stiffness and mass matrices.

Example 1. We consider the $L^2$-orthogonal projection to the following two functions:

$$u(x, y) = \exp(x + y) \quad \text{and} \quad u(x, y) = \cos(x - y).$$

Since the functions are analytic on $T$, Theorem 3.3 indicates that the errors will decay faster than any algebraic order. In Figure 5.1 the maximum errors and $L^2$-error of the $L^2$ projection are shown. The computation is performed in Maple with an accuracy of 50 decimal digits.

![Figure 5.1](image)

**Figure 5.1.** Maximum pointwise errors (marked by ‘o’) and $L^2$-errors (marked by ‘⋄’) of the $L^2$ projection (with $\alpha = (0, 0, 0)$) against various degrees $M$. Left: function $y = \cos(x - y)$; Right: function $y = \exp(x + y)$.

Example 2. We consider the modified Helmholtz equation (4.1) with the exact solution

$$u(x, y) = xy(e^{x+y} - e).$$

Example 3. We consider the biharmonic equation (4.8) with the exact solution

$$u(x, y) = \sin^2(\pi x) \sin^2(\pi y) \sin^2(\pi (1-x-y)).$$

Computations for Examples 2 and 3 are performed in Matlab and the results are shown in Figures 5.2 and 5.3, respectively. For all three examples, we observe super-geometric convergence rates, which are typical for spectral approximations to analytic functions.
Concluding remarks. We studied in this paper the spectral approximation by orthogonal polynomials on the triangle. By introducing the generalized Koornwinder polynomials and using the properties of the Sturm-Liouville operator on the triangle, we derived optimal error estimates for both the $L^2$- and $H^1$-orthogonal polynomial projections on the triangle. We then applied these results to derive error estimates for the spectral-Galerkin method for second-order and fourth-order equations on the triangle.

Furthermore, the generalized Koornwinder polynomials with suitable parameters serve as natural basis functions for the spectral-Galerkin method and lead to sparse linear systems that can be efficiently solved.

While we only studied the polynomial approximations on the triangle, it is clear that the method used here can be generalized to the approximations on the tetrahedron. Therefore, the techniques and results developed in this paper will be very useful for studying spectral and spectral-element approximations of PDEs in triangular domains.
Appendix A. Properties of the Generalized Koornwinder Polynomials

Since the generalized Koornwinder polynomials are defined in terms of the generalized Jacobi polynomials, we will first present some properties of the generalized Jacobi polynomials.

Lemma A.1. Let $\alpha_1, \alpha_2 \in \mathbb{R}$. Then for any $m, n \geq \hat{\alpha}_1 + \hat{\alpha}_2$,
\begin{align}
&J_{\alpha_1, \alpha_2}(\zeta) = (-1)^n J_{\alpha_1, \alpha_2}^n(-\zeta), \\
&(J_{m, \alpha_1, \alpha_2}, J_{n, \alpha_1, \alpha_2})_{\omega_{\alpha_1, \alpha_2}, I} = h_{n, \alpha_1, \alpha_2} \delta_{m, n}, \\
&J_{n, \alpha_1, \alpha_2}(\zeta) = \sum_{k=0}^{n} \binom{n + \alpha_1}{n - k} \binom{n + \alpha_2}{k} \left(\frac{\zeta - 1}{2}\right)^k \left(\frac{\zeta + 1}{2}\right)^{n-k}, \\
&J_{n+1, \alpha_2}(\zeta) = \sum_{k=0}^{n} \binom{n + \alpha_1}{n - k} \binom{n + \alpha_2 + \alpha_1 + \alpha_2}{k} \left(\frac{\zeta - 1}{2}\right)^k \left(\frac{\zeta + 1}{2}\right)^{n-k},
\end{align}
where $h_{n, \alpha_1, \alpha_2}$ is defined as in (2.9).

Proof. (A.1) is obvious from the definition, while (A.2) is an immediate consequence of (2.8), (2.9) and (2.10).

We now assume $\alpha_1 \in \mathbb{N}_-$, $\alpha_2 \in \mathbb{N}_-$. Noting that (A.3) is valid for $\alpha_1 \in \mathbb{N}_+$, $\alpha_2 \in \mathbb{N}_+$, we derive that
\[J_{n, \alpha_1, \alpha_2}(\zeta) = J_{n+\alpha_1, \alpha_2}(\zeta)\]
with $\hat{\alpha}_1 + \hat{\alpha}_2 \geq n$. Noting that (A.3) is valid for $\alpha_1 \in \mathbb{N}_+$, $\alpha_2 \in \mathbb{N}_+$, we derive that
\[J_{n, \alpha_2}(\zeta) = \sum_{k=0}^{n} \binom{n + \alpha_1}{n - k} \binom{\alpha_2 + \alpha_1 + \alpha_2}{k} \left(\frac{\zeta - 1}{2}\right)^k \left(\frac{\zeta + 1}{2}\right)^{n-k}.
\]
Similarly, one can prove (A.3) for $\alpha_1 \in \mathbb{N}_+$, $\alpha_2 \in \mathbb{N}_-$ and for $\alpha_1 \in \mathbb{N}_-, \alpha_2 \in \mathbb{N}_+$.

Using the Chu-Vandermonde sum, one can show that
\[J_{n, \alpha_2}(\zeta) = \sum_{k=0}^{n} \binom{n + \alpha_1}{n - k} \binom{\alpha_2 + \alpha_1 + \alpha_2}{k} \left(\frac{\zeta - 1}{2}\right)^k \left(\frac{\zeta + 1}{2}\right)^{n-k}.
\]
This concludes the proof.

We now derive some properties of the generalized Koornwinder polynomials.

Lemma A.2. Let $\alpha \in \mathbb{N}^3$. Then for any $l \in \mathbb{N}_0^3$ with $l_1 \geq \hat{\alpha}_1 + \hat{\alpha}_2$ and $l_2 \geq \hat{\alpha}_3$,
\[J_l^\alpha(x, y) = (-1)^{l_1} J_{l_1}^{\alpha_2, \alpha_1, \alpha_3}(y, x),
\]
Thus we derive (A.7) from (A.6) by comparing coefficients of
\( (A.6) \)

\[
\partial_x J_i^\alpha(x,y) = -\frac{(l_1 + \alpha_2)(|l| + l_1 + \alpha_1 + \alpha_2 + 1)}{2l_1 + \alpha_1 + \alpha_2 + 1} J_{l_1,k_2-1}^{\alpha_1+1,\alpha_2+1,\alpha_3+1}(x,y),
\]

\[
\partial_y J_i^\alpha(x,y) = \frac{(l_1 + \alpha_1 + \alpha_2 + 1)(|l| + l_1 + |\alpha| + 2)}{2l_1 + \alpha_1 + \alpha_2 + 1} J_{l_1,k_2-1}^{\alpha_1,\alpha_2+1,\alpha_3+1}(x,y),
\]

\[
\frac{\gamma}{\alpha} \partial_y - \partial_x) J_i^\alpha(x,y) = (l_1 + \alpha_1 + \alpha_2 + 1) J_{l_1,k_2-1}^{\alpha_1+1,\alpha_2+1,\alpha_3+1}(x,y),
\]

\[
\chi^{-\alpha} \partial_y - \partial_x \big( \chi^{\alpha+1,\alpha_2+2,\alpha_3+1} \partial_y - \partial_x \big) J_i^\alpha(x,y)
\]

\[
\chi^{-\alpha} \partial_x \partial_y - \partial_x \big( \chi^{\alpha+2,\alpha_2+1,\alpha_3+1} \partial_y - \partial_x \big) J_i^\alpha(x,y)
\]

\[
J_i^\alpha(x,y) = l_1(l_1 + \alpha_1 + \alpha_2 + 1) (l_2(l_2 + 2l_1 + |\alpha| + 2 + (\alpha_3 + 1)(l_1 - 1)) J_i^\alpha(x,y),
\]

where \( c_i^\alpha(k) = \frac{(l_1 + \alpha_2)(l_1 + \alpha_2 + 1)(l_2 + 2l_1 + \alpha_2 + 1)}{2l_1 + \alpha_1 + \alpha_2 + 1} (l_2 + 2l_1 + \alpha_2 + 1) (l_2 + 2l_1 + \alpha_2 + 1). \]

**Proof.** One can readily derive (A.3) from (A.17) and (A.1). Also from (A.17) and (A.1), we have

\[
J_i^\alpha(x,y) = (-x - y)^{l_1} J_i^{\alpha_1+1,\alpha_2+1,\alpha_3+1}(1 - 2x - 2y).
\]

Then (A.6) is an immediate consequence of (A.4). By a direct calculation,

\[
J_i^{\alpha_1+1,\alpha_2+1,\alpha_3+1}(k_1, k_2) = \frac{(l_1 + \alpha_2)(|l| + l_1 + \alpha_1 + \alpha_2 + 1)}{2l_1 + \alpha_1 + \alpha_2 + 1} c_{l_1,k_2-1}^{\alpha_1+1,\alpha_2+1,\alpha_3+1}(k_1, k_2)
\]

\[
+ \frac{(l_1 + \alpha_1 + \alpha_2 + 1)(|l| + l_1 + |\alpha| + 2)}{2l_1 + \alpha_1 + \alpha_2 + 1} c_{l_1,k_2-1}^{\alpha_1,\alpha_2+1,\alpha_3+1}(k_1, k_2).
\]

Thus we derive (A.7) from (A.6) by comparing coefficients of \( y^{k_1}(-x - y)^{l_1-k_1-k_2-1} \) for both the left-hand and right-hand sides. Similar arguments lead to (A.8) and (A.9).

Under the collapsed transform (2.13),

\[
\partial_y - \partial_x = \frac{4}{1 - \eta} \partial_\xi.
\]

Thus by the definition (2.17) of the generalized Koornwinder polynomials and the Sturm-Liouville eigenequation for the generalized Jacobi polynomials (cf. A.6 in [22]),

\[
\begin{align*}
-\omega^{-\alpha_1} y^{-\alpha_2} (\partial_y - \partial_x) \left( \omega^{\alpha_1+1} y^{\alpha_2+1} (\partial_y - \partial_x) J_i^\alpha(x,y) \right) \\
= -\omega^{-\alpha_1} y^{-\alpha_2} (\partial_\xi) J_i^\alpha(\omega^{\alpha_1+1} y^{\alpha_2+1} (\partial_\xi) J_i^\alpha(\xi) \times \left( \frac{1 - \eta}{2} \right)^{l_1} J_i^{2l_1+\alpha_1+\alpha_2+1,\alpha_3}(\eta) \\
= l_1(l_1 + \alpha_1 + \alpha_2 + 1) J_i^{\alpha_1,\alpha_2}(\xi) \times \left( \frac{1 - \eta}{2} \right)^{l_1} J_i^{2l_1+\alpha_1+\alpha_2+1,\alpha_3}(\eta) \\
= l_1(l_1 + \alpha_1 + \alpha_2 + 1) J_i^\alpha(x,y).
\end{align*}
\]
Subtracting (A.11) from (3.7) with \( \varrho = 1 \), we get

\[
(A.12) \quad - \chi^{-\alpha} \partial_y \left( \chi^{\alpha_1+\alpha_2+1} \partial_y \mathcal{J}^\alpha(x, y) \right) - \chi^{-\alpha} \partial_x \left( \chi^{\alpha_1+\alpha_2+1} \partial_x \mathcal{J}^\alpha(x, y) \right) = (l_2(|l| + l_1 + |\alpha| + 2) + l_1(\alpha_3 + 1)) \mathcal{J}^\alpha(x, y).
\]

Thus by (A.9),

\[
\chi^{-\alpha} \partial_y (\partial_y - \partial_x) \left( \chi^{\alpha_1+\alpha_2+1} \partial_y \mathcal{J}^\alpha(x, y) \right) + \chi^{-\alpha} \partial_x (\partial_y - \partial_x) \left( \chi^{\alpha_1+\alpha_2+1} \partial_x \mathcal{J}^\alpha(x, y) \right)
\]

\[
= (l_1 + \alpha_1 + \alpha_2 + 1) \chi^{-\alpha} (\partial_y - \partial_x) \left( \chi^{\alpha_1+\alpha_2+1} \partial_y \mathcal{J}^\alpha_{l_1-1,l_2}(x, y) \right)
\]

\[
+ \partial_x \left( \chi^{\alpha_1+\alpha_2+1} \partial_x \mathcal{J}^\alpha_{l_1-1,l_2}(x, y) \right)
\]

\[
= -(l_1 + \alpha_1 + \alpha_2 + 1)(l_2(l_2 + l_1 + |\alpha| + 2) + (\alpha_3 + 1)(l_1 - 1))
\]

\[
\times \chi^{-\alpha} (\partial_y - \partial_x) \left( \chi^{\alpha_1+\alpha_2+1} \mathcal{J}^\alpha_{l_1-1,l_2}(x, y) \right)
\]

\[
= l_1(\alpha_1 + \alpha_2 + 1)(l_2(l_2 + l_1 + |\alpha| + 2) + (\alpha_3 + 1)(l_1 - 1)) \mathcal{J}^\alpha_{l_1-1,l_2}(x, y).
\]

This concludes the proof. \( \square \)

We now derive some useful properties for the two specific families of the generalized Koornwinder polynomials with \( \alpha = (-1, -1, -1) \) and \( \alpha = (-2, -2, -2) \).

**Lemma A.3.** For any admissible \( l \in \mathbb{N}_0^2 \), the following identities hold:

\[
(A.13) \quad \frac{2(2l_1 - 1)}{(l_1 - 1)(|l| + l_1 - 1)} \partial_x y \mathcal{J}^\alpha_{l_1,l_2}(x, y) = (|l| + l_1) \mathcal{J}^0_{l_1,l_2}(x, y) - (|l| + l_1 - 2) \mathcal{J}^0_{l_1-2,l_2}(x, y),
\]

\[
(A.14) \quad \frac{2(2l_1 - 1)(2|l| - 1)}{(l_1 - 1)(|l| + l_1 - 1)} \partial_x \mathcal{J}^\alpha_{l_1,l_2}(x, y)
\]

\[
= -(l_1) \mathcal{J}^{0,0}_{l_1,l_2-1}(x, y) - (2l_1 - 1) \mathcal{J}^{0,0}_{l_1-1,l_2}(x, y)
\]

\[
+ (l_2 + 1) \mathcal{J}^{0,0}_{l_1-2,l_2+1}(x, y) + (l_2 - 1) \mathcal{J}^{0,0}_{l_1-2,l_2-1}(x, y)
\]

\[
- (2l_1 - 1) \mathcal{J}^{0,0,0}_{l_1-1,l_2-1}(x, y) - (|l| + l_1 - 2) \mathcal{J}^{0,0,0}_{l_1-2,l_2}(x, y),
\]

\[
(A.15) \quad \frac{4(2l_1 - 1)(2|l| - 1)}{(l_1 - 1)(|l| + l_1 - 1)} \mathcal{J}^\alpha_{l_1,l_2}(x, y)
\]

\[
= \frac{(|l| + l_1)(|l| + l_1 + 1)}{|l|(2|l| + 1)} \mathcal{J}^{0,0,0}_{l_1,l_2}(x, y) - \frac{(l_2 + 1)(l_2 + 2)}{|l|(2|l| + 1)} \mathcal{J}^{0,0,0}_{l_1-2,l_2+2}(x, y)
\]

\[
- \frac{(l_1)(|l| + l_1 - 3l_1 - 4l_1)}{(2|l| + 1)(|l| - 1)} \mathcal{J}^{0,0,0}_{l_1-2,l_2-1}(x, y) + \frac{(|l| + l_1 - 2l_1 - 2l_1)}{|l|(2|l| - 3)} \mathcal{J}^{0,0,0}_{l_1-2,l_2+1}(x, y)
\]

\[
- \frac{(l_2 - 1)(|l| + 3l_1)}{|l|(2|l| - 3)} \mathcal{J}^{0,0,0}_{l_1-2,l_2-2}(x, y) + \frac{(|l| + l_1 - 2l_1 - 3l_1)}{|l|(2|l| - 3)} \mathcal{J}^{0,0,0}_{l_1-2,l_2+3}(x, y)
\]

\[
+ \frac{(l_2 - 1)(l_2 - 2)}{(2|l| - 3)(|l| - 1)} \mathcal{J}^{0,0,0}_{l_1-2,l_2-3}(x, y) - \frac{(|l| + l_1 - 3l_1)(|l| + l_1 - 2l_1)}{(2|l| - 3)(|l| - 1)} \mathcal{J}^{0,0,0}_{l_1-2,l_2}(x, y),
\]
and

\[
\frac{2}{(l_1-2)(l_1-3)(l_1+l_1-3)(l_1+l_1-4)} \Delta_{l_1,l_2}^{2,2,2}(x, y)
\]

\[
= \frac{2}{2(l_1-1)(2l_1-3)(2l_1-3)(l_1-2)(l_1-1)} \gamma_{l_1,l_2}^{0,0,0}(x, y)
\]

\[
- \frac{2(l_2-2)(l_1+l_1-2)}{(l_2-3)(l_2-2)} \gamma_{l_1,l_2}^{0,0,0}(x, y)
\]

\[
+ \frac{2(l_1-1)(2l_1-3)(l_1-2)(l_1-5)}{(l_2-3)(l_2-2)} \gamma_{l_1,l_2}^{0,0,0}(x, y)
\]

\[
+ \frac{2(l_1-1)(2l_1-3)(l_1-2)(l_1-5)}{(l_2-3)(l_2-2)} \gamma_{l_1,l_2-4}^{0,0,0}(x, y)
\]

\[
+ \frac{3l_1^2 - 9l_1 + 2(l_1-1)^2 + 3}{(l_2-3)(l_2-2)} \gamma_{l_1,l_2}^{0,0,0}(x, y)
\]

\[
+ \frac{12l_1^2 - 36l_1 + 30 - 16l_1 + 4l_1^2}{(l_2-3)(l_2-2)} \gamma_{l_1,l_2-1}^{0,0,0}(x, y)
\]

\[
+ \frac{3l_1^2 - 9l_1 - 5 - l_1^2 + 6l_1}{(l_2-3)(l_2-2)} \gamma_{l_1,l_2-2}^{0,0,0}(x, y)
\]

\[
+ \frac{(l_2+1)(2+l_2)}{(l_2-3)(l_2-2)} \gamma_{l_1,l_2}^{0,0,0}(x, y)
\]

\[
+ \frac{2(l_2+1)(l_1+l_1-5)}{(l_2-3)(l_2-2)} \gamma_{l_1,l_2-3}^{0,0,0}(x, y)
\]

\[
+ \frac{2l_2+2)(l_1+l_1-5)}{(l_2-3)(l_2-2)} \gamma_{l_1,l_2-4}^{0,0,0}(x, y)
\]

\[
+ \frac{(l_1+l_1-5)(l_1+l_1-6)}{(l_2-3)(l_2-2)} \gamma_{l_1,l_2}^{0,0,0}(x, y)
\]

\[
+ \frac{2(l_1-3)(l_1-5)(l_1-5)}{(l_2-3)(l_2-2)} \gamma_{l_1,l_2}^{0,0,0}(x, y)
\]

(A.16)

Proof. The identities (A.13)-(A.16) can be verified by using the expansion (A.6) and then comparing the coefficients of \( y^k (-x - y)^k \) for both the left-hand and the right-hand sides. We leave the details to the interested reader. \( \square \)
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